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Summary 

This thesis is concerned with the application of the theory 
of the evaporation of metal atoms from a surface under the 
influence of a strong electric field. The theory of field 
evaporation under discussion, put forward by Forbes, assumes that 
the shape of the atomic bonding-well is parabolic and also that a 
Gomer-type mechanism operates. When this theory is combined with 
a standard Arrhenius-type emission equation, we predict linear 

relationships between T? and 1/F and also between x“ and Q?, 
where T is the temperature, F the electric field necessary for 
evaporation, x“ the crossing point of the atomic and ionic curves 
and Q the activation energy. 

Experimental results obtained by various workers using 
Tungsten, Molybdenum and Rhodium tips in an electric field, are 
compared with this theory over a limited temperature range. The 
employment of other forms for the atomic bonding-well has also 
been investigated, in order to improve the performance of the 
theory at high temperatures. 

In the case of Rhodium, values have been derived for some 
surface atomic parameters, namely, the electrical bonding distance 
of a surface atom nucleus and the vibrational force-constant and 
frequency of a typical surface atom. 
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CHAPTER 1 

FIELD EVAPORATION THEORY: 

INTRODUCTION AND BASIC DEFINITIONS



1,1 BACKGROUND 

The term field-ion emission applies today to solid 

and liquid metals. Both techniques use sharply pointed 

specimens as emitters, and ion beams are produced by 

application of very strong positive electric fields 

(up to 60 V/nm). 

Two main emission processes can occur at or above 

the highly charged emitter surface, field-ionization and 

field evaporation. 

Field-ionization of neutral atoms by electran 

tunnelling was first predicted by Oppenheimer (1928): more 

than 50 years ago. Above a field-ion emitter surface, the 

neutral atom (usually a gas atom) is first attracted 

towards the surface by polarization forces due to the 

field gradient. It is ionized slightly above the emitter 

surface, normally after a sequence of hops, and then the 

resulting ion is repelled away from the surface. Field- 

ionization takes place preferentially above the most 

protruding kink site atoms, where the local field is 

enhanced. However, the ionization rate-constant goes to 

zero inside the critical surface where the highest occupied 

level of the incoming atom sinks below the emitter Fermi level. 

On the experimental side, field-ionization was first 

used by Mttller (1951) when he observed the first blurred 

field-ion microscope image, due to the ionization of 

Hydrogen in free space, for fields exceeding 30 V/nm.



Alternatively, if now the atom is adsorbed on a 

charged surface, then its field-induced removal as an ion 

is known as field-desorption. If the ion is formed from 

the field-induced detachment of a surface atom itself, 

then the process is known as field-evaporation. 

Field-desorption was discovered by Muller (1941) when 

he studied surface migration of Barium on Tungsten, and 

tried to use the field desorbed ions to image their sites. 

In field-ion microscopy (FIM), field evaporation is 

important in that it is used to prepare perfectly clean 

surfaces. Also, a specimen tip could be observed in atomic 

detail and its depth could be explored in a layer by layer 

evaporation process (e.g. Muller; 1960). With the 

invention of the atom-probe field-ion microscope (Muller: 

1968), this layer by layer dissection could also be used 

to provide the chemical composition of emitters. 

Today, field evaporation is discussed as a possible 

emission process in liquid-metal field-ion sources. These 

have considerable technological potential in the context 

(for example) of scanning-ion beam instruments and micro- 

circuit fabrication (Cleaver et al.: 1983). 

The applications of field evaporation are well 

established. But, as in other areas of Physics relating 

to the interaction of ions with surfaces, important 

theoretical aspects are far from being properly understood. 

Nevertheless, some basic aspects of the theory are well



established and we continue by summarising a little of the 

basic physics. 

Prior to emission by field evaporation, surface metal 

atoms are bound to the charged emitter surface, and are in 

thermodynamic equilibrium with the emitter. At the 

temperatures near 80 K conventionally used in FIM, ion 

formation is a thermally activated process with an atomic 

evaporation rate-constant x obeying the Arrhenius equation: 

xa = A exp(-Q/kT) (1.1) 

where: k is the Boltzmann constant, T is the thermodynamic 

temperature, Q is the activation energy necessary for escape, 

and A is the field evaporation pre-exponential. (At very 

low temperature, however, ion tunnelling is the dominant 

process: this is discussed in Section 1.8). 

In general, it is supposed that only a limited number 

of surface atoms Nhy are at "high risk" of field evaporation; 

these are assumed to have the same rate-constant Ke 

(Forbes: 1977a), and hence the flux J of evaporating 

atoms is given by: 

= d cea eikee (1.2) 

where J has the dimensions amount-of-substance/time and is 

measured in layers/s (or atoms/s), Mr has the dimensions 

amount-of-substance and is measured in "layers" or "atoms", 

and Eee is measured in ces Equation (1.2) is termed the 

"emission equation".



Field evaporation was originally envisaged as a 

single-stage process, that is,it was implicitly assumed 

that the observed charge state of an ion would be the 

same as that immediately after escape. However, the 

discovery of multiply-charged ions led eventually to the 

conclusion that field evaporation is often a two-stage 

process: thermally-activated escape into a singly or 

possibly doubly-charged state, followed by one or more 

post-ionization events (as discussed in Section 1.6). 

Much past work in field evaporation theory has 

concentrated on the nature of the escape mechanism. This 

is normally discussed at a classical level and in terms 

of potential energy curves. 

As regards the escape mechanism, two main possibilities 

are commonly considered: The Muller (image-hump) mechanism, 

and Gomer-type (surface charge-exchange) mechanisms. 

The Muller mechanism (Muller: 1956, 1960) assumes 

that ionization precedes escape and that escape of the 

ion occurs over a Schottky hump. This mechanism has often 

been analysed in terms of simple "image-hump" mathematical 

formalisms, where the mathematics are simple and roughly 

predict the evaporation field. 

The Gomer-type mechanisms (Gomer: 1959, Gomer and Swanson: 

1963) assume simultaneous ionization and escape in a surface 

Ccharge-exchange process. However, Forbes (1981) and 

Kingham (1981) remind us that several variants of surface



charge-exchange process can in fact be distinguished, the 

two extreme cases being: 

(1). “charge-hopping" in which the motion of the ion is 

relatively fast, and the electron transfer occurs in 

a sharp hopping transition. 

(2) “charge-draining" in which the ion motion is relatively 

slow and electron transfer is best described as a 

slow draining of charge out of the escaping atom. 

In this thesis the mathematical formalisms associated 

with the charge-hopping mechanism are called "curve- 

intersection formalisms". In the past, the Gomer-type 

mechanisms have often been discussed in terms of a "constant 

intersection distance" version of a curve intersection 

formalism; it was in effect assumed that change in the 

field produced no significant change in the position of 

the intersection of the atomic and ionic potential-energy 

curves. This treatment, now known to be invalid, led to 

erroneous formulae for the field dependence of activation 

energy. 

A new formula for activation energy was worked out by 

Forbes (1982d) (see Appendix A); this has the form: 

e 2 
Q = Q(F /F-1) C3) 

where F denotes the electric field, F° is the field at which 

the activation energy becomes zero, and 2 is a quantity that 

is nearly constant if F is sufficiently close to F°, This 

formula forms the basis for part of the work in this thesis.



1.2 AIMS AND STRUCTURES OF THE THESIS 

The initial objective of the work is to examine the 

evidence that simple image-hump formalisms do not adequately 

describe the available experimental data. In consequence, 

the possibility of evaporation via the Muller mechanism 

is put aside. 

The next part of the work utilises a simple model of 

the charge-hopping mechanism, based on formula (1.3) above. 

The main objective has been to show that this model fits 

experimental data adequately, gives plausible explanations 

whenever discrepancies are found, and can be used to extract 

some surface atomic information. This work is then extended 

to deal with more detailed bonding well shapes. 

Many simplifications obviously lie behind the use of 

classical models. A further part of the work has been to 

identify the principal assumptions made. These assumptions 

include the validity of the image-law very near the surface, 

the use of flat surfaces and the disregard of local field 

variations. But perhaps the most seriovs objection to the 

classical models is that we might reasonably expect field 

evaporation to be a charge-draining rather than a charge- 

hopping process. This implies that activation energy 

calculations really need to be quantum mechanical in nature. 

Another part of this work has thus been to look at the 

difficulties likely to be involved in a charge-draining 

calculation.



The structure of the thesis is as follows: This 

first chapter introduces the basic energetics of field 

evaporation, reviews some background material and describes 

various escape mechanisms with potential-energy diagrams. 

In Chapter 2, we carry out some tests on the Muller 

mechanism using, first some evaporation-flux field 

sensitivity data for six materials, and second an "extended" 

formalism. This chapter establishes that the simple formalisms 

are not compatible with the Muller mechanism and indicates 

why a Gomer-type mechanism is assumed in the remaining work. 

Chapter 3 points out the main assumptions and limitations 

of our model and also indicates the complications of treating 

the charge-draining mechanism quantum-mechanically. 

Chapter 4 then uses formula (1.3) and confirms a 

predicted temperature dependence of evaporation field for 

some Tungsten and Molybdenum data, over a limited temperature 

range. 

In Chapter 5, we show how the F?-energy term coefficient 

cy, can be derived from experimental measurements of activation 

and appearance energies, taken as a function of evaporation 

field, in the case of Rhodium. This chapter also discusses 

the effect of including cy in formula (1.3). 

Chapter 6 is an extension of Chatper 5 since it uses 

similar experimental data to make estimates of bonding 

distance a, vibrational frequency v and force-constant xk.



This is also done in the context of formula (1.3) and the 

physical assumptions behind it. 

In Chapter 7, a Morse-potential shape for the atomic 

curve is used, following an apparent "failure" of the 

parabolic approximation, at high temperatures. Theoretical 

Q-F plots are produced for both bonding-well shapes, and 

are compared with experimental plots in the cases of W, Mo 

and Rh. This work is compatible with Kellogg's experimental 

results on the field-dependence of the pre-exponential 

factor. 

Chapter 8 draws things together and looks again at the 

issue of whether the curve-intersection formalism is 

adequate as a representation of the charge-draining mechanism.



1.3 THE ENERGETICS OF FIELD EVAPORATION 

This section examines the basic energetics and 

behaviour of atoms at neutral and charged surfaces, and 

during the field evaporation process. Simple equations 

for binding, ionic potential and activation energies will 

be derived, and the shape of the neutral bonding potential 

will be discussed in a more general context. 

dace Atoms At Surfaces 

In general, the surface of a solid can be thought of 

as its top few atomic layers, with different properties 

from the bulk material and where many kinds of processes 

can occur. But in the context of field ion emission, we 

are concerned with atoms at the topmost layer only. For 

a perfect flat surface, these atoms are arranged in two- 

dimensional structures of different types (e.g. square, 

rectangular, hexagonal) reflecting the periodicity of the 

, bulk. 

But in reality a solid surface is not perfect and 

contains many "defect structures", i.e. steps, ledges, kink 

sites. Because of the overall emitter shape, the imaged 

surface of a field ion emitter contains or can be described 

in terms of features of this type. There may also be 

vacancies in a flat plane, or adatoms on it. Fig. (1.1) 

illustrates some of these features. 

Each surface atom is bound to the bulk by being trapped 

in a well of depth Ac, called the binding energy (e.g.



Fig. (1.2) 

  

Sorne simple defects that are often found on a low-index crystal face. 1. The perfect flat face itself ~ a terrace; 2. an emerging screw dislocation: 3. the intersection of an edge dislocation with the terrace; 4. an impurity adatom (adatoms are discussed in Chapter 6); 5. a monatomic step in the surface — a ledge: 6.2 vacancy in the ledge; 7. a step in the ledge — a kink; 8. an adatom of the same kind as the bulk atoms situated upon the ledge; 9. a vacancy in the terrace; 10. an adatom on the terrace; 11.2 vacancy in the terrace where an electron is trapped — in an alkali halide this would be an F-centre, 

Illustration of some defects on a flat surface. 

(from Prutton: 1983).



A° = 8.66 ev for Tungsten). In a direction normal to 

the surface, this potential well has the following general 

shape: 
e
s
 

The atom is vibrating around its equilibrium position. 

An atom in an exposed position, e.g. at a kink site, 

will,however,see a “diffusion-type barrier" in some directions 

parallel to the surface, as shown below: 

-ll-



Barriers in different lateral directions will usually be 

of different heights. An atom may leave a site if enough 

thermal energy is supplied to overcome the potential barrier 

due to its neighbouring sites. This process is surface 

diffusion. Diffusion experiments include observations of 

the diffusion of single adatoms deposited upon different 

tips in a field-ion microscope: activation energies for 

diffusion have been measured and found to vary from one 

Giff _ 6.87, 0.57, 0.84 eV crystal face to another (e.g. Q 

for W on W(011), W(112) and W(321) respectively, by 

Bassett, 1973). 

The atoms that are imaged in a FIM are the most 

protruding atoms, in particular the kink site atoms as 

shown in Fig. (1.2) for a ball model. It is also these 

protruding atoms that are at high risk of field evaporation. 

More generally, when an external electric field is 

applied, many properties of the atoms at the surface are 

modified. Effects such as orbital polarisation and: 

partial charge transfer into the emitter can occur, and the 

subject becomes one of charged surfaces. 

1.3.2 The Surface Atom Binding Energy 

The surface atom binding energy is defined as thewrk 

needed to remove the atom as a neutral and place it at a 

point in remote field-free space. However, the presence 

of a high electric field induces a modification of the 

electronic structure of the bound atom. The binding energy 

aloe,



  

Fig. (1.2) A ball model. 

The kink site atoms (balls in white) are the 

ones that are imaged on a field-ion microscope 

screen. 

-13-



EF 
AY can be written in the form: 

5 2 AP = ao +5, F (1.4) 

where A° is the zero-field value for the binding energy, 

F is the external electric field (i.e. the field somewhat 

above the surface), cy is a parameter usually assumed constant 

and discussed below. The secondterm- sometimes denoted by 

AN - xrepresents the field-induced increase in binding 

energy. 

Historically, A° values were first estimated from 

thermodynamic experiments based on second and third law 

procedures (by use of the Clausius-Clapeyron equation, at 

T = 298 K) by Langmuir (1913); later, values were obtained 

by many other investigators, using various methods (e.g. 

Flood:1966). Tsong (1978a) lists values for materials of 

particular interest to field evaporation theory. 

The most protruding surface atoms are the ones 

participating in the field evaporation process. Froma 

theoretical point of view, they can be treated as chemisorbed 

atoms; calculations of binding energies involve solving 

the Schrodinger equation in a one-electron approximation 

to a N-body problem (see Appendix B, on chemisorption). 

The parameter cy is defined by equation (1.4) above 

and deserves some comments. It is often called "polarisability" 

in the literature, but following Forbes (1977c, 1978a) this 

name is avoided here. The parameter cannot be identified 

with the parameter conventionally named"polarisability" 
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because it is not defined in terms of the local field 

acting on the atom in question, but rather in terms of the 

external field that exists somewhat above the surface atom. 

Hence, in order to ayoid confusion, cy is called the npee 

energy-term coefficient", Also, as will be argued in 

Chapter 5, the physical origin of this coefficient ee 

lies not only in the polarisability of atomic orbitals, 

but also partly in charge transfer from the surface atom: 

this charge transfer is necessary in order to sustain the 

external electric field. 

daSeo The Neutral Atom Bonding Potential 

Although the general shape of an atomic bonding curve 

is intuitively obvious, detailed energy-distance relations 

for atoms at solid surfaces have not yet been obtained 

experimentally. There are two general approaches to the 

determination of bonding curve shape: 

(1) Some empirical form (e.g. a Morse potential) is assumed, 

and the coefficients involved are obtained by a fitting 

procedure, via some physical parameter that can be 

(a) measured, and (b) predicted from the model in 

terms of the coefficient values. 

(2) First-principles computational methods, such as those 

carried out by Smith et al.;1975; Khan and Ying: 1976; 

Carlsson et al.: 1980. 
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Many of the more relevant first-principles calculations 

have been carried out for bulk solids rather than for the 

surface atom situation. It is clear that purely theoretical 

binding energy-distance relationships are very difficult 

to obtain, even for bulk solids. In principle, one needs 

to carry out chemisorption-type calculations as a function 

of the position of the relevant atomic nucleus (see 

Appendix B). 

The approach taken in the main part of this thesis 

is essentially similar to the empirical approach just 

mentioned. This empirical approach is often used in simple 

analyses of the gas physics and solid-state situations. 

Thus, a kink-site surface atom will be assumed to be in 

a quasi-neutral state, and simple classical approximations 

will be used to describe its behaviour prior to field 

evaporation. A parabolic shape for a bonding curve is the 

simplest one. Other types of model may include Lennard-Jones, 

Buckingham or Morse potentials. The latter is used in 

Chapter 7 in the form; 

° 2 V(x) = A” [l-exp (=p) (x-a)] (1.5) 

where x is the distance of the evaporating atom nucleus from 

the emitter's electrical surface (see Appendix C for a fuller 

discussion), and V(x) is the atomic potential energy measured 

relative to the bottom of the bonding well; o is a constant 

and a is the surface atom bonding distance. 
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These models have simple analytic forms and work 

well for diatomic molecules. They are not appropriate 

for solids where volume-dependent forces are involved, but 

can be used for surface atoms as simple approximations. 

Recently, it has been shown (Rose et al.:1981; Ferrante 

et al.: 1983) that a "Universal binding energy" curve fits 

several different situations, such as adhesion, cohesion, 

chemisorption and the bonding of diatomic molecules. The 

curve has the algebraic form: 

E*(a*) = -(1+8a*) exp (-Ba*) (1.6) 

where E*(a*) is the "Universal binding energy function" 

which describes the shape of the binding energy curve, a* 

is a dimensionless scaled length defined relative to the 

bottom of the Universal binding energy function, and 8 is 

a constant. 

Note. that for each of the potential wells mentioned, a> 

characteristic frequency is associated with the vibrating 

atom. 

Te Se4 The Standard Ionic Potential Energy 

This section deals with the derivation of an expression 

for the standard potential energy of an ion. The treatment, 

based on an electrothermodynamic (or Born-Haber type) cycle, 

is used to calculate the work done in creating an ion outside 

a charged emitter surface and follows that of Forbes (1982a). 

The standard potential energy, denoted by U,(s), where n is 
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the ion charge number, is defined as the work done in 

removing the atom from a position in remote field-free 

space (and in its neutral state) to some position x (in 

an n-fold ionic state). This work is seen from a classical 

point of view as an electrothermodynamic cycle achieved 

by a hypothetical external agent; the following steps are 

considered: 

(1) removal of n electrons from the neutral atom in 

remote field-free space; 

(2) the n electrons are then assumed to be placed at 

the emitter Fermi level; 

(3) the resulting ion is finally moved from the remote 

field-free space position to a position close to 

the emitter surface. 

Step (1) can easily be seen as being given by the sum of 

the first n free-space ionization energies z Ts = Hai 

whilst steps (2) and (3) are regarded as a ep atien 

due to a contribution of "chemical" and "electrical" 

interactions of the electrons and the ion with the surface. 

When the electrons are placed at the emitter Fermi level, 

and the electrostatic component of ion potential energy is 

taken into account, the electron and electrostatic ionic 

contributions involved are given (in the usual approximation) 

by -no=-neFx, where oo is the local work-function, e the 

elementary (proton) charge and F is the external field above 
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the emitter surface (considered to be the same at all 

distances). 

Contributions to the "purely chemical" interactions of 

the ion with the surface are mainly due to correlation forces 

given by the image-potential as -n7e7/167¢ 5x, where Ey is 

the permittivity of free-space; and to polarization forces 

given by - 4 cy Fr? where cy is the F*-energy-coefficient 

for an n-fold ion. Short-range repulsive terms also need 

to be included, at least in principle, and we approximate 

these by a term of the form c/x*, where G and t are constants. 

The standard ionic potential energy is thus a field 

and position dependent quantity, given by: 

222 4 - ae _ snee 2 ie G U, (x) = Hy ng neFx Tene 5x 5 cy Det: =e 

(1.7) 

The "variable part" of this ionic potential term is denoted 

8, (*,F) and given by: 

mces a 2 G S, (x,F) = -neFx - Teme ok Tey Cees se (1.8) 

tease oD The Activation Energy 

The activation energy Q, that appears in equation (1.1) 

can be defined as the amount of energy a bound surface atom 

should acquire in order to escape from the surface of a 

material as an n-fold ion. If this process can be considered 

as "slow" and thermodynamically reversible, then we may 

follow the treatment suggested by Forbes (1977b) in terms 

-19-



of a "desorption virial" and a "subsidiary condition". 

The desorption virial Ww, is the potential energy for 

an ion measured relative to the potential energy of the 

atom in its initial bonding state. Wy is a function of x 

and F as defined above, and of the charge-state n that 

the ion has just after it has escaped, and is written 

Wy (X,F). 

The activation energy, Qa, may be defined as the value 

of the virial W, at the point of escape xP, (whatever the 

escape mechanism, the point of escape is located at the 

top of activation energy hump over which escape occurs.) 

This Qn is a function of field F and may be written: 

Q, (F) = Wy (x? F) (1.9) 

Another equation called the "subsidiary condition" is 

needed to represent the fact that the escape point x? is 

both field and charge-state dependent, i.e. xP = xP (F). 

The subsidiary condition can be written in a general form 

as: 

9 ®,F) = 0 (1.10) 

Combination of equations (1.9) and (1.10) in effect leads 

to the elimination of xP, and hence to an explicit expression 

for the field-dependence of Qn: Different models of field 

evaporation are characterised by different subsidiary 

conditions, as will be seen later, but we need first to look 
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at basic theory from which an expression for W,, (x,F) can 

be derived. 

From the definition of the virial W, using ue to denote 

the potential energy of the "neutral" atom at its bonding 

point, we have: 

Wy(x/F) = U,(«,F) - we (1.12) 

where 

a Tee O oer. 2 Up = -AP = -\° -5. F G2) 

From equation (1.7) for U, GF), the virial W, can now be 

written explicitly as: 

BO macs a 2 G 
W, (x,F) = (H,-n¢ +\~)-neFx- Tere 5x E° Zlc,-c,) F + a3 

CLS) 

and the activation energy Qn is given by equation (1.13) 

taken at x=xP, as: 

  

2.2 
Ee p ne i 2 G Q,(F) = (H,-n¢@ +A”) -nerx*- + $(c,-c,)F° + 

n n réne gx? 2° °o “R (ae) 

(1.14) 

This is a one-dimensional classical expression applicable 

when the departing particle has a well defined charge state. 

The term (H,-no* +h) is the "constant" part in equation 

(1.13), and is characteristic of a given material. It is 

called the "configurational term" and is denoted by Ke. 
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1.4 THE CONCEPT OF EVAPORATION FIELD 

1.4.1 Evaporation Field Criteria 

When an external electric field F is applied to a 

material, the first atoms to be detached - when the field 

is high enough - are those at the "high risk" positions 

and the rate of evaporation increases as the field is 

increased. However, for practical and theoretical purposes, 

one has to define an evaporation field that corresponds to 

some specific criterion. For this, three different forms 

have been formulated: 

(a) The field F° defined by the requirement that: 

Q(F*) =0 (1,15) 

which is known as the "zero-Q evaporation field". 

This is a theoretical quantity, constant for a given 

material and higher than any observed field in low- 

temperature field evaporation experiments for the 

material in question, 

(b) The field FO as used by Forbes (1974, 1978b) in his 

analysis of Tsong"s experiments (1971), which is 

known as the "critical evaporation field" and is 

defined by the requirement that the rate-constant for 

evaporation be equal to Teas: This criterion is used 

in single-atom experiments where the rate-constant is 

measured directly, and leads to: 

Q(P°) = kren[a/is74 (1.16) 
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(c) Finally, the field F° defined by the requirement that 

the evaporation flux has some fixed value, gop for 

example 0.01 layers/s,in experiments involving 

observation of the evaporation flux, or 10? ions/s in 

atom-probe experiments (e.g. Kellogg: 198la). This 

field F° can be called the "onset evaporation field" 

and is given by: 

owe oO Q(F°) = kTén[g°/n, A] (1.17) 

With liquid metal field-ion sources, where macroscopic 

electrical measurements are used, a fixed emission 

current criterion is employed, for example, 1nA (Aitken 

and Mair: 1980). Note that the value of F° depends 

both on the flux level chosen and on temperature. 

1.4.2 Prediction of F© From an Energetic Argument 

The zero-Q requirement for the evaporation field was 

first made by Muller (1960) in the context of a simple 

image-hump formalism and a simple F° formula was derived 

(Chapter 2). Subsequently, Brandon (1964) using 

different escape charge numbers, found that for most metals 

the evaporation fields for doubly charged ions are lower 

than those for singly charged ions. He hypothesised that 

evaporation charge-state at escape would be that corresponding 

to the lowest predicted evaporation field. This is known 

as Brandon's criterion, 

Much later, Forbes (1982b) derived an F© formula based 
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on energetics only, by making the assumption that at Q=0 

the image-potential is some significant fraction of the 

configurational term Ke. This leads to the result: 

+ lene, a 

Ee Oe Sa) 0) (1.18) 
ne 

e 

where o, is around 0.2. Formula (1.18) leads to reasonable 

agreement with observed evaporation fields for most metals 

employed in low temperature field evaporation. 

1.5 EVAPORATION CHARGE-STATE 

For both the Muller and Gomer mechanisms, the theoretically 

predicted evaporation field is a function of the charge-state 

assumed for the ion immediately after escape. Using a 

simple image-hump formalism, Muller (1960) assumed that 

metals field evaporate in a singly-charged state. But 

Brandon's criterion leads to the conclusion that n is 2 

for most metals. Tsong and Muller (1970), using the 

charge-hopping mechanism, also predicted that the charge- 

state at escape would be 2 for most metals. 

However, with the development of techniques such as 

the atom-probe field-ion microscope (Muller, Panitz and 

McLane: 1968) which measures the mass-to-charge ratios, 

it was found that refractory metals often evaporated in 

charge-states higher than 2. For example, 3 and at 

charge-states were commonly observed for Tungsten (e.g. 

Brenner and McKinney:1968; also Kellogg: 1981la) and even 

a 6* state (Muller and Krishnaswamy: 1976). 

There was thus a discrepancy between experiment and 

theory, which persisted for most of the 1970's. 
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1.6 POST-IONIZATION 

It is strongly improbable that the high observed 

charge-states are formed in a single-stage process at the 

moment of escape. It is much more likely that escape of 

the ion occurs into singly or doubly-charged states, and 

that further ionization then takes place as the ion is 

moving away from the emitter, with the resulting electron(s) 

tunnelling back into empty states at or above the emitter's 

Fermi level. This process is termed "post-ionization". 

The theoretical work of Taylor (1970) and Chambers 

(1970, 1975) originally suggested that post-ionization is 

an unlikely event. However, Ernst (1979), in his experiments 

on the field evaporation of Rhodium, measured the activation 

energies of both Rh* and Rh** as a function of evaporation 

field. One important result was that Rh* and Rh** had 

the same activation energy, within experimental errors. 

This strongly suggested that escape of a Rhodium ion is 

initially into a singly-charged state, and then formation 

of Rh** is due to post-ionization. Ernst then used a 

simple one-dimensional model to predict ionization 

probability, and the theoretical curve was found to be a 

good fit to his experimental results, within experimental 

errors. 

Ernst's one-dimensional theoretical model was, however, 

regarded as insufficiently accurate by Haydock and Kingham 

(1980). They developed a method of calculating the total 

probability of post-ionization based on a three-dimensional 
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version of the WKB approximation for the field-ionization 

of imaging-gas atoms, and applied it to metal ions. Their 

conclusion was that post-ionization is a likely process 

and that the final charge-state is field-dependent. 

Increasing the field ~- i.e. decreasing the temperature if 

one would like to keep the rate of evaporation constant - 

would certainly enhance the probability of post-ionization 

and explain the high charge-state cases. 

Ernst and Jentsch (1982) in their work on measurements 

of differential energy distributions of Rh* and Rho found 

that the Haydock and Kingham model contained some errors. 

They went on to construct a three-dimensional model, 

again using the WKB approximation, and found it in good 

agreement with their experimental results, as well as 

with Ernst's previous work. Subsequently, Kingham (1982a) 

revised his model in the light of their criticisms, and 

calculated post-ionization probabilities for a large 

number of materials. 

The above arguments also find support in the work of 

Kellogg (1981b; 1982) on the relative abundance of w, Wee 

Wot and wet measured as a function of field using a 

Pulsed Laser Atom Probe (PLAP), and Andren et al. (1984) 

on the charge-state of W using an Atom Probe Field-Ion 

Microscope (APFIM). 
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1.7 ESCAPE MECHANISMS 

Having established the basic energetics of field 

evaporation, we now return to describe the escape process 

for the Muller and Gomer mechanisms. This is done with 

the use of potential energy diagrams, and the relevant 

subsidiary conditions are given. 

Figure (1.3) shows schematic standard potential energy 

curves for (a) a bound neutral atom, and (b) an ion, near 

a solid metal surface in the absence of an external electric 

field. For the atomic curve Uys the bonding is metallic 

with short-range repulsive forces due to the overlapping 

of electron clouds (Pauli's exclusion principle), whereas 

in the ionic curve var the image-potential is the main 

attractive force at long distance. 
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(a) (b) 

Fig. (1.3): Potential energy curves for a bound neutral 

atom and an ion near an emitter surface in 

the absence of any external field. 

De



(a) 

Now consider the effect of field on the ionic 

potential energy curve. For low-to-medium fields, there 

is a hump - The Schottky ‘hump - in the curve; at higher 

fields the hump disappears, as shown in Fig. (1l.4a). 

Figure (1.4b) illustrates the case where the hump has just 

  

  

disappeared (at Fer™>), 

‘ 
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Fig. (1.4) : Effect of field on the ionic potential energy curve. 

The different mechanisms of field evaporation are obtained 

for different configurations of the atomic and ionic curves 

above. 

The Miller Mechanism 

Taking the low-to-medium fields ionic curve, assuming 

a low (H,-n6*) value and combining with the atomic curve Uys 

” 
we obtain Fig. (1.5). This represents the Muller mechanism. 
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Fig. (1.5) The Muller mechanism 

=70—



It illustrates that ionization occurs before escape and 

that escape occurs over the Schottky-hump at xPax8) From 

the definition of the virial, the subsidiary condition is 

given by: 

n =o (L319) 

In the so-called "basic image-hump formalism", where 

the F?-energy terms and the repulsive term in the classical 

expression for We are neglected, this condition leads to: 

% 
xo) = S(t) (1.20) 

°° 

  

This relation is now known to be invalid, as will be seen 

in Chapter 2. 

(b) The Charge-Hopping Mechanism 

Taking the high fields version of the ionic curve, 

assuming a high (H,-n6") value and combining with the atomic 

curve, we obtain Fig. (1.6), which represents the charge- 

hopping mechanism. Ionization and escape occur simultaneously 

at the crossing point of the atomic and ionic curves, denoted 

here by x9 and the subsidiary condition is given from: 

U,(x-",F) - U(x, F) = 0 (1.22) 

i Cray . 
The distance x is, of course, a function of external 

field. Much of the older work in the literature, however, 

ae 
assumes that the variation of x°" with F may be neglected
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(1.6) The charge-hopping mechanism. 
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(c) 

in a first approximation, and thus in effect uses the 

simplified subsidiary condition: 

x" = xX = const = Py 

where ®y is the neutral atom radius. 

The mathematically unsatisfactory nature of this 

"constant intersection distance" approximation has been 

pointed out by McKinstry (1972) and by Forbes (1978b). 

The latter in effect subtractea Af from each side of 

equation (1.21) to give the subsidiary condition form: 

W, (x ,F) - V(x°",F) = 0 (1.22) 

where V(x,F) is the potential energy of the bound atom 

measured relative to the level of the potential minimum. 

Forbes then used a parabolic well approximation for V(x,F) 

but in principle other shapes might be used, as discussed 

in section 1.3.3 earlier. (also see Chapter 7). 

The Charge-Draining Mechanism 

If field evaporation occurs in such a fashion that 

electron(s) are draining out slowly, the departing atom has 

a non-integral charge-state at the moment of escape, and 

the atomic and ionic curves are drawn as "repelled" in 

the crossing region. This is shown in Fig. (1.7) and 

represents the charge-draining mechanism. 

In this case, the potential energy at xP (relative to 

the bottom of the atomic curve) is related to the virial 
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Fig. (1.7) The charge-draining mechanism. 
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W,, (xP -F) by: 

W,(C.D) = W, (x? ,F) - AU (1.23) 

where AU is due to the curve "repulsion effect" (see 

Chapter 3), and C.D stands for charge-draining. 

A formal subsidiary condition for charge-draining is 

derived by assuming escape to occur at the top of the hump 

shown in Fig. (1.7), which leads to: 

OW, (x,F) n aAU 
Sonya s > 3- = 10 (1.24) 

xP xP 

Unfortunately, no well-established analytical expression 

for AU is available yet. 

1.8 TUNNELLING IN FIELD EVAPORATION 

As already indicated, the phenomenon of tunnelling 

was iret predicted by Oppenheimer (1928) in the case of 

ionization of a Hydrogen atom under an applied electric 

field. It is a purely quantum-mechanical effect and, for 

example, constitutes the escape process in field electron 

emission from metals. 

In the context of field evaporation, the probability 

for escape by tunnelling of an ion from a given vibrational 

state j, below the top of the activation energy barrier, is 

given in the WKB approximation by: 
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De = expi-2-") of “ivix)l = Bo) dx (1.25) j $2 2 t 

‘Ls 

where m is the mass of the ion, £ is Planck's constant 

divided by 27, V(x) the potential describing the shape of 

the barrier, Ey the energy of the tunnelling ion, and 

(X9-x,) is the width of the barrier. D. is the probability 
J 

of barrier penetration, so the rate-constant ky for escape 

from state j is obtained by multiplying this by the atomic 

vibration frequency Ver giving: 

k. =v, D. (1.26) 

In some circumstances it is necessary to include in equation 

(1.26) an electronic transition probability (see, for example, 

Gomer and Swanson: 1963), but we do not consider .:this case 

here. 

If the probability that state j is occupied is Pye 

then the probability per unit time that escape will occur 

from state j, which we denote by Z4 is 

25 = 4 P, D, (1.27) 

Assuming occupation of the states according to Boltzmann 

statistics, we have: 

Ps = exp (-jhv/kT) [2-exp(-hv/x2) | (1.28) 

And, because the total probability of finding the atom in 

some one of its vibrational states is unity, we have: 
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[2-exe nv en) | X exp(-jhv/kT) = 1 (1.29) 
a2 

Tunnelling occurs from all vibrational states below the 

level of the activation energy hump , and the total probability 

per unit time of escape by tunnelling is obtained by 

summing over all the states below the top of the hump, 

The contribution due to escape from states above the 

level of the hump should be added, and the corresponding 

evaporation rate-constant is given by putting Dj=1 in 

equation (1.26) above, 

Thus, the total evaporation rate-constant k is given by: 

© 
eos ¥_ [Iexp(-hv/ri] ; DS exp (-j hv/kT) (Gigeyo)) 

“where D5 is given by equation (1.25) below j=Q/hv and is 

equal to 1 above j=9/hy,. 

It is now important to investigate what the dominant 

escape process (i.e. thermally activated or tunnelling) is. 

Two limiting cases are considered: 

(1) At High Temperatures, only those states above the 

level of the activation energy hump are considered to 

contribute significantly, i.e. the excited states such 

that jhv2Q and by=t. In this case the rate-constant for 

evaporation reduces to: 
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k= v, [1-exp (-hv/kT)] = exp(-j Be) G31) 

52 3S 
oa 

Using equation (1.29), it can be shown that: 

: 2 exp (-Q/kT) 
z exp (-j jp) ————eeaeee=““ (1.32) 

+52 l-exp (-hv/kT) 
J2Ahv 

and equation (1.30) becomes: 

k= Vv, exp (-Q/kT) (233) 

This corresponds to a thermal activation and indicates 

that at high temperatures, the thermally activated process 

is the dominant effect. 

(2) At Low Temperatures, the excited states such that 

jhv<Q are considered. DS is now given by equation (1.25) 

and the rate-constant for evaporation is given by 

equation (1.30) summed for j=O to j< a + The summation 

is not easy to carry out and depends on the shape assumed 

for the activation energy barrier. However, the result 

would be different from a thermally activated one and 

tunnelling is expected to be the dominant process. 

At Very Low Temperatures, however, only the ground state 

(j=0) is considered, and the rate-constant can be shown 

to be: 

k=k. =v, D (1.34) 

=og—



Many authors have considered a critical temperature rt 

at which escape by thermal activation and escape by 

direct ground state tunnelling become equally important. 

7° is calculated by putting k as given by equation (1.33) 

equal to k. as given by equation (1,34). It has been 
j=0 

investigated in the context of the Muller mechanism (Ehrlich 

and Kirk: 1968), the charge-hopping mechanism (Gomer and 

Swanson: 1963; Brandon: 1966) and"an ionic bonding" (Tsong: 

1968). Kingham (1981) considered different surface barrier 

models for different escape mechanisms (triangular for 

charge-hopping, parabolic for image-hump and charge-draining) 

and found that T° is model dependent, He derived a value 

of T° = 40 K for W using the image-hump formalism (in 

accordance "with Ehrlich and Kirk estimate"of 41 K), and 

a value of T° § 35 K using the charge-draining mechanism. 

We return to the question of the critical temperature 

in Chapter 4, 
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CHAPTER 2 

ARGUMENTS AGAINST THE IMAGE-HUMP FORMALISMS



2.1 INTRODUCTION 

In order to extract useful information from field 

evaporation data, it is necessary to understand which 

field evaporation mechanism is operating. The aim of 

this chapter is to summarise the evidence that (in so 

far as simple one-dimensional classical arguments are 

valid) experimental field evaporation data are 

incompatible with the Miller mechanism. 

The first part of the author's research work, 

carried out early in the project jointly with 

R. K. Biswas and R. G. Forbes, was an attempt to 

discriminate between the Miller and Gomer-type 

mechanisms by investigating the field sensitivity of 

evaporation flux (J). The method was a theoretical 

extension/application of one developed by Forbes 

(1978b), and we applied it to field evaporation data 

reported by Tsong (1978b) for six metals. The results 

(reported in Forbes, Biswas and Chibane: 1982) tended 

to suggest that the Miller mechanism was not compatible 

with data but a Gomer mechanism was. In consequence, 

the author investigated a Gomer-type mechanism in more 

detail, as described in Chapters 4 to 7. 

The above early work used numerical values given 

in Tsong (1978b). Subsequently, when the present 
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author carried out a proper regression analysis of 

Tsong's raw data, it was realised that the error limits 

assumed in the earlier work were incorrect. And, as a 

consequence, the field-sensitivity based tests were 

less convincing than previously thought. By this time, 

however, the author was achieving good agreement 

between experimental results and an analysis of Gomer- 

type mechanisms using a curve-intersection formalism, 

and Biswas and Forbes were devising additional tests 

that indicated more convincingly against the Miller 

mechanism, 

We therefore present here a summary both of the 

original arguments against the Miller mechanism (but 

using the revised data), and of the better arguments 

subsequently put forward. 

2.2 FIELD SENSITIVITY AND PARTIAL ENERGIES 
  

A change in the voltage applied to a field- 

evaporating field-ion emitter causes a change in the 

mean field at the evaporation sites, and a change in 

the evaporation rate-constant and flux. Measurements 

of the field sensitivity of rate-constants and/or 

fluxes have been made by various workers, in particular 

Brandon (1965, 1966), Taylor (1970), Tsong (1971, 

1978b); theoretical discussions are to be found in



these papers and in the work of McKinstry (1972), 

Vesely and Ehrlich (1973), Patel (1974) and Forbes 

(1974, 1978b). 

The raw data concerning flux field sensitivity are 

often presented in the form of a plot of ggJ (or gnJ) 

against (V/V9) or (F/F°), where Vo is some reference 

voltage (corresponding approximately to evaporation at 

a given flux level J°) and F° is the corresponding 

field at the high-risk sites. Tsong's (1978b) data are 

shown in Fig. (2.1). Fitting a quadratic curve to the 

data provides regression coefficients, and the values 

of these could in principle be compared with 

theoretical values derived from field evaporation 

models. However, it may be argued (Forbes, Biswas and 

Chibane: 1982), that it is better to derive from the 

data the parameters: 

> u ie Banta) /aje7e) | ; (2.1a) 
P=F 

kT.972n(3)/32(F/E°) > u (2.1b) 

  

F=P 

From the emission equation (Equation (1.2)), if field 

dependence in the quantity n,, may be ignored, then Ay 

and A’, may be identified with the partial energies Hy 
2 

and Hy introduced by Forbes (1974). Thus 
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oO KT.92n(Ky)/3(2/F Vinite (2.2a) 

2 2 o 
2 Uo kT.9 an(k,)/3 CEZE ae? (2.2b) 

And from the Arrhenius equation (Equation (1.1)), if 

variation in the pre-exponential A with field may be 

ignored we obtain: 

o dQ ft @ oro o> (2.3a) 
ay dF ee 

2 
On, aaQ 

toe (Ee) (2.3b) 
2 ar? | r=F°   

(Details on the derivation of the above equations are 

given in Appendix D). 

The theoretically predicted values of 32 and 29 depend 

dF 
on the field evaporation model used, so comparison of 

theory and experiment is possible. 

The assumed constancy of the pre-exponential A, at 

least for temperatures near 80 K, deserves comment. 

The arguments for assuming this have in the past been 

as follows. First, the pre-exponential A involves a 

factor relating to the vibrational frequency of the 

bound atom. This frequency depends on the shape of the 

atomic potential well, which (in comparison with the 

activation energy) is unlikely to be sensitively 
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affected by a small field variation. Second, the pre- 

exponential involves a factor that relates to the 

possibility of ion tunnelling (Gomer and Swanson: 1963; 

Miller and Tsong: 1969) and is in principle field 

dependent for this reason. It has always been supposed 

that, at temperatures near 80 K and above, any field 

dependence due to this cause is insignificant. 

However, very recently, Kellog (1984) reported 

experiments on Tungsten in which some field dependence 

in A was detected (particularly for fields below about 

52 V/nm). We discuss this point further in Chapter 

7. We think that it does not significantly affect the 

interpretation of results presented in Section (2.5) 

below. 

2.3 THE IMAGE-HUMP FORMALISMS 

To begin with, a distinction has to be made 

between a mechanism and a formalism. A mechanism is a 

physical process which depends on the relative 

configurations of the potential-energy curves for the 

evaporating atom in its atomic and ionic states. A 

formalism is a mathematical procedure with a precise 

choice of algebraic expressions used to describe the 

associated mechanism. There may be several formalisms 

corresponding to a given mechanism. In particular, in 

connection with the Maller mechanism, several different 
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classical formalisms can be distinguished. 

In the "basic image-hump" formalism, the 

activation energy Q, for escape over the hump is 

obtained by neglecting the F2 and repulsive terms in 

equation (1.14) and evaluating the resulting expression 

with xP = xSh, giving: 

= ° oe ey sh _ nie 
Q,(F) = (A°+H)-ng")-neFx 5 

A relationship between xsh and F is obtained by 

similarly neglecting the F? and repulsive terms in 

equation (1.13) and applying subsidiary condition 

(1.19). This gives: 

mee 
neF = oe ie (2.5) 

Lone, (x ) 

substituting back into equation (2.4) gives: 

nie"F)} 
ane 

° 
On(F) = (APH =ng) = (   (2.6) 

It is then easy to derive an expression for F©° from the 

requirement Q,(F®)=0, which gives: 

(2.7) 
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And from equations (2.3) and (2.6) we obtain: 

353.0 
eae erage a Be + 

Us 5 ( =a ) (2.8a) 
° 

31350 1 
Soe. nie F 2 

Wo = a are, ) (2.8b) 

If the Fe terms are kept in equations (1.13) and 

(1.14), but the repulsive term is still excluded, then 

equation (2.5) remains valid but for the activation 

energy formula we obtain: 

3.3 
wal ° i ne F 3 Pl 2 On (Ee) = (A tH snd”) ( are, }) 5 (cc—c) ip 

(2.9) 

and for the partial energies, it can be shown that: 

  

  

3 7 
uy = 5 (ES) 79) 7 - (epee) (Fo)? 

(2.10) 
an3 

eo wk noes 7.0, ct On 2 Bg es) (eg - @,) (8°) 
(2.2%) 

These two formalisms, in which the repulsive term 

is neglected, are called simple image-hump formalisms. 

Formalisms in which the repulsive term is taken 

into account are called extended image-hump 

formalisms. The work of Biswas and Forbes, described 
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later, is based on the use of extended formalisms. 

2.4 EVAPORATION FIELD VALUES 

Values of F° predicted from equation (2.7), using 

an appropriate escape charge-state, are found to be in 

good numerical agreement with values of onset 

evaporation field as observed in field-ion microscopy 

(Miller: 1960; Brandon: 1964; M@ller and Tsong: 1969; 

Tsong and Maller: 1970; Tsong: 1978a). There are, 

however, certain objections that can be raised against 

the basic image-hump formalism, in particular that 

values of xsh from equation (1.20) were found to be too 

small to be plausible (Brandon: 1964; Tsong: 1971), and 

that when the repulsion term is taken into account, the 

Schottky hump may not exist (e.g. Brandon: 1963). 

There is also the point, coming from the experimental 

work of Wada et al. (1980), that the value of the zero- 

Q evaporation field F© might be expected to be somewhat 

higher than observed evaporation fields near 80 K. 

This dilemma can be solved by considering the 

energetics based F© formula given in Chapter 1. This 

formula is valid irrespective of the mechanism, and 

showed good agreement with observed evaporation fields. 

aAj=



2.5 TESTS BASED ON PARTIAL ENERGIES 

As indicated earlier, Tsong's (1978b) original 

data (Fig. 2.1) were re-analysed, and new regression 

coefficients were derived by fitting a quadratic 

form. The regression calculations were performed using 

a well-tested computer program provided by Dr. D. R. 

Weaver at the Birmingham University Radiation Centre. 

The standard deviations on each regressed coefficient, 

and covariance matrices, were found and have been used 

to calculate a correlation coefficient p in each 

case. The latter has been used to obtain the error 

limits on the final results, by means of the standard 

error propagation formula. Table (2.1) shows the 

derived "experimental" partial energies wae and 
2 

their ratio. Also shown is the value of the 

correlation coefficient P(uy rus). 

2.001 A_ Basic Test on Partial Energy Ratios 

The basic image-hump formalism predicts 

that Uo/uy 2 = 3 as can be seen from equation (2.8). 

This theoretical prediction is now to be compared with 

experimental partial energy ratios, shown in Table 

(2.1) 

The ratio values lie between -2 and -6.7. For Ru, 

-48-



Hf, Ir and Pt, the error limits on Ho/hy are very 

large, so no conclusion is possible. However, with 

this test, Mo and W are certainly incompatible with the 

basic image-hump formalism. Further, because the basic 

formalism, without 2 terms, makes a prediction that is 

independent of species and of charge-state at escape, 

the six ratio values in Table (2.1) can be taken as six 

independent estimates of a quantity whose value is 

known. Hence, we may deduce that bo/ hy = -3.7+0.8. 

There is no agreement between this average value and 

the predicted one of -}. So we may conclude that the 

basic image-hump formalism cannot generally represent 

the field evaporation of metals. 

  

  

TABLE 2.1 

Species hy (eV) uy (eV) O( Hy ry) bo/My 

IMo(110) 1,3940.13 8,242.2  -0.956 -5,942.1 

Ru(1121) 0.7640.i1 -1.5+1.5 -0.962 -1.9742.8 

H£(1010) = 1.05+0.18 -3.642.2 -0.959 -3.4342.7 

W110) 1.5540.05  -10.340.7  -0.963 -6.65+0.7 

Ir(100) 0.73+0.08 -1.640.8  -0.957 -2.1941.3 

Pt(100) 0.71+0.10 -1.5+1.1  -0.955 -2.1141.8     
  

Experimental partial energies By and Mor and their 

ratio, derived from regression of Tsong's (1978b) 

original data. 
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2.52 Tests on the Simple Image-Hump Formalism 

(including 2 terms) 

The simple image-hump formalism (including F2 

terms) is next to be tested. The first test concerns 

comparison of derived and observed evaporation field 

values, and is achieved as follows. 

Further manipulations of equations (2.10) and 

(2.11) lead to the relations: 

37°30 
nee ks oe 4 = Hey 7 F Ceara) (2.12) 

and 

l o” l 
z (eo Tene =- 6 (4, +2n5) (2523) 

Equation (2.12) enables values of F° to be calculated 

from data in Table (2.1), for different values of 

charge-state n. These derived evaporation field values 

may be compared with observed field values given by 

Tsong (1978b), as shown in Table (2.2), for n=1,2. 

For n=2, derived evaporation field values and 

observed fields are certainly not in agreement. In the 

n=l case, for Ru, Ir and Pt we may conclude that 

derived and observed field values are not compatible in 

spite of error limits that are large in comparison with 

the derived value, and for W the incompatibility is
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evident. However, for Mo and Hf no conclusion is 

possible, when the error limits are taken into account. 

A further test for this simple image-hump 

formalism can be carried out. It is a test of self- 

consistency and is obtained by substituting, at F=F°, 

equations (2.12) and (2.13) back into equation (2.9), 

to give: 

E 3 (A°#H, = ng") - Q(F°) = 3 up-uy (2.14) 

Ree (Eee 2.15) eo Oo 3 Mets (2s 

Equation (2.15) enables a comparison between an 

expression whose value is known (l.h.s.), and an 

expression derived from experimental data (r.h.s.). 

Q(FO) is set equal to 0.2 eV; this value is derived by 

combining the emission and Arrhenius equations, to 

give: 

Q = kTgn(n vd) (2.16) 
h 

and putting J=0.01 layers/s, Nyy =0.01 layers, 

a=1012,-1, and T=77.3 K (the temperature value employed 

by Tsong:1978b). 

~ Values of the l.h.s. and r.h.s. of equation (2.15) 
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are summarised in Table (2.3), for n=l and 2. Values 

of Ae have been taken from J. C. Riviere (1969) and 

Z. Knor (1977), whilst values of Ao and ionization 

potentials I, have been taken from Tsong (1978a). 

The immediate conclusion is that for n=2 (and 

certainly for n>2) it is very improbable that the two 

sides of equation (2.15) can be considered equal. For 

the n=l case if we use the criterion that the two sides 

must be considered different if A/o>2.5 , then for 

three elements (Ru, Ir and Pt) there is no consistency 

between the two sides of equation (2.15); the Hf case 

is indecisive, though consistency is not very likely. 

However, for W and Mo, there is no significant 

difference between the two sides of equation (2.15). 

In general terms, we can conclude that the simple 

image-hump formalisms have not been found to be in 

agreement with Tsong's experimental data when the 

latter are converted into partial energies. Hence, it 

follows either that the Miller mechanism is not 

operating, or that these simple image-hump formal iene 

do not properly represent the Muller mechanism (or 

both). 

In our argument here, it is necessary to proceed 

on the assumption that the second interpretation may be 
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TABLE (2.3) 

  

  

o* orahes.* KO-9(°) (eV) d/o 
Species (ev) (eV) o (eV) n=l n=2 

Mo(110) 5.12 10.3 2.4 9.5 21.5 0.3 

Ru(1121) 4.86 2.6 137 9.3) 21.6 4.0 

H£(1010) 3.65 5.2 2.5 9.7 Zl) 1.8 

w(110) 5.14 12.6 0.8 11.9 25.4 0.9 

Ir(100) 5.27 2.7 0.9 10.5 22.2 8.7 

Pt(100) 5.84 2.6 1.2 9.4 22.6 5.7 

  

3 * = = - reh.s. = (Fu, Wo 

Test on the simple image-hump formalism (including F2 

terms), based on equation (2.15). Values of the r.h.s. 

of equation (2.15) have been derived from data in Table 

(2.1). [o is the error limit on the r.h.s. and A is 

the difference between the l.h.s. and r.h.s. values.] 
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true. One possible way to remedy to the supposed 

invalidity of the simple formalisms is to include a 

term relating to a repulsive interaction. This 

approach has been examined by Biswas and Forbes (1982), 

Biswas (unpublished work) and Forbes (1982c) on the 

basis of an "extended" image-hump formalism. 

2.6 TESTS USING THE EXTENDED FORMALISM 

2.6.1 Tests Based on Hump-Disappearance Field 

As just indicated, one objection to the simple 

image-hump formalisms is the absence of a repulsion 

term. This may be significant at positions close to 

the metal's surface. Biswas and Forbes (1982) thus 

developed an extended formalism by including a 

repulsive ion-interaction term G/xt, and calculated the 

field pup at which the Schottky hump disappears. This 

is found to be given by: 

re ro) (257) 
léne a 

on 

where a, is the distance of the ionic bonding point 

(for an n-fold ion) from the electrical surface, and Tr 

is a function of the assumed repulsive exponent, t. 
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In their analysis Biswas and Forbes then 

approximated a, by the neutral atom radius, to derive 

approximate values of PED gor all the materials 

commonly used in field evaporation experiments. 

Further analysis gave the results: 

A. For most of the elements commonly used in field- 

ion experiments, the values of F® predicted by 

the basic image-hump formalism (formula 2.7) 

were found higher than the field at which the 

hump disappears. This result strongly suggests 

that the basic image-hump formalism is 

inadequate to describe the Miller mechanism. 

B. Observed evaporation fields were, in most cases, 

higher than the hump-disappearance field. This 

result suggests that a hump does not in fact 

exist at real operating fields, and that - if 

the extended formalism is realistic - the Miller 

mechanism is not operating. 

2.6.2 Test Based on Field-Sensitivity 

Still within an extended formalism treatment, 

Biswas (unpublished work) has carried out some further 

field-sensitivity calculations using the data of Table 

(2.1). By solving a set of simultaneous equations, he 

-56-



has been able to use "experimental" and Q values Hyr Uo 

to derive values for the parameters @y and F that 

appear in the theory. But his derived evaporation 

field values are found to be incompatible with the 

observed field values of Table (2.2) and hence the 

theory is inconsistent. This test lends further 

support to conclusion B above - that the Miller 

mechanism is not operating - for the six materials 

examined. 

Ze7 THE A-PRIORI PREDICTION OF ESCAPE MECHANISM 

Tne final argument against the M&ller mechanism 

comes from an a-priori prediction of field evaporation 

mechanism made by Forbes (1982c). 

HD 
At the field Pa , there is a plateau in the ionic 

curve. Biswas and Forbes showed that the level uv. of 

this plateau in the ionic potential, measured relative 

to a zero of potential corresponding to the potential 

of the neutral atom in remote field-free space, is 

given by: 

2.2 
a Se oe ee Un = HL no +0 Tore,a x (rs ) (2.18) 

where © is a constant of value depending on the 

exponent in the repulsive term but roughly of value 
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1.6, and the other symbols have their previous 

meanings. 

Relative to the same zero-level, the potential- 

energy of the bound atom, at Bon, is: 

B ° 2 _ 1 HD U- = -A SuCu a) (2529) 

* 

Hence, the energy difference Wo between the level of 

the plateau and the bonding potential-energy is: 

ne? 1 POR eee a J HD, 2 
wo sec an Hes l6ne a, 15 cr c,) (Fy ) 

(2.20) 

This is illustrated in Fig. (2.2) where three 

different situations are presented: (A) Wo >>0; 

(B) we >0; (C) Wre<0, Q&*P is the activation energy 

as given from the emission equation, which is 0.2 eV at 

temperatures near 80 K. 

If the Miller mechanism ieiopers oe then the 

situation must be as in Fig. (2.3) curve Aj; the 

activation energy must be greater than w . But Le 

oQ&*P is taken as a working value, and it can be shown 

that of*Ray* , then the configuration must actually be 
n 

as in Fig. (2.3) curve A3, which corresponds to a 

Gomer-type mechanism. 
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from the emission equation, of a size to 

illustrate the argument in the text. 

(from Forbes, 1982c)
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Schottky hump disappears. 

A3 corresponds to the situation where field 

evaporation is taking place with an activation 

energy One. 

(From Forbes: 1982c) 
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In summary, the condition w >> Q&XP implies that a 

charge-exchange mechanism is operating. This is the 

basis of the Forbe's criterion. Cases where 

wr = QP, or W. <0, are difficult to decide. 

Since the F2 energy-term coefficients cy and c, in 

equation (2.20) are not well known, w (NP) - where 

(NP) stands for no-polarisation terms - is used instead 

of " to provide a numerical criteria, where 

* 

WNP) is given by: 

2228 
n™e eae (2,21) W(NP) = (AC+H -ng=) + 0 

n n i a 
on 

Following Brandon (1964), it is now widely accepted 

that caacr hence the F2 term in equation (2.20) is 

certainly positive. Hence, for the criterion to work, 

eae A * exp it is sufficient to show that WL (NP)>>Q e 

Forbes carried out the calculations for all metals 

normally employed in low-temperature field evaporation 

or in liquid metal ion sources. Table (2.4) shows the 

results for n=l and n=2; Por the neutral atom adie 

for the species in question, is taken as an 

approximation for apn in equation (2.21). 

From Table (2.4), if we use the requirement 
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TABLE (2.4) 

  

  

  

Species 0, (pm) W (NP) (ev) W (NP) (ev) 
n=1 n=2 

Ww 137, 8. 9.4 

Ta 143 Le? 8.0 

Re 137 6.8 6.5 

tr 13565 6.6 . 

HE 156.5 6.3 Te 

MO 136 5.6 <2 

Pt aoa 5.5 8 

Ru 132.5 53 4.9 

AU 144 4.8 9.4 

Rh 134.5 4.3 5.2 

La 186.5 4.0 Zo: 

TL 144.5 3.8 Ane 

Si* paleo oo 0.8 

co 125 3.4 2e7 

Fe 124 363 NEG 

Ni 124.5 256 2.4 

Ge* 122.5 2.5 0.0 

cu 128 220 Aw 

Pb 75 Zee 350 

Sn* 140 eed 0.4 

Ag 144,5 20k 7.4 

Cr 125 1.8 0.4 

AP 143 is 3 4.4 

Cs* 266 0.3 Bel 

Ga* 122 Or 200     

Results for We. (NP) ; n=1,2 concerning most elements of 

relevance to field-ion emission. 2g is the neutral-atom 

radius. Species for which Wy (NP) or W, (NP) is less than 

1 eV, are marked with an asterisk. 

(from Forbes: 1982c) 
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that We (NP)-Q°*? > eV, it can be concluded that for all 

metals conventionally used in low temperature field 

evaporation, escape will occur via a charge-exchange 

mechanism. (With elements for which either 

Wy (NP) or W5 (NP) is less than 1 eV, the situation is 

still unclear.) 

2.8 CONCLUSION 

The main conclusions of this chapter can be 

summarised as follows: 

(a The simple image-hump formalisms are not 

adequate to describe the Miller mechanism. 

(2) If the extended formalism is reaslistic, then 

for most metals used in field-ion experiments, 

the Miller mechanism does not operate. 

These conclusions are, of course, based on classical 

arguments. They should be in principle checked by 

quantum-mechanical calculations, and until then it is 

not possible to completely reject the Miller mechanism. 

Nevertheless, the conclusions provide a reasonable 

justification for a decision to proceed with the 

analysis of field evaporation data on the basis of a 
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Gomer-type mechanism. This will be the subject of 

Chapters 4 to 7. However, prior to this, Chapter 3 

examines the main assumptions assumed in our model. 
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CHAPTER 3 

MODEL ASSUMPTIONS AND LIMITATIONS, AND THE 

CHARGE-DRAINING MECHANISM



The first part of this chapter identifies the main 

assumptions and limitations made behind our field 

evaporation model (Chapters 4 to 7), and in the 

literature in general. These include the use of 

classical potential energy terms in the context of flat 

surface models, and the assumption of an escape path 

perpendicular to the surface. Each term will be 

introduced and discussed separately. 

In the second part, an account of the charge- 

draining mechanism will be given and some of its 

complications will be pointed out. 

3.1 CLASSICAL POTENTIAL ENERGY TERMS 

In the following discussion, the definition of 

each potential energy term is essentially made in the 

context of flat surfaces. In particular, in discussing 

the electrostatic potential energy term, two flat 

surface models are considered: a "smooth-flat" surface 

(e.g. the Jellium surface discussed in Appendix C), and 

an "“atomically-flat" surface, incorporating the atomic 

structure of a real flat surface (e.g. Wafi: 1981). 

However, a real surface model - which is not discussed 

in detail here - should fully include the geometrical 

and electronic structure of an emitter tip. It is of 

course assumed that all the models mentioned above are 
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positively charged by an applied voltage. 

A comment on the location of the electrical 

surface should first be made. It is argued in Appendix 

C that in flat surface models, the electrical surface 

must be considered to lie outside the plane of the 

surface nuclei, but inside the substrate charge 

cloud. In the case of an atomically-flat emitter 

surface, the position of the electrical surface is 

shown schematically in Fig. (3.1). 

Se lol The Electrostatic Term 

For both the "smooth-flat" and "atomically-flat" 

models the electric field is uniform and constant, at 

sufficient distance from the surface. This field is 

known as the "external field", and it is this quantity 

that is denoted by F. 

Consider the flat-surface models. The 

electrostatic potential is taken as zero inside the 

metal. For simplicity, we wish to have the 

electrostatic potential energy of an ion of charge (ne) 

at a distance x given by -neFx. This distance x is 

said to be measured from the model's electrical 

surface. The latter is defined by extrapolating the 

electrostatic potential (as calculated from some more 
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electrical surface 

metal vacuum 

3
S
 

Fig. (3.1) Position of the electrical surface for an 

atomically-flat emitter surface. The external 

atom is assumed to be directly above a 

substrate atom. 
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detailed model) back towards the metal; the 

intersection with the distance axis defines the origin 

of x. This is illustrated in Fig. (3.2) for a Jellium- 

type model as developed by Lang and Kohn (1973). This 

extrapolation process is also valid for the "atomically 

-flat" case and the electrostatic potential energy is 

still given by -neFx. Since the ionic nucleus is of 

necessity outside the substrate charge cloud, with the 

"“smooth-flat" models, the nucleus is always in a region 

of uniform field. With the “atomically-flat" models, 

however, there are field variations close to the 

surface and the ion does "see" these variations. 

The source of these local field variations is the 

local crystallographic structure of the plane in 

question. This problem has never been examined in 

detail, but we can discuss as an analogous example the 

work of Wafi (1981). He used a structured model for 

the W(1l1ll) surface, namely an array of monopoles and 

dipoles, with a distant array of negative charges for 

electrostatic self-consistency. Fields and potentials 

were calculated for two cases: 

(1) above a surface atom; 

(2) above a point midway between two surface atoms. 

The above-atom potential due tu monopoles tends to 

a6 o=
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  edge of electron cloud   
Fig. (3.2) Definition of the electrical surface for a 

Jellium-type model. 

(illustrates the case of negative charges) 
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minus infinity as the plane of the surface nuclei is 

approached, whereas the between-atom potential tails 

off towards zero as the interior of the emitter is 

approached (Fig. 3.3a). Both curves tend to the same 

straight line, that represents the electrostatic term 

neFx, as distance is increased. The main effect of 

including the dipoles contribution is to move the 

electrical surface outwards, as shown in Fig. (3.3b). 

The field variations as a function of distance Rz, 

due to the joint contribution of monopoles and dipoles 

is shown in Fig. (3.4), for two values of surface atom 

polarisability. The above-atom field approaches 

infinity as the plane of the surface nuclei is 

approached, whereas the between-atom field has in this 

plane a finite value. At large distances, both curves 

converge to the external field. Wafi notes that the 

size of these field variations across the surface will 

depend on the crystallographic structure of the array 

but mainly on the area per lattice point of the array. 

It is useful to give some indication of the size 

of local field variations at distances likely to be of 

interest in field evaporation. We use W(1lll), for 

which Wafi carried out calculations as shown in Fig. 

(3.4). Two situations are considered: 
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Fig. (3.3) (a) potential variations due to monopoles. 

(b) potential variations due to monopoles 

and dipoles. 

(illustrates the case of negative charges) 

(from Wafi: 1981) 
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First, consider the position where a W atom would 

be "field-adsorbed" on the W(11l) plane at the above- 

atom position. This would be at a distance Rz = 20, = 

0.274 nm from the plane of the nuclei, where oo is the 

neutral W radius (of value 0.137 nm). It is seen from 

Fig. (3.4) that at this position the local field has 

increased by nearly 10% from the external field value. 

In the second case, consider the position where a 

W atom would be adsorbed on the W(111) plane but above 

the between-atom (i.e. between closest neighbours) 

position. If the atom were in direct contact with the 

underlying atoms, then its nucleus would be at 

Rk, * 0.16 nm. From Fig. (3.4) it can be seen that at 

this position the local field is less than the external 

field value by about 15%. 

In principle we ought to consider the situation 

where a W atom would be adsorbed on the W(111l) plane in 

the "symmetrical" position, so that it is in contact 

with three underlying atoms. Its nucleus would be at a 

distance RZ of approximately 0.09 nm. Wafi's 

calculations do not consider this case but it is clear 

that the predicted difference between the external 

field and the local field variations would be higher 

than 15%. At such small distances, on the other hand, 

one may wonder whether the Wafi model is an accurate 
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prediction of field values. 

Work-Function Related Effects. The discussion so 

far has been concerned with flat models and the induced 

effects in the presence of an applied electric field. 

However, other sources of local field variations exist 

even in the absence of an applied field. They 

originate from the "smoothing" and "spreading" of 

electron clouds across the surface, as discussed by 

Smoluchowski (1941) to account for the surface double 

layer. These effects are of short range and give rise 

to “surface fields". 

Also, each double layer is characterised by its 

own electric dipole moment (per unit area), and 

differences in work-function from one plane to another 

are attributed to different moments. Hence, between 

two adjacent planes on a real emitter, there are local 

fields due to these different work-functions, and their 

effects can extend well away from the surface. These 

fields are called "patch fields". 

Tip Geometry Effects. In general terms the local 

field variations for flat models can be seen as 

"microscopic" field variations. In the real situation 

of a field-ion emitter, different atomic planes are 

exposed to the external applied field. The latter has 
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an average value over the entire cap and is calculated 

roughly from the applied voltage assuming some 

hemispherical or paraboidal shape for the end of the 

emitter. 

The field normally has different average values 

over different areas of an emitter end form. These 

variations in "average regional external field" are of 

"macroscopic" origin and they depend on various factors 

such as the cone angle of the shank, the angular 

distance from the apex, the local radius of curvature, 

the degree of protrusion and the size of the plane from 

which evaporation is occurring. The variation is of 

the order of 10 to 20%; however, this variation is 

frequently ignored in the literature of field 

evaporation, These macroscopic fields fall off with 

distance away from the surface, but so slowly that the 

linear approximation is negligibly affected. 

Finally, we must also note smaller scale field 

variations due to tip geometry, such as those over 

steps at the edges of atomic planes, and at kink 

sites. These variations have for example been 

investigated by Birdseye (1972) in the context of a 

classical conductor model; she found that the 

variations had effectively vanished at about 1A away 

from the step edges. 

=—75=



In summary, we should distinguish between 

microscopic fields due to the presence of atoms with 

their electronic structure, and macroscopic fields 

directly related to the shape of a field emitter 

endform. In field evaporation all these effects should 

in principle be taken into account. As a result, as we 

have seen above, the "mean field" acting on an atom 

during the field evaporation process may be somewhat 

different from the external field somewhat above the 

atom (which is what is measured in experiments of the 

type performed by Sakurai and Miller: 1973). And the 

assumption of a linear form for the potential variation 

with distance may not be particularly good. 

Nevertheless, the linear form has always been used in 

field evaporation theory; we will continue with this 

tradition in the main part of this thesis. Really 

there is no practical alternative because no well-based 

theoretical models of charged structured surfaces 

exist. We return to this point again in Chapter 8. 

3.1.2 The Image-Potential Term 

In the standard ionic potential energy, the 

correlation interaction of the ion with the surface has 

been given by the classical image-potential 

=ne* /lére x 1 where (as before) x is distance 
° 
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measured from the electrical surface. It has been 

shown by Lang and Kohn (1973) that this form is correct 

in the limit of large distance from the surface. 

However, very near the surface this approximation is 

expected to break down, as shown for example by Smith 

et al. (1973) for Hydrogen chemisorption on metals. 

The latter authors found that the image term was valid 

to describe the interaction energy between the Hydrogen 

ion and the metal, down to a distance about 1 to 1.5 Aa 

away from the electrical surface. As the H* approached 

the surface, at distances less than l A, the 

interaction energy began to deviate significantly from 

the image-potential approximation. 

Knowing that the radius of a metal atom is greater 

than 1 A (see Table 2.4 for example), the work of Smith 

et al. may be thought to justify to a certain extent 

the use of the classical image term for metal field 

evaporation, at least as a first approximation. 

Sided The Repulsive Term 

In Chapter 2, the main objection to the simple 

image-hump formalisms has been their neglect of any 

repulsive term that may be important at very small 

distances from the metal's surface. We have mentioned 

in this context that Biswas and Forbes have developed 
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an extended model that includes a repulsive ion-surface 

interaction term. In their work, the form G/xt has 

been assumed, where t and G are adjustable constants. 

This form will also be assumed in Chapters 4, 6 and 7. 

In the case of two isolated atoms or molecules, 

the repulsive interaction is always given as a function 

of the distance between the centres of the two 

nuclei. Hence, according to Fig. (3.1), for an 

external ion adsorbed on a flat plane above one 

substrate atom, the distance between the two nuclei 

is (x+2), and it might be thought that the repulsive 

term should have the form G/(x+e)*, However, since our 

convention is that any distance is measured from the 

electrical surface, the form G/xt is used instead, due 

to its simplicity and mathematical convenience (the 

parameters G and t would, of course, be different in 

the two forms). Another alternative would be to use an 

exponential form as is done in the Buckingham 

potential. 

One might also expect the repulsive term to be 

expressed as a sum of pairwise interactions, summed 

over all the surface atoms, but this may not be valid 

at a metal surface. 

In general, the size and behaviour of the 
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repulsive term is not very important in our work (see 

Chapter 6), so the use of the form G/xt to model the 

repulsive interaction is probably satisfactory. 

3.1.4 The F2-energy Term in the Atomic Bonding 

Potential 

This term has already been introduced in Chapter 1 

in the form }3 oF, for a surface atom in its bonding 

state. The F2-energy coefficient ce is discussed in 

more detail in Chapter 5. It is, however, important to 

note that the F2-energy term assumes the surface atom 

to be in a constant field, normally taken to be the 

external field. But for the many reasons that have 

been cited in Section (3.1.1), the atom in question 

sees different local fields depending on various 

factors. Hence, in principle, we expect the 

coefficient c. to be variable and it should be defined 

relative to the site and/or position concerned. In 

practice, since realistic charged-surface models do not 

yet exist, in our numerical work the form } cf" is 

assumed and ce is Rater as constant. In particular, in 

Chapter 5 a value of c. for Rhodium will be estimated 

using these assumptions. 
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3.2 ONE-DIMENSIONALITY AND TOPOLOGY OF THE ESCAPE PATH 

Simple discussions also assume field evaporation 

to be taking place perpendicular to the surface, as in 

the model of an adatom on a smooth-flat plane. The 

continued use of this one-dimensional structure is 

mainly due to its simplicity, and the question is: 

Can the nucleus of the evaporating atom be moving 

sideways prior to evaporation as discussed by Waugh et 

al. (1976), and shown in Fig. (3.5). 

Waugh et al. suggest that as the electric field is 

raised, it eventually becomes energetically favourable 

for a kink-site atom on a low-index plane to leave its 

lattice site and move to a position more exposed to the 

field. They extend this idea by suggesting that all 

atoms are likely to move on the specimen surface before 

evaporation, rather than evaporate perpendicularly from 

their original sites. This movement is governed by 

interactions between the evaporating atom and its 

former near neighbours. This movement sideways prior 

to evaporation seems not an unlikely possibility, and 

rises a further question of how ionization is taking 

place, whether on the "lateral" or "perpendicular" 

portions of the path. In either case if escape is via 

a Gomer-type mechanism, a curve-intersection-type 

formalism might be expected to work as a first



sideways movement 

e-----3 > - 
- 

<> Z 

movement perpendicular 
| to the surface 

Fig. (3.5) Topology of the escape path. 

Illustrates the argument suggested by 

Waugh et al. (1976). 
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approximation, though really is should work better if 

ionization takes place on the perpendicular part of the 

path. We also return to this point in Chapter 8. 

3.3 THE CHARGE-DRAINING MECHANISM 

In Chapter 1, the charge-draining mechanism was 

briefly introduced. We must now look at this mechanism 

in more detail, since it could be considered the most 

likely mechanism of field evaporation. 

There are two approaches to discussion of charge- 

draining. Gomer and Swanson (1963) were the first to 

discuss field evaporation (and field desorption in 

general) in terms of both bonding-potential curves and 

electron energy levels. The relationship between the 

two approaches has also been discussed by Forbes 

(1982a). Kingham (1982b) re-introduced the electron 

energy level method of discussing the initial 

evaporation process and concluded that charge-hopping 

is unlikely to be the evaporation mechanism. He found 

it appropriate only when the atom or ion is a few 

Angstroms away from the surface, as is the case of 

field-ionization in field-ion microscopy. 
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3.3.1 The Two Pictures of Charge-Draining 

3.3.1.1 The Electron-Level Picture 

Consider an external atom A at some distance away 

from the surface of a metal M, in the absence of any 

electric field. As long as the interaction between A 

and M is negligible, the electron valence level in the 

external atom remains sharp and well defined. As the 

atom A approaches the metal surface, its energy level 

broadens due to correlation and exchange interactions 

with the metal. At a very small distance the valence 

electrons are shared between the metal and the external 

atom, and its level is fully broadened. 

Consider now the atom A in free space but in the 

presence of an electric field. The barrier for 

tunnelling of the valence electron is reduced. The 

electron energy level has a finite life-time and is 

broadened. Near to the metal surface, the barrier is 

further reduced and the broadening is greater, as 

above. 

A second effect occurring in the presence of the 

field is that the (mean) energy of the level (relative 

to the Fermi level) becomes a function of position. 

The consequences are illustrated in Fig. (3.6) taken 

from Kingham (1982b). 
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In position (a), the topmost electron energy level 

is shown as broadened. It falls below the metal Fermi 

level E- and so is fully filled. As the evaporating 

atom moves to position (b), the broadened energy level 

comes partly above the Fermi level: electrons drain 

out, and partial occupation of the level occurs. With 

further movement outwards, the broadened level comes 

completely above the Fermi level and ionization is 

complete. Finally, all the energy levels become 

narrower as the ion moves away from the surface. 

Thus, in this picture we see that the external 

atom is "partially charged" at some positions in space, 

and ionization takes place over a range of distances. 

This picture, however, does not provide us with a means 

of representing Q as a function of F. 

In the literature the escape mechanism is commonly 

discussed with the use of potential energy diagrams. 

So we now look at charge-draining from this point of 

view. 

3.3.1.2 The Bonding-Curve Picture 

For the charge-draining mechanism, the most 

commonly used bonding-curve picture is that employed by 
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Miller and Tsong (1973). This picture seems to have 

been developed from the "localised bonding" model of 

field evaporation described in Miller and Tsong (1969), 

which is in turn an adaptation of the original work of 

Gomer and Swanson (1963). An atom A is initially bound 

to a metal M. The evaporation mechanism in the 

presence of an electric field is pictured by modifying 

the crossing region of two distinct "atomic" (M+A) and 

"ionic" (M7+A*) curves, as shown in Fig. (3.7a). 

In the vicinity of the original crossing point, in 

the region where ionization is occurring, the 

evaporating entity is partially charged, as discussed 

in the previous section. Energetically, the partially 

charged object has lower energy than either the system 

(M+A) or the system (M7+At), so the true system is 

given by the full curve in Fig. (3.7b). This curve is 

sometimes called the “adiabatic curve". It falls below 

the so-called "non-adiabatic curve" (shown dotted) and 

the top of the hump lies below the crossing point of 

the non-adiabatic curve by an energy AU. In the 

literaure AU is often written in the form: 

AU = -te - 1/2 (3.1) 

where [/2 is the half-width of the level broadening 

and 4e is an energy shift. This form seems to have 
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Fig. (3.7) The bonding-curve picture of charge-draining. 

(a) 

(b) 

(c) 

The "common" bonding curve. 

The crossing. region of the atomic and 

ionic curves. 

The total "adiabatic" curve. 
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been introduced into field evaporation theory by Maller 

and Tsong (1969, 1973). 

Figure (3.7c) shows the total adiabatic curve for 

the charge-draining mechanism, at a fixed evaporation 

field value. The corresponding activation energy 

Q(C.D) has been introduced in Chapter 1. Using 

equation (3.1) for AU, Q(C.D) is now written: 

Q(C.D) = Q(C.H)-AU = Q(C.H)-I/2-Ac (3.2) 

As before, the initials C.D and C.H stand for "charge- 

draining" and "“charge-hopping". The names were first 

used by Forbes (1981) when he re-examined the initial 

field evaporation mechanism. However, Forbes 

associates the quantity AU with a "curve repulsion" 

effect, by making analogies with a phenomenon that 

occurs in diatomic molecules band spectra (e.g. Landau 

and Lifshitz: 1958). 

One of the major tasks in field evaporation theory 

is to determine an explicit field dependence for 

activation energy. Figure (3.8) shows schematically 

the expected variation of the total adiabatic curve for 

charge-draining when the electric field strength is 

gradually increased. In this case a field dependence 

of Q(C.D) is given formally from equation (3.2), but 
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the actual determination requires not only a knowledge 

of the field dependence of Q(C.H) but also of AU. 

Currently, there are no satisfactory calculations 

of AU as a function of x and F. Hence a determination 

of the field dependence of Q(C.D) from equation (3.2) 

seems impossible at the present time. 

An alternative approach would be to derive the 

potential-energy curves from first principles 

calculations, as a function of field and distance, and 

to evaluate the corresponding activation energies. 

3.3.2 A Cluster Model for Charge-Draining 

The first quantum-mechanical attempt to treat 

charge-draining comes from Kingham (1982c) and was 

constructed for Rhodium. The treatment is based on 

calculations of the Local Density of Electronic States 

(LDOS) on an atom field evaporating from a cluster of 

Rh atoms. The cluster contains 171 Rh atoms with one 

extra Rh atom above the centre of the top face. The 

extra atom is allowed to move, but all other atoms are 

fixed. The LDOS and total charge of the extra atom are 

calculated as a function of its position (away from the 

cluster) and the applied electric field. The method of 

determining the local density of states on the extra 

atom uses a recursive procedure developed by Haydock et 
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als, (U97127 4975). 

In this way, Kingham produced a set of theoretical 

curves (Fig. 3.9), that show the variation of the LDOS 

and the total valence charge. In particular, the LDOS 

distribution for a field evaporating atom was found to 

narrow as the ion is moved away from the cluster 

{tO ~3,5 &); and there was a gradual decrease in the 

total valence electron charge near the evaporating 

atom. This indicates that a charge-draining mechanism 

is operating. The process was found to be taking place 

over a distance of about 1 A from the initial atom 

position. 

Kingham's calculated diagrams thus clearly support 

the occurrence of charge-draining, but it is difficult 

to check on the details of his calculations. For 

example, he does not give any indication about the 

position of the electrical surface, or the various 

numbers he used. Also, Kingham's calculations do not 

include any information about AU or Q(C.D). 

Nevertheless, his cluster model is, so far, the only 

published numerical quantum-mechanical treatment of the 

charge-draining mechanism. 
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3.4 SUMMARY AND CONCLUSIONS 

The objective of this chapter has first been to 

identify and discuss the principal assumptions, and 

hence limitations, of a simple field evaporation 

model. Amongst the main limitations we may cite the 

use of a linear approximation for the ion electrostatic 

potential, use of the image-potential form and the use 

of flat surface models. 

Second, the charge-draining mechanism has been 

reviewed in terms of electron energy levels and 

potential energy curves. 

The next objective is to analyse some field 

evaporation experimental data, where temperature 

dependence of evaporation field and field dependence of 

activation energy, are involved. Taking into account 

the field evaporation process that a partially charged 

surface atom undergoes, one should expect this 

objective to be carried out in the context of a charge- 

draining mechanism. However, as already noted, no 

explicit activation energy dependence of field is 

available yet. Hence, our analysis will be carried out 

in terms of a Q(C.H)-type formula, that is in terms of 

a curve-intersection formalism. The latter is first 

derived with the use of an additional simple 
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approximation, namely that the field evaporating atom 

is initially assumed to be vibrating in a parabolic 

well around its bonding point. The next chapter 

introduces the corresponding formulae, and shows how 

some experimental data due to Wada et al. (1980) can be 

analysed in this context. We shall come back in 

Chapter 8 to the question of the validity of using a 

curve-intersection formalism to represent the field 

evaporation process. 
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CHAPTER 4 

THE TEMPERATURE DEPENDENCE OF EVAPORATION FIELD 

AND THE Q-F FORMULA



4.1 INTRODUCTION TO A NEW THEORY 

In 1980, in the course of studies on the bonding 

behaviour of Gallium (Ga) and Tin (Sn) on Tungsten (WwW) 

and Molybdenum (Mo) substrates, Wada et al. reported some 

new results concerning the temperature dependence of onset 

evaporation field for W and Mo (which are two of the most 

field-resistant metals conventionally used in field-ion 

techniques). Figure(4.1)shows the observed temperature 

dependence of evaporation field for W(01l1), Mo (011), Ga 

on W and Sn on W taken from the Wada et al. experiments. 

Their theoretical analysis however, both in the 19380 

paper and in a subsequent paper (Konishi et al: 1981), 

used the "constant-intersection-distance" version: of.the charge- 

hopping mechanism (i.e. they supposed that the intersection 

point of the atomic and ionic curves was constant, 

independent of field strength). The results derived from 

this theory were thought unsatisfactory. An alternative 

approach is presented here, based on an approximate 

formula recently derived by Forbes (1982d), that is 

introduced in the next section. 

4.1.1 New Activation-Energy Formula for Gomer-Type Mechanisms 

In investigating the temperature dependence of evaporation 

field, Forbes (1982d) derived an expression for the 

activation energy using Lhe parabolic approximation for 

the pre-evaporating atom, as given by equation (Al2) in 

Appendix A. 

-95-



*
M
 

u
o
 

u
s
 

p
u
e
 

M 
uo 

ed 
‘OW 

‘M 
Z
O
F
 
p
e
t
s
 

u
o
t
z
e
r
t
o
d
e
a
s
 

Jo 
s
.
u
e
p
u
e
d
e
p
 

e
a
n
j
z
e
r
e
d
u
s
y
 

[
T
e
j
u
e
u
t
r
o
e
d
x
y
q
 

a
i
n
j
e
s
a
d
w
a
i
 

diy 
ainjeedway 

dy 
 
 

(TTO) 

   

(ZTT) atekeTreAao 

(eTT) 

(TTT) 

y
d
i
a
o
u
o
p
n
e
s
d
 

M 
u
o
 

u
s
 

      

       

(TTO) 

(ZTT) 
° 

a
z
e
k
e
T
a
a
o
 

° 

® 
(TTO) 

< Db 
UG 8 

e
a
n
q
o
n
a
y
s
a
z
e
d
n
 

=x 
(@TT) 

9° 
a 

= 
(10) 

3 
a
 

c= 
Q 

e 
a 

y
d
a
o
u
l
o
p
n
e
s
d
 M 

uo 
BD 

PIel} uUoleiodena 

a
i
m
e
s
a
d
u
a
y
 

diy 

3 (
T
°
)
 

“bra 

   

(TTO) 
OW 

(
T
T
O
)
 

Uoleiodera Play 

-96-



The approximation is supposed to be valid around the 

bottom of the parabolic well, where it can be assumed 

that the activation energy Q is small enough to be 

neglected in comparison with the configurational term 

isd and other terms relating to the ion-surface interactions, 

namely the-image-potential plus the repulsive and 

polarisation terms. This new activation-energy expression 

has the form: 

e 

9 = afF/,)-1]? (4.1) 

where F is the field value and F© the zero-Q evaporation 

field, and 2 is a quantity with the dimension of energy 

defined by this equation, In a first approximation, 2% 

can be regarded as a constant given by: 

Q=% kat (first approx.) (4,2) 

where k is the force-constant for the vibrating atom and 

a the distance of the well bottom from the emitter's 

electrical surface. 

A better approximation for 2 is: 

' 
e2 n -2 

Q = ka-G= —=). (= 2) (4.3) 
nea neF 

  

where 1 is a parameter with the dimensions of S.I. dipole 

moment, and Ty the partial derivative with respect to 

distance, taken at the bottom of the well a and at F=F° of 

=O p=



a quantity Nn representing the "purely chemical" component 

of the ion-surface interaction. This interaction is 

usually approximated by image-potential, repulsion and 

F°-energy terms. 

Physically, the first bracket in equation (4.3) is 

a correction due to field-induced effects (polarisation 

and partial ionisation in the bonding state) and is in fact 

given by: 

e (C.-c jre 
T = ain 

Ol fenestra” oe) 

where ©. and © have their usual meaning. a n io 

The second bracket is a correction due to the correlation 

and repulsion interactions between the ion and the surface. 

Taking all these effects into account, the new activation 

energy formula can be written as: 

' 
2 n =2) 6 2 = 2 1 n ae Q = &Ka*(1- fea “= ane ) Co =) (4.5) 

Details on the above discussion, in particular the 

derivations of equations (4.1) and (4.3), the parameters 

1 and Oy together with the different assumptions made 

are to be found in Appendix A. 

4.1.2 The Temperature-Dependence of Evaporation Field 
  

The emission equation can be written in the form: 
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n. 
  

A 
hr’) &n ( F = 2 kT (4.6) 

where as before, Nr stands for the count of atoms at 

"high risk" evaporation sites, J is the evaporation flux, 

A the field evaporation pre-exponential and k the 

Boltzmann constant. Combining equations (4.6) and (4.1) 

and eliminating Q, leads to: 

  

nA e 2 
xrin(-be) = eGE)-f] (4.7) 

J 

or 
Dia 

J - p2-9 (4.8) 
Q 

Here, the evaporation flux takes the specific value 52 

corresponding to the onset evaporation field F at the 

temperature T. Formula (4.8) is then written in two 

reciprocal forms: 

  

2 

t= 62-4 (4.9a) 

and 

% 
-- GIA) (4.9b) = 

where 
2 

gi tot Ae (4.10) nA 
kon (BE) 

J 

and has the dimensions of temperature. 6 can he interpreted 

as the temperature at which the onset evaporation field F 
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becomes equal to half the zero-Q evaporation field Fo. 

Formula (4.9) expresses the temperature dependence 

i versus z would be 

linear over a certain temperature range. However, certain 

of evaporation field, and a plot of T 

conditions are to be met for this to be so. 

First, the various arguments behind the derivation 

of equation (4.1) are assumed to be valid. (as discussed 

in Appendix A). 

5 Second, in order to preserve the linearity of T 

versus = the quantities 2 and § have to be constants. 

This is valid when 2 is given by equation (4.2) and A is 

taken as constant. This last.supposition works over a 

range of temperatures where field evaporation is a 

thermally-activated process defined by the Arrhenius 

equation. At very low temperatures, however, ion-tunnelling 

effects become important, the Arrhenius equation fails, 

and A is a field-dependent quantity. But, it has 

conventionally been assumed that these ion-tunnelling 

effects are not important at temperatures near 80 K and 

above. Therefore, one expects a theoretical plot of rT? 

versus - to be linear at temperatures around 80 K and above, 

with ion-tunnelling effects causing deviations at very 

low temperatures. This last effect has actually been 

observed in experimental F versus T plots by Wada et al 

(1980), Kellogg (198la) and recently again by Wada at al (1983).



Finally, if a better approximation for 2 as given by 

equation (4.3) is used, then we have: 

e n, 
(3e) (a-"/ne) (1- <3) 

  

9% = = 
. n. 

kan = 0 

and 

x «e My im 
ete (K/2) (a-"/ne) (1- e5) 

n, A 

[ken au ; 

A condition here would be that 

(4,11) 

E° 

ees (4.12) 

n 
ns 

ner is small and slowly 

' 
varying with field F. Following the definition of Nyy one 

has: 

an 
i n = n2e2 2s 

a axP S lome oa a 
(4.13) 

' 
Hence, correlation and repulsion contributions to n, are 

n 
n + 

mon to be small. In this case, 

of opposite sign and tend to cancel. 
’ One therefore expects 

' 

nec ner The following 

approximation - in the first order - can then be made: 

n> <1 qn 

ie mec! +7 ner 

and leads to: 
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e 

Grae T /ne) (1 + ni/neF) 

2 9 ae (4.15) 

[k gn(n, a/a°)]* 

and @ 

(he) Z(a- ™ /ne) (1 + ni /ner) 
L n eo 

gt = ——W______ (EB -1) (4.16) 
[k an (n, B/3°)] * 

' 
The final requirement would then be that A, n,/neF and 

5 Nhy are all constants. A plot of T* versus z will again 

be linear over a limited range of temperature. Fitting 

of experimental data to the above theory would tell where 

linearity stops at high temperatures. 

4.2 ANALYSIS OF WADA ET AL. EXPERIMENTAL RESULTS 

In the case of Tungsten and Molybdenum, the points 

of Fig. (4.1) have been measured up and replotted in the 

35 form T* versus z as shown in Fig. (4.2). It is clearly 

shown that in the range fromabout 60 K to 150 K, the 

relationship is linear, as predicted by equation (4.9). 

Deviations from linearity occur at low temperatures below 

60 K, and may well be an indication that ion-tunnelling 

effects are taking over. This is because formula (4.9) 

has been derived from equation (4.1) using the emission 

equation (4.6), that we know fails at sufficiently low 

temperatures. Therefore, the failure of the emission 

equation at low temperatures due to the predominance of 

ion-tunnelling effects would certainly induce the failure 

of formula (4.9) and this would manifest itself as a 
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deviation from linearity. In principle, ion tunnelling 

is not the only possible explanation of the deviation 

and we return to this point in Chapter 8. However, we 

can conclude that, over the range of temperature used, 

these experimental results are certainly compatible 

with a Gomer-type mechanism where the evaporating atom 

is supposed to be vibrating in a parabolic well. 

(2) 

10 

Th
y 

  

  
Pig. (4n2)es pt vs z for W and Mo. The diamonds are the 

as-regressed values for zero-Q field. The 

squares are values of experimental zero-T field. 
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4.2.1 Results and Standardization Procedures 

Regression calculations on data points of Fig. (4.2) 

5 have been carried out in the form = versus T*, excluding 

the lowest-temperature point in the case of Molybdenum 

and the two lowest points in the case of Tungsten. The 

fitting was of first order in conformity with equation 

(4.9b). Values of a (the intercept) and re (the 

slope) were subsequently found, together with the error 

limits. Results are shown in Table (4.1) below, and 

e 
known as the "regressed" F~ and 9 values. 

  

  

  

TABLE (4.1) 

Species 8 (K) F° (v/nm) 

WwW 940 + 120 69.1 271.0 

Mo 2430 + 190 $5252 10.0           
Values of $ and F° as derived from regression on the 

data in Fig. (4.2) in the form oa 1+ (es e] 7 
F 6 re 

with error limits. 

-i04-



© and 8 values Substituting T = 78K, with"regressed" F 

into equation (4.9b) leads to F = 53.6 V/nm for Tungsten, 

which is lower than the usual 78K value of 57 V/nm. 

Wada et al did their measurements of onset evaporation 

fields using an onset flux of 0.1 layers/s. However, we 

would follow Muller and Tsong (1973) and take somewhat 

arbitrarily a working "standard condition" corresponding 

to a situation where field evaporation occurs at a rate 

of 0.01 layers/s, at a temperature assumed to be 78K exactly 

and at a field strength of 57.0 V/nm for Tungsten. The 

Wada et al results can then be "re-standardised". The 

procedure is as follows: 

Equation (4.9b) can also be written as: 

e 
EF 

Fe aaa = F(T,J) (4.17) 
1+(T/6 5) 

where 85 is function only of the chosen onset flux J, 

At T=78K 

Fe 

F(78,J) = PETE (4.18) 
1+(78/6 5) 

At the same evaporation flux J, re can be eliminated from 

equation (4.18), so that the general form is now: 

1+ (78/85) ® 
Ow ap) aie ———_— (4.19) 

1+ (2/95) 7 
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For a given flux J, this formula enables us to derive 

the value of evaporation field at any temperature T, 

as longas F(78,J) is known. In the case of Wada et al, 

where a different flux criterion is used (J=0.12/s), one 

would have: 

1+ (78/8, 4)" 
F(T,0.1) = F(78,0.1) (4.20) 

1+ (1/8, 4) 

where F(78,0.1) is required. Using flux field-sensitivity 

measurements such as those of Tsong (1978b), Forbes (private 

communication) derived the value: F(78,0.1)=57.59 V/nm. 

Therefore, in order to "re-standardise" the "regressed" 

Fe value, equation (4.20) is used at T=OK and 6 =940 K, 0.1 
i.e. 

Fe = F(0,0.1) = F(78,0.1). 1+(78/89 11] (4.21) 

and gives F°=74.18 V/nm. The same treatment, when applied 

to Molybdenum leads to: Fos 60 V/nm. 

Hence, after re-standardisation of the Wada et al 

results, the different parameters are now summarised in 

Table. (4.2) below: 

  

  

TABLE (4,2) 

species 6 (K) F° (v/nm) F° (v/nm) 
as regressed Re-standardised 

W 9404120 69.1+1.0 iaoe 

Mo 24302190 55;.52053 60.0           
values of the regressed and"re-standardised"evaporation field 

F® for W and Mo, 

an lf Vike



These re-standardized values of F° are higher than the 

"normal" values of evaporation field discussed in the 

literature: 57 V/nm for Tungsten and 43 V/nm for Molybdenum. 

This point is discussed further in the next section. 

4.3 THE VALUE OF ZERO-Q EVAPORATION FIELD 
  

In the case of Tungsten, the Muller formula for the 

zero-Q evaporation field is as given by equation (2.7) 

for n=2 and leads to F°(wW) = 57 V/nm. 

With the energetics-based formula derived by Forbes (1982e), 

where it is assumed that the image-potential is some 

fraction of the configurational term Re, the value of 

zero-Q evaporation field is given by equation (1.18) with 

n=2 and Go = 0.24, and leads to F° (Ww) = 55 V/nm. Therefore, 

there exists a discrepancy between the re-standardised 

F° value (74.2 V/nm) and the above values. 

One solution to this discrepancy would be to include 

the repulsion and Peseneray terms into the activation 

energy expression appropriate to the charge-hopping 

mechanism. The ion is assumed to escape at the bonding distance 

a from the metal's electrical surface, so that the 

requirement that activation energy be zero leads to: 

pip clement ee a 2 
Ree ee= Sac Teresa * oe de -c_) Fe (4.22) 

-1o7-



Taking a=140 pm and K=25.6 eV for Tungsten, and 

disregarding the last two terms in equation (4.22) (which 

gives the image-potential energy as -10.3 eV) would also 

lead to F°(w)=55 V/nm. But equation (4.22) shows clearly 

that taking into account the repulsion and Fr? terms would 

s e 
increase the value of Pie 

-It is a reasonable assumption that the repulsive. 

term should be taken as about one tenth the image-potential 

term in magnitude, i.e. 1 eV, and that the Fr? term should 

be taken as about 2 eV. This would give a new estimate of 

F° (Ww) as 65.5 V/nm. This value is higher than the previous 

ones and closer to the re-standardised value 74 V/nm. An 

even higher estimate of F© could be obtained if the F? 

term were greater than 2 eV, or if the strength of the 

correlation interaction between the departing ion and the 

surface were less than the 10 eV assumed. This possibility 

is shown in some modern surface theories (S.C. Ying: 1980 

for example). Thus, there is no real difficulty about 

giving a plausible explanation for the high F© values 

obtained from the Wada et al experiments. 

4.4 EFFECTS AT HIGH AND LOW TEMPERATURES 

Figure (4.2 )showed that deviation from linearity occurs 

at low temperatures, Because the highest temperature in 

the Wada et al experiments was only 150 K, some results 
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obtained by Nakamura and Kuroda (1969), which cover 

temperatures from near 20 K to near 300 K, will be 

discussed. 

4.4.1 Low-Temperatures and Evidence for Ion-Tunnelling 

Many authors in the past have postulated theoretically 

that the Arrhenius equation would fail at low temperatures; 

for example Gomer and Swanson (1963), Ehrlich and Kirk 

(1968). Others, Brandon (1966a), Tsong (1968) and 

Kingham (1981)) have attempted to calculate the "critical 

temperature" T° at which the tunelling effect and the 

thermal activation effect become equally important. 

Figure(4.2) however, provides an experimental . indication 

that ion-tunnelling at low temperatures is a plausible 

hypothesis. Table (4.3) compares the experimental 

dev 
"deviation temperature" with the "critical temperature " 

  

  

  

T° as obtained by the above authors. 

TABLE (4.3) 

Tungsten Molybdenum 7 Details of Calculation 

FEY Ry gee) | r¥ (Ry | e@ cK) | authors Barrier Type or Method 

50210 35410 Present Paper | Experimental value 

705 Brandon Field Emission analogy 

70 130 Tsong Triangular barrier 

41 Ehrlich & Kirk|Schottky barrier 

73 91 Kingham Triangular barrier 

53 69 Kingham Rectangular barrier 

66 82 Kingham Parabolic barrier 

40 45 Kingham Parabolic approx. to 
Schottky barrier                 

dev 
values of T (experimental) and T° (theoretical) for 

Tungsten and Molybdenum. 
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T° has been obtained by using the WKB approximation 

with different types of potential barriers. 

The value of (50+10)K for Tungsten is in good agreement 

with most theoretical estimates of r, but the value of 

(35+10)K for Molybdenum agrees less with the "critical 

temperature". Kingham suggests that this critical temperature 

is in fact significantly dependent on model and assumptions 

employed. On the other hand, the question arises of 

whether the critical temperature T° can be identified with 

the deviation temperature pdev The general degree of 

agreement between theory and experiment must be considered 

satisfactory. 

More important, the experimental deviation temperature 

has been found to be less than 80 K for both Tungsten and 

Molybdenum. This confirms that in past work it has been 

legitimate to treat field evaporation as a thermally- 

activated process obeying the Arrhenius equation. 

4.4.2 The Higher Temperatures Case: The Nakamura and 
  

Kuroda Results 

Nakamura and Kuroda (1969) carried out measurements 

of temperature dependence of evaporation field ranging 

from 20 K to about 300 K, for Tungsten, Molybdenum and 

Tantalum. Their suggestion was: "field evaporation voltage 

decreased with the nearly square of the emitter temperature“, 

for temperatures between 180 K to 300 K. This can be



theoretically translated into a relationship of the form: 

F = y,(1 - y7)? (4-23) 

where ey and Yo are positive constants. 

If (1/8) 3<1 in equation (4.9b), it follows that: 

FP = F°(1-07 #7?) (4.24) 

Even though the above formulae have analogous forms, 

the temperature dependence of evaporation field is different. 

This seems to indicate aregime change at around 180 K. A 

possible explanation may be as follows: 

Increasing the temperature (i.e. decreasing F) might 

produce a change in regime if the curve-intersection point 

approached an inflection point in the bonding potential 

curve and moved into a region where the bonding potential 

is convex upwards. This possibility is illustrated in 

Fig. (4.3), Since for steady field evaporation the 

activation energy Q has to be about 25 kT, a regime change 

near 180 K might imply an inflection point about 0.4 ev 

above the bottom of the bonding well. This value is not 

compatible with a simple bonding well of depth 9 eV or so 

(the zero-field binding energy for Tungsten is 8.66 eV); 

but it could be compatible with a localised bonding well 

of depth about 1 eV, as shown in Fig.(4.3). And the existence 

of localised bonding wells of about 1 eV is entirely 

eit



  

  
  

POSITION ALONG ESCAPE PATH 

Fig. (4.3) : Illustration of a localised bonding-well in 

© is the "standard the bonding potential. h 

pivot height" as defined in Appendix A. A 

regime change near 180K might imply an inflection 

point about 0.4 eV(v) above the bottom of the 

well. The localised bonding well (w) is about 

1 eV. (The "position"axis in this context could 

be partly parallel to the surface.) 
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compatible with listed diffusion activation energies for 

Tungsten, which are of order 1 eV at a field-free surface 

(Ehrlich and Kirk: 1968). 

An alternative explanation has been suggested by 

Kellogg (private communication; also 198la). The field- 

adsorbed layer of imaging-gas, that would have been 

present at temperaturesnear 80 K in the Nakamura and Kuroda 

experiments, would become vacant at higher temperature. 

The field-adsorbed helium would affect the Tungsten-atom 

binding energy slightly and a regime change in the field 

evaporation behaviour could be associated with a change 

from a high-coverage to a low-coverage situation. Such a 

coverage change would conceivably occur arround 180 K. 

Different interpretations can therefore be given to the 

Nakamura and Kuroda results. 

4.5 THE Ga ON W AND Sn ON W SITUATIONS 

It appears from Wada at al results that the temperature 

dependences of evaporation field for Ga on W and Sn on W 

differ from the Tungsten and Molybdenum cases; this is 

shown in the F versus T curves. 

When redrawn in the form r versus * 

do not follow a straight line. The Ga on W case is 

the data points 

illustrated in Fig. 4.4). Gallium is known to be one of 

the less field evaporation resistant metals, and the escape 

13>
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mechanism is not yet fully established. Thus, this 

failure to conform to equation (4.9) is not entirely 

surprising. 

4.6 SOME CRITICISMS OF THE WADA ET AL THEORETICAL ANALYSIS 
  

Several flaws have been detected in the Wada et al. 

analysis: 

(1) In their theoretical analysis of the experimental 

results, Wada et al. used a quantity denoted by k 

for the evaporation flux measured in 'layers/s' 

together with a quantity denoted by Ky for the pre- 

exponential constant - or frequency factor - measured 

-1, 
ints , within the equation: 

k= Ky exp (-Q/kT) (4.25) 

This expression is dimensionally inconsistent. 

(2) They used an expression for the activation energy as 

given by the simple image-hump formalism. This model 

has been - as already cited - seen to be mathematically 

invalid in the context of low-temperature field 

evaporation (Biswas and Forbes; 1982, Forbes: 1982c). 

(3) They went on to use the intersection model assuming 

the intersection distance to be constant. 

(4) Finally, they used a parameter a corresponding to 

rood es



(c.-¢)) in equation (4.22) for example, calling it 

polarisability. This point has already been mentioned 

in Chapter 1. 

It is thus not surprising that they achieved poor 

agreement between theory and experiment. 

4.7 CONCLUSIONS AND COMMENTS 

This chapter has mainly been concerned with the 

introductionof new simple formulae and their application to 

the temperature dependence of evaporation field, as 

evidenced by the experiments of Wada et al. First an 

expression for the activation energy function of field 

has been given for a Gomer-type mechanism, based on a 

parabolic assumption for the well bottom, valid for small 

values of Q. Then a general relationship between 

evaporation field and temperature has been derived and is 

given by equations (4.9) in the simple case. The fitting 

3 alt 
versus 5 was 

reasonably conclusive as far as Tungsten and Molybdenum 

of the experimental data in the form T 

were concerned, over a certain range of temperatures 

(60 K to 150 K). Below 50 K for W and 35 K for Mo, 

deviations from linearity occur, and are . compatible with 

ion-tunnelling effects. The Ga on W and Sn on W results 

do not follow the theory. Another possible explanation is 

discussed in Chapter 8. 

=116—



This work thus seemed to show clearly that for Tungsten 

and Molybdenum, which are two of the most field evaporation 

resistant metals, escape is taking place via a Gomer-type 

surface charge-exchange process, and that a curve 

intersection formalism is adequate to describe the escape 

process. 

We will come back in Chapter 7 to the Q-F and T-F 

formulae. They will be applied to further (temperature 

dependence of field and field-dependence of activation 

energy) measurements made by Kellogg (198la, 1984), in 

the case of W,Mo and Rh. The noted deviations at high 

temperatures will be reported and discussed. Before that, the 

next chapter will concentrate on the analysis of Ernst's(1979) 

experimental data for Rh, to derive an estimate of the 

F?-energy term coefficient cys 

The results described in this chapter have been published 

as: "The temperature dependence of evaporation field 

for Gomer-type field-evaporation mechanisms", by K. Chibane 

and Richard G. Forbes, Surface Science 122 (1982) pp 191-215. 
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CHAPTER 5 

FIELD DEPENDENCE OF BINDING ENERGY AND DERIVATION 

OF AN F2-ENERGY TERM COEFFICIENT FOR Rh



The intention of this chapter is to derive a value 

for the F?-energy-term coefficient cy of Rhodium by using 

Ernst's (1979) experimental results. This value will be 

compared with a theoretical one, obtained in a qualitative 

way. In conclusion, it will be shown that polarisation-type 

effects in the Q-F formula introduced in the preceding 

chapter, could influence the interpretation of field- 

sensitivity data. 

Ernst's experiments involved the field-dependence of: 

(1) the relative abundance of variously charged Rhodium 

ions (Rh* and Rh**); 

(2) appearance energies, and 

(3) activation energies. 

’ 

Field strengths were reported to vary between 17 to 41 V/nn 

at tip temperatures from 100 to 600 K. 

The most important result was that activation energies 

for singly and doubly-charged Rhodium were found to be 

the same, within experimental error. Ernst concluded that 

the doubly-charged Rhodium ions were formed by post-ionization. 

As already noted in Chapter 1, this was the first experimental 

evidence for post-ionization, and Ernst found reasonable 

agreement between the experiments and a one-dimensional theory, 

Ernst also concluded that the field-dependence of 
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experimentally determined appearance and activation energies 

were inconsistent with simple-image hump formalisms, for 

both ionic species. 

5.1 INTRODUCTION TO F?-ENERGY TERM COEFFICIENTS 

Surface atom binding energy has already been discussed 

in Chapter1. It was noted that the presence of a high 

electric field would cause a change AA in the total binding 

energy Ne given by equation (1.4). This binding energy 

change can be expressed in several ways, and we now develop 

the relevant concepts. 

5.1.1 Basic Coefficient Definitions 

In free-space, the "proper polarizability"b(orb) of an 

atom is due to polarization of its atomic orbitals. It is 

defined in terms of the dipole moment p induced by the 

local field oe acting on the atom by: 

P = blorb) FOS (San) 

The fielé-induced energy change, due to polarization of 

the atomic orbitals is then -kb (orb) (FLOS) 2, It can easily 

be seen that the S.I. unit for the polarizability b(orb) 

is av-?m?. 

In field-ion emission, energy is usually expressed in 

eV and field in V/nm. A more convenient unit is therefore 

used and polarisability is expressed in (evv-2nm?) or 

~Li9=



(mevV72nm?) . The conversion factor is: 

40597 2m?. in the literature, the imevv72nm? = 1.602189x10 

most commonly used polarizability is the "Gaussian 

° 
polarizability" be expressed in a It is related to 

b(orb) by the relation: 

b, = b(orb) /4re, (622) 

Forbes and Wafi (1980), using their structured surface 

model, defined an "effective polarizability" b(eff) slightly 

greater than b(orb), and including a correction due to 

the zero-field dipole moment. 

At a charged surface, as indicated in Chapter 4, we 

may also define a coefficient c, due to orbitals polarization 

and partial-ionization of the atom. The field-induced 

change in binding energy AA is: 

: (5.3) AA = 4C\F 

F is the external field above the surface. A careful 

distinction must be made between b(orb) and Cyr as will 

be seen below. 

Many attempts have been made to estimate parameters 

called "surface atom polarizability", both theoretically 

and experimentally: Muller (1964); Brandon (1964); Tsong 

and Kellogg (1975); Tsong and Miller (1970, 1971); 
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Tsong (1971 , 1978a, 1980) and also Forbes (1980a) from 

experiments of Culbertson et al. (1979). Most methods 

were invalid, because the formulae used were mathematically 

or physically invalid. 

5.1.2 The a-Situation: Charge-Transfer and Orbitals 

Polarization 

In the context of this chapter, we want to put a 

stricter interpretation on the meaning of the suffix a. 

It refers to an atom participating in normal field evaporation 

from a kink-site. Two physical effects are associated with 

the coefficient cy: (1) partial electron transfer to 

the metal interior, to create the fractional surface atom 

charge; (2) polarization of the atomic orbitals of the 

resulting entity. These two effects can be combined, in a 

first approximation, as: 

Cy = Cy (St) + Cy (orb) (5.4) 

where (ct) and (orb) stand for charge-transfer and orbitals 

polarization. The total field-induced binding energy AA 

could also be split into two components, as: 

AA = Ak(orb) + AA(ct) (5.5) 

AA(orb) and AA(ct) are respectively the orbital-polarization 

and charge-transfer components of AA. Like the free-space 

situation AA(orb) has an F? form given by: 
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AA(orb) = 4c, (orb) F* (5.6) 

It will be shown in a later section that an F? form may also 

be applied to AA(ct). 

loc 
ie at the surface If the self-consistent local field F 

atom site could be defined, the component AA(orb) would 

also be given by: 

AM(orb) = %b, (orb) (FL0%)? (5.7) 

b, (orb) is "the proper polarizability" of the surface atom 

in the a situation. The relationship between b, (orb) and 

cy (orb) 188 

c, (orb) = 82 b, (orb) (5.8) a, 6° = 8, b, (or ‘ 

where By defines the ratio of local and external fields by: 

el. proc) 
a oO ‘ (5.9) 

5.1.3 The 6-Situation 

The other possibility that can be considered at a 

charged surface is an atom diffusing on top of a crystal 

plane. This defines the ¢-situation . The corresponding 

coefficient is denoted by Cs. A method of evaluating cs 

has been developed by Tsong and co-workers (1972, 1975, 1980). 

In particular Tsong and Kellogg (1975) measured ce for 
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an Iridium atom performing a field-induced directional walk 

on a Tungsten (110) plane. Its value has been estimated 

to be (2.28% 0.26) mev v~2nm2. 

5.2 STANDARD AND ONSET APPEARANCE ENERGIES 

The concept of appearance energy was introduced to field 

iontheory by Goldenfeld et al. (1974). In a retarding 

field experiment, an ion is brought to rest close to the 

retarding electrode of work-function oy. If the ion has 

charge re on arrival at the retarding electrode and needs 

a small voltage 6 to halt it, then it is said to have an 

appearance energy A given by; 

A= r(ed + o,) (5210) 

A is in the nature of the electrical work done by the 

emitter + field system, in order to produce an ion from 

the corresponding neutral. Its value depends on the details 

of the ion emission process. 

Theoretically, we define the "standard appearance energy" 

. as the energy related to an ion that has just sufficient 

energy to escape over the top of the activation-energy 

barrier, and then is slowly moved away from the surface 

(Forbes: 1976). In the ionization process, the electron(s) 

must be directly transferred to the emitter Fermi-leyel. 

This standard appearance energy is denoted by Beene for an 
anr 
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ion initially bound in a partially ionic state a. The 

subscript n denotes the charge-state immediately after escape, 

whilst the subscript r denotes the charge-state on arrival 

at the collector. xr may be different from n as a result of 

post-ionization, In the same way, the activation energy 

for escape is denoted by Qanr: 

On the experimental side, the measured "onset appearance 

energy" Roc was found to be less than the standard ‘onr 

appearance energy. This has been discussed by Block and 

co-workers (1978), where the correction (a temperature 

dependent shift) was seen to be due partly to the statistical 

distribution of the bound-state vibrational energy, partly 

to electron transfer (during ionization) inte temporarily- 

unoccupied states below the emitter Fermi-leyel. We then 

have: 

aonset = astand fz 
ae ane zkT (5.11) 

where k is the Boltzmann constant, T the temperature and 

Zz a number of the order of 10, or less. 

The binding energy Me is related to the activation 

energy and the standard appearance energy accord (Forbes: 

1976, 1981; Ernst: 1979) by: 

F stand 
v= ee +9 = 0H (5.12) 

where HL is now given by the sum of the first "r-free-space 
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ionization potentials". From equation (5.11), it follows P 

that: 

AF onset 
=ay) + Q aoe are Cha zkT (5.13) 

Relationships (5.12) and (5.13) are illustrated in Fig.(5.1.) 

5.3 INTRODUCTION TO ERNST'S DATA 

Ernst's results are summarised in Table (5.1). 

onset +Q 
a 

e@nr ann)! S 
They are given in the form,values of (A 

field increases. They are compared with (H,+°) values 

taken from the literature (Tsong: 1978a). This can be 

seen from equation (5.12) when neglecting the zkT term, 

and taking the zero-field value Ac; as an approximation 

¢ 5 F onset for the total binding energy A’. (yi. ot Q443) and 

onset 
(aqi2 

arriving Rhodium ions respectively. 

+ Q412) correspond to singly and doubly-charged 

‘ 7 t A 
For singly charged Rhodium, nee + Qu11) varies 

slightly with field and is in broad agreement with 

(H,+A°) = (1, + A°) = 13.2lev. For doubly-charged Rhodium, 

aa oh Qy12) increases by about 1.3 eV when raising 

the field from 17 to 4lv/nm, but is in the vicinity of 

On ee On (Hy + A) = (1, +#I,+A°) = 31.29ev. 

Ernst suggested that these deviations with decreasing 

field may be associated to field-dependent terms and 

temperature influences (Block and co-workers: 1978). 

=o
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ce \ Agnr Agnr Hp 
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  Position 

Fig. (5.1) : Schematic diagram illustrating the relationships 
between binding,activation and appearance energies 
(Equations (5.12) and (5.13)). 
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TABLE (5.1) 

  

onset onset. onset. T(K) | F(V/nm) Auar *2u2 ©) | Ayia *Qy22 eV) Ayo *2y13 (&V) 

  

600 17,042.6 | 12.740.3 30.7+0.7 30.540.7 

510 21,043.2 | 12.620.2 31320.5 31.220.4 

430 24.043.6 | 12.840.2 31.140.4 31.140.4 

350 28.024.2 | 13.040.2 31.220.4 31.240.4 

250 33.0£520 31,820.3 

100 41.046.2 32.0540. 22               

Experimentally measured sums of appearance and activation energies 

onset 

(gnr 
+Q ) with increasing field and their experimental 

anr 

error limits. 

(From Ernst: 1979) 

He evaluated the zkT term to be 0.3 eV and neglected it in 

his discussion. Finally, note that values of (ats 40.19) 

onset rae . : 412 + Qu11) are equal within experimental error, i.e. and (A 

that the singly and doubly-charged ions have the same 

activation energy. This set of data represents the main 

achievement of Ernst's work. It is the first experimental 

demonstration that the doubly-charged Rhodium ions must in 

fact be formed by post-ionization (because they derive from 

the same bonding state). 
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5.4 ANALYSIS OF ERN 

5.4.1 Omission of t 

Neglecting the 

EF oe caonset 

anr 

Knowing that n=l, r= 

ee onset 

ee 

iST'S DATA 

he zkT Term 

zkT term in equation (5.13) 

+Q ye =e 
anr = 

2, we have: 

Qy12)-He 

leads to: 

(5.14) 

(5.15) 

Taking Hy=25.54eV for Rhodium, we get the values of AP 

shown in Table (5.2) 

  

  

        

TABLE (5.2) 

T(K) | F(V/nm) aonsetig 15 (ev) AF (z=0) 

600 | 17.04#2.6 | 30.740.7 5.16 

510 | 21.0#3.2 | 31.340.5 5.76 

430 | 24.023.9 | 31.140.4 5.56 

350 | 28.0#4.2 | 31.2+0.4 5.66 

250 | 33.0#5.0 | 31.8+0.3 6.26 

loo | 46.0#6.2 }32.0540.22 6.51 
  

ree onset 
Experimental (Ayi2 

term is neglected. 

  
+ Qu12) and AP values when the zk? 
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A plot of aE versus the external field F is shown 

in Fig. (5.2). Each data point is surrounded by a "box of 

measurement uncertainty" derived from Ernst's error limits, 

using simple linear formulae from equation (5.15). The 

zero-field binding energy A° = 5.75eV is also shown. 

Considering each "box of uncertainty" surrounding each 

point, it is difficult, at first sight, to speculate about 

the form of the field-dependence of iS Using a weighted 

linear regression and extrapolating the line back to zero- 

field leads to: A° = (4.4240.12)eV, so the value given by 

the regression results is less than the known one. Inclusion, 

in the binding energy expression, ofa linear term of the 

form -6F, as suggested by Ernst following a proposal of 

Tsong (1971 ), and a quadratic term, is shown schematically 

in Fig. (5.2). It looks unconvincing. This hypothesis 

needs more theoretical justification, and a simple Fe form 

will be assumed in what follows. 

5.4.2 Inclusion of the zkT Term 

The effect of including the zkT term will certainly 

be significant at high temperatures i.e. at low fields. 

This is investigated by plotting two sets of AF values 

against Eo (Fig. 5.3). The "original" data points 

(af, z=0 vs F?) are shown as circles. The "corrected" 

data points at, z#0 vs F’) were obtained from 

equation (5.13) by scanning the value of z: for a given 

Z value a new set of A values are obtained via equation (5.13). 
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Big.) (5.3) 2 fot of aF vs F2 for z=O and z=10.5 in 

equation (5.13). The circles and the dashed 

regression line are for z=0. The boxed points 

and the continuous regression line are for z=10.5 

which gives an intercept equal to 5.75 ev. 
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A linear regression in F? is then carried out to give a 

value for A\°, The value of z is changed and the process 

repeated, until the regressed A° value is adequately close 

to the known zero-field value of 5.75eV. The "corrected" 

data points in Fig.(5.3)were found to correspond to z=10.5 

in equation (5.13). 

Regression calculations were performed to fit the form: 

Moz Al +4 c, F (5.16) 

and give the intercept Gee) and the slope (4c,) as well 

as the corresponding standard deviations: 

For z = 10.5; MSer = (8-7540.17) ev. 

For z=0 j; Mer = (5-1920.18)ev. 

In order to make an estimate of the error in z, new 

regressions were made until a value of z is found for 

which the intercept is (Mgort0- 17) ev. This occurs for 

2=13.7 and we write: 

For z = 13.7; Ae = (5.92#0.17)ev. 

We then take the difference between this new value 

of z and the previous one as an estimate of the error in 

z. Hence: 

z = 10.543 (5.17). 

Table (5.3) displays all the results so far. 
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TABLE (5.3) 

  

  

  

ra) | Fim | ao (ev) | AF (0) (ev) | AF (e=10.5) | 3Kr(e) 

600 17.0£2.6 30.7+0.7 5.16 5.70 0.16 

510 21.023.2 315320.5 5.76 6.22 0,13: 

430 24.043.9 31.140.4 5.56 5.95 Q.11 

350 28.044.2 31.240.4 5.61 5.98 0.09 

250 83.025,.0 131,820.3 6.26 6.49 0.06 

100 41.046.2 |32.05+0.22 6.51 6.60 0.03               

List of Ernst's results together with aF values for z=O and 

z=10.5, derived from equation (5.13). 3kT is the uncertainty 

over the zkT term, with o(z)=3. 

5.4.3 Experimental Estimate of cs 

The derived value of z(10.5) is in good agreement 

with the z-value of approximately 10, derived by Block and 

co-workers (1978) from their work on the appearance energies 

of gas-phase ions. At 600K,the zkT value of 0.54eV is 

higher than the 0.3eV estimated by Ernst. No conclusion 

can yet be drawn regarding this discrepancy since Ernst 

made no comments about his value.



Regression procedures were also performed for singly 

charged ions and lead to : z=14+3. However, the Rh* 

data have only four points, over a limited field range, 

and are therefore of limited significance. 

Finally, values of the slope (Gc,) and the intercept 

° 
der 

of z. 

(A ) are shown in Table (5.4) below, for the three values 

TABLE (5.4) 

  

° -2. 2 
z Maer (eV) ac, (meVV “nm*) 

  

0 5 e19t0.18 0.810+0.14 

16.5. 5. 020.L7 0.524+0.14 

13.7 5.92200 17 0.438+0.14         
  

° 
Values of the intercept Maer and the slope 3Cy For z=0, 

10.5, 13.7 as given from regressions of "original" and 

"corrected" data points. 

Before giving an estimate of ca the total uncertainty. 

in the slope aC, is evaluated as follows. The difference 

in the value of the z=10.5 and z=13.7 regressions is 

0.087mevV~?nm?. This is then combined in quadrature with 

the standard deviation onthe z=10.5 slope, namely 0.14 

to give: 
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o(4c,) = [(0.087)7 + (0,14)7]# = o.16mewy""nm? (5.18) 

Thus the "experimental" value of Cc. is: 

c, = (1.0540.3)mevv"?nm? (5.19) 

The corresponding values of S.I. units, and the corresponding 

Gaussian coefficient (c,/4m€,) are: 

  

Cy (experimental estimate) 

Value in units used here (1.0540. 3)mevv7 2nm? 

S.I. unit value (1.6820.5) x10 #°gsv~ 2m" 

Gaussian value C5205 5) g?   
  

5.5 THEORETICAL ESTIMATE OF oe 

The field-induced binding energy AA is known to have 

an F°-form as a first correct approximation. This is true 

for a neutral atom in free-space, where only the orbitals 

polarization component is considered, and can still be 

valid at a charged surface, as far as orbitals polarization, 

for a partially-ionized atom, is concerned. 

No F* form has yet been demonstrated for the binding 

energy component AA(ct). A qualitative approach is hereby 

presented to show that an F°-form could be an acceptable 

1



first approximation for AA(ct). It is based on a simple 

argument suggested by Forbes (private communication). 

As a simple approximation, the work necessary to remove a 

surface atom, as a neutral, from a charged surface to remote 

field-free-space may be split into three parts: 

(1) The work necessary to depolarize the partially-charged 

surface atom back into a spherically-symmetric state, 

is assumed to be ke, (orb) F*. 

(2) The work necessary to transfer charge back, from the 

emitter into the atomic orbitals, to make the surface 

atom neutral; it is identified as AA(ct). 

(3) The work necessary to remove the neutral atom to 

remote field-free-space. This work is assumed to be 

the same as \° (even though there could be a small 

field-dependent correction). 

Our interest lies in step (2), and a rough estimate of 

AA(ct) can be obtained as follows. The displaced charge 

(i.e. the charge q necessary to make the surface atom 

neutral again) has to be moved a distance d, where d is the 

spacing of the atomic layers normal to the surface. rt is 

also assumed that the "mean" field in which this charge 

has to move is some fraction 8 of the external field EB, 

with 8 a dimensionless parameter independent of F. The 

force acting on the charge is q8F and the work done on it 

is: 
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AA(ct) = qBFd (5.20) 

The charge q is related to the surface charge density o 

by: q = 9S, where S is the surface area per surface atom, 

and the surface charge density is given by Gauss relationship 

as: Oe UF, where Eo is the permittivity of free-space. 

LE NV. € denotes the atomic volume for the lattice in question, 
a 

being given by: Vers Sd, it follows that AA(ct) would have 

the FR? form, which we write: 

AA(ct) = €.B V,.F? (5.21) 
O° at 

Hence, cy (et) would be given (approximately) by: 

cy (ct) = 26 8V.4 (5.22) 

Using a structured surface model where depolarization effects 

are considered, Forbes estimated B as 0.2. The atomic 

volume for the ‘Rhodium lattice is 0.0138 nm? We thus 

obtain: 

©, (ct) = 0.3 mevv “nm-, 

Furthermore, Forbes obtained c, (orb) =0.277 mevv7 2nm2 

applicable to Tungsten, derived from the Culbertson et al 

experiments (1979). He suggests scaling the Tungsten 

value by the ratio of the tabulated free-space Gaussian 

polarizabilities Gg, as given by Miller and Bederson (1977), 

ignoring the difference in lattice structure. Given that 
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g,(Rh)=7.6 8; gi (w)=10 83, then ¢, (orb) =0.2 mevv?nm?, 

Knowing that ce, (ct) tc, (orb) , the (rough) theoretical 

estimate of co G2 

oe e: 
ec = 0.5 mevv “nm (5.23) a 

5.6 "POLARIZATION-TYPE" EFFECTS IN THE ACTIVATION ENERGY 

FORMULA 

For a Gomer-type escape mechanism, the activation 

energy is given by equation (4.5) i.e.: 
: 

2 32 n e 
~ pet 3 Nvo2 EF 2 nr = WK(ae oe) = Qy. ner) & =1) (5.24) 

where 1° is given by: 

e_ Bs e 
To = (cr c,)F (3.25) 

Since it is known that n=1 for Rhodium, an estimate of cy 

can be made using Brandon's discussion (1964); this gives 

¢,=0.15 meVV2nm2. 

Using the experimental estimate of c, as given by 

equation (5.19) we have (c,-c,)=0.9 mevv2nm?, 

At the lowest temperature (T = 100K), the measured 

evaporation field for Rhodium is (46+6)V/nm. If we make 

an arbitrary estimate of F© as around 50 V/nm, then 

ne 
ees 4 ae 0.045 nm. 
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Taking the value of the electrical bonding distance 

for Rhodium somewhere between the neutral-atom radius 

(0.134 nm) and its diameter, the term = in equation 

(5.24) would be less than a, but not negligible. Hence, 

for Rhodium a polarization correction (the effect of the 

first bracket in equation (5.24) would not be insignificant). 

We shall see confirmation of this in Chapter 6. 

5.7 DISCUSSION AND CONCLUSION 

Ernst's results have been used to make an experimental 

estimate of the F?-energy term coefficient ce for Rhodium 

22 
mm” and agrees atom. This value is: ¢,=(1.0540.3) mevv 

with the theoretical estimate to within a factor of about 

2. Until a well-formulated quantum-mechanical discussion 

is established, experiments are for the time being the 

best way of evaluating Cys An F?-form has been assumed 

for the field-induced binding energy change AA. However, 

the argument behind the form of AA(ct) should be taken 

as a classical first attempt only. 

onset The variations of (Aj Ly +00 ey) with increasing field 

strength, i.e. decreasing temperature, are attributed to 

temperature-dependent shift (important at high temperatures) . 

Consequently zkT-type corrections were necessary to Ernst's 

data and a plausible value for z was derived, namely, 

z= 10.523. 
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"Polarization-type" corrections could be significant 

for many materials when the Q-formula (equation (4.5)) is 

used, They certainly are for Rhodium. 

Experiments of the type carried out by Ernst, based on 

measurements of appearance and activation energies, with 

increasing field, should be extended to other materials 

involved in field-ion techniques. It has been shown how 

a good experimental value of ¢, could be derived for 

Rhodium. It will be shown, next, how surface-atomic 

parameters, such as Kk , a could be derived using such 

experiments. 

The results described in this chapter have been 

published as "A fresh look at the electric-field dependence 

of surface-atom binding energy", by R. G. Forbes and 

K. Chibane, Surface Science, 121, pp. 275-289, (1982). 

-140-



CHAPTER 6 

DERIVATION OF SOME SURFACE ATOMIC PARAMETERS FOR Rh



6.1 INTRODUCTION 

In this chapter, we use Ernst's (1979) results again 

to derive some atomic surface parameters, namely the 

bonding distance, force-constant and vibration frequency 

for Rhodium. These are obtained from a weighted linear 

regression of experimentally measured critical distances 

Pe against experimental values of activation energy Q. 

This will be called the "x-Q method". For comparison, 

5 a weighted linear regression of Q* versus : is also 

carried out. This is known as the "Q-F method". 

As an extension to Ernst's calculation, zkT corrections 

are included using the Chapter 5 value of z, 10.5+3, and 

values of x°™ are calculated from measured evaporation 

field and onset appearance energy. A repulsive term is 

also included but has very little effect on the final 

results. 

In addition to his measurements of the field-dependence 

of appearance and activation energies reported and discussed 

in the preceding chapter, Ernst and Block (1980) used 

Ernst's data to determine the vibration frequency v of 

Rhodium surface atoms under the influence of the applied 

electric field, as well as the corresponding Debye 

temperatures 8a: His derived 8 "values were found to be 

much lower than the oo value determined during a LEED 

experiment on a smooth RH(111) surface by Chan et al (1978). 
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The frequency values were determined by assumming 

a parabolic shape for the atomic potential energy curve, 

as in the "“atomic-jug approximation", and values for 

critical distance x°T were calculated from experimentally 

measured appearance energies assuming the validity of 

a simple curve-intersection model associated with a 

Gomer-type mechanism of field evaporation. 

Ernst's data are shown below: 

  

  

TABLE (6.1) 

vt | F(w/Am | gen x (rm) vol) | 2.x) 

100 | 41.0+6.2 | 0.0540.02 } 0.02+0.04 2.4 120 

250 33.0+5.0 | 0.20+0.10 | 0.06+0.04 1.6 80 

350 | 28.0+4.2 | 0.60+0.15 | 0.07+0.06 2.4 120 

430 | 24.0+3.6 | 0.7040.20 | 0.10+0.06 a5. 90 

510 | 21.0+3.2 | 0.9040.20 | 0.10+0.10 | 2.1 100 

600 | 17.042.6 1.50+0.30 | 0.1740.07 1.6 80                 
Values for the Debye temperature 9ar the vibrational 

amplitude Ax and the frequency v, for Rhodium surface atoms. 

8, is found to be below the value (197+12)K reported by 

Chan et al. 
(Taken from Ernst (1979)) 
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In his calculations, Ernst assumed the equilibrium 

position to be at 0.15 nm from the electrical surface. 

The vibrational amplitude Ax is then calculated as the 

cr 
difference between the experimental x and the value 

xeon 0.15 nm. 

6.2 SEMI-EXPERIMENTAL DERIVATION OF x°~ 
  

We show in Fig.(6.1) the standard potential-energy 

UL of an ion close to an emitter surface and the 

potential energy us of the atom in its initial bonding 

state a. We first consider the case of an ion that 

escapes in an n-fold charged state and arrives at a 

collector in the same charge-state. 

The standard potential-energy UL of this ion, close 

to the emitter in an external field F, is given from 

Chapter 1 as: 

U, = (H, - no) +S, (x,F) (6.1) 

all the symbols having their usual meaning. At x=xo*, 

the crossing point in Fig. (6.1) ,we note that the 

standardised energy Eom (Forbes: 1980b) is equal to 

the potential-energy ee at the crossing point. It 

follows that: 

cr = ECT = (H, - ng”) +S, (x°*,F) (6.2) 

oe



Fig. (6.1) 
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Standard potential energy curves for an atom 

and an ion, and illustrates the relationships 

(6.2) to (6.4). 
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Also, if the ion exhibits the standard appearance 

energy agcend , Fig. (6.1)shows that: 

stand eek 
Bonn 7 Hy = E (6.3) 

Combining equation (6.3) and (6.2) leads to: 

stand _ cr E 
S (x ,2) no” + Aunn by ° (6.4) 

Bah a) is now represented as a sum of electrostatic, 

image-potential, repulsion, polarization terms, i.e.: 

S,(x°* ,F) =-nerx*- ————— + ——~ -sceF (6.5) 

We now assume that at the crossing point, the repulsive 

term is a fraction € of the image-potential term and 

write: 

2,2 
G née 

Gye = = (6.6) 
l6me_x 

° 

Relation (6.4) can then be re-arranged and re-written as: 

202 
cr nve ail 2 E_,Stand _ neFx~ + or (1-6) + 5c Fo tno Aa 0 (6.7) 

l6te_x 
° 

or 

cr stand EOE 2 eee neFx -[asta -no-- do.r?] 4 od =0 (6.8) 
lome x 

wheré \=(1-) 
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If we consider an ion that arrives at the retarder 

in a charge-state r different from the charge-state at 

escape n (as in Ernst's experiments where n=1, r=2), the 

corresponding appearance energies are related by the 

relation (Forbes: 1976): 

x 

stand stand (6.9) 
A =A + SPL 
anr ann Ss=n+1 s 

where I, is the s-th free-space ionization potential. 

Thus, equation (6.8) becomes: 

x 202 
neFx°T- [astans eEntee 3 o.Fe= z x, [+4 wk =0 

s=n+1 lone x 

(6.10) 

But really, the measured quantity is the onset 

onset 
n ne appearance energy Aanr , which is related to the 

corresponding standard appearance energy via equation 

(5.11 ). Substituting the latter relation into equation 

(6.10) leads to: 

r exe 
cr_|,onset _.E I an nve = neFx cas n> z CLF = i vaxa| +1 ———_ = 

(6.11) 

we now put 

een cee a ing oae new = tT 42kT ~ “anr 265 @ (6.12) 
s=n+l 

Y is a quantity independent of distance. Thus, 
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2.2 
nie neFx°* - ¥ +} =0 (6.13a) 

ier (16m ne) F(x)? - Léne vx" +An7e7 =O (6.13b) 

Solving equation (6.13) for x gives: 

2 
Yo — ) 

So (6.14) 
2neF 

(ne) 3Fr 3 
SANG 

Since Y is a function of parameters that can be determined 

experimentally, this form leads to "experimental" values 

of ee as a function of measured evaporation field. The 

effect of \ is not very significant and it will normally 

be put equal to unity. 

6.3 THE x-Q METHOD 

Assuming a parabolic-like potential well for the 

vibrating atom, the activation-energy Q at x is: 

2 Q = 3K (x°F-a) (6.15) 

where k is the force-constant and a the electrical bonding 

distance (i.e. the distance of the well base from the 

emitter's electrical surface). 

Another way of writing equation (6.15) is simply: 

eo ea OVE) 0" (6.16) 
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7 ; cr 
Numerical estimates of x can be made from equation (6.14) 

using experimental appearance energy values at the 

measured temperature and evaporation field. Other 

parameters would be taken from literature. 

5 
A plot of x°™ versus Q? should therefore be linear, 

and average values of a and « can then be obtained from 

a weighted linear regression of x against 7, as long as 

these parameters (a,x) are not significant functions of 

field. This method, based on measurements of appearance 

and activation energies will be called the "x-Q method". 

6.4 THE Q-F METHOD 

A new activation-energy formula was introduced in 

Chapter 4 for Gomer-type mechanisms through equation (4.1), 

i.e.: 

gad <1)" 

where F is the external field, F© the zero-Q evaporation 

field and 2 is given by equations (4.2) and (4.3). 

The above equation is then re-arranged into the form: 

gt = ar®(Z) - 2 (6.17) 

4 1 
A Q° versus § plot would be linear if 2 can be treated 

approximately as a constant, except that deviations from 
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linearity are expected at very low temperatures 

prebably due to ion-tunnelling (Chapter 4). A linear 

regression of Qi against z would give values for 2 and 

EF, hence a value for k from equation (4.3). This 

constitutes the method we call the "Q-F method". 

6.5 ANALYSIS OF THE x-Q METHOD 

For the Rhodium ions in Ernst's experiments, n=1 and 

r=2, so that Y in equation (6.12) is now given by: 

= ,0enset_,E ok 2 Y=AiD $ -In- 5 Cy Fo +2kT (6.18) 

where a values are obtained from data in Tables 

(5.1) and (6.1). The values used for other parameters 

are: 

$= = 5.0 ev (Pierce and Spicer: 1972), but the effect 

of changing the work-function (+0.5eV) will also be discusséd. 

I, = 18.08eV (Tsong: 1978a) 

2. 
0.15mevv mee See Chapter 5) a 

N I = 10.5+3 (See Chapter 5) 

k = 8.617x107> ev/K (Boltzmann constant) 

Different approximations were used in equation (6.18). 

They are: 
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(1) 

(2) 

(3) 

(4) 

standard case : where oo = 5eV and i=1 

simple case: where the F?-energy and zkT terms are 

omitted, and i=l. 

inclusion of a repulsive term. : where the F?-energy 

and zkT terms are included, and \ is variable. 

different work-function: where @ = 4.5 and 5.5ev 

are used. 

The final surface parameters (a,k,v) values are based on 

the "standard case" calculations. Cases (2), (3) and (4) 

will be included for comparisons only. 

6.5.1 The Standard Case and the x-Q Plot 
  

The corresponding results are summarised in Table (6.2) 

  

  

below: 

TABLE (6.2) 

ee Qu12 aonset | sc )F* | (10.523)kr 
(x) | (v/Am) (ev) (ev) (ev) | (ev) 

100 | 41.0#6.2 | 0.05:0.02 | 32.140.2 | 0.126 | 0.090+0.026 

        

250/11) 33.025.0 | 0:210.1 31.540.2 | 0.082 | 0.22640.065 

350 | 28.0+4.2 | 0.640.15 30.640.25] 0.059 | 0.31720.090 

430 | 24.023.6 | 0.7+0.2 30. 420.2 | 0.043 | 0.389+0.111 

SIO) 21,023.27 1) 0592052 30. 440.3 | 0.033 | 0.461+0.131 

600 | 17.0#2.6 | 1.540.3 29,220.4 | 0.022 | 0.542+0.155 

Experimental Aone and Q,,2 values used for the "standard 

case". The values for Cy and z were taken from Chapter 5. 
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Hence, the values of Y and x are: 

TABLE (6.3) 

  

FE vi o(Y) x o(x 
(K) | (V/nm) (ev) (ev) (nm) (nm) 

  

100 | 41.046.2 | 8.984] 0.226 | 0.166 | 0.038 

250 | 33.0+5.0 | 8.564] 0.265 | 0.207 | 0.043 

350 | 28.044.2 | 7.778] 0.340 | 0.219 | 0.048 

430 | 24,043.6 | 7.666] 0.311 | 0.262 | 0.053 

510 | 21.023.2 | 7.748] 0.431 | 0.314 | 0.063 

600 | 17.022.6 | 6.640) 0.555 | 0.326 | 0.074               

Derived values of Y from equation (6.18) and x" from 

equation (6.14) for the "standard case", 

The uncertainties on Y are simply given by: 

a(y) = o(acns®*) + akr (6.19) 

It is assumed that F*-energy terms and ionization terms 

constribute negligibly to g(¥) and that ce is known exactly. 

o(x7) is obtained from 9(¥) and the tabulated o(F) values, 

by means of the standard error-propagation formula applied 

as follows. 

cr 
x can be expressed in a general form as:



cr 

    

x = £(¥,F) (6.20) 

hence, 

er ecr 2 
07 (x) = (PE) 07 (x) + CE) 07 UF) (6.21) 

Using 
2, (ne) 

2 ee age! 
es (6.22) 

2neF 

we have: 

2 

a2 (°F) = —_, ie oe o? (x) ae 
(2neF) 3.4% 2 (ne) ~F 

[x = ame, "| 

  

35% 
1 [ese ee o |+ 2 3 

2neF ° 2_(ne) "FP 
4x4ne OF (Y - ae, 

  

Finally, Table (6.4) below shows the "requested"data for the 

cr % 

  

  

  

x versus Q° plot. 

TABLE (6.4) 

er cr, Qi % 5 T(K) | F(V/nm) | x~ (nm) | o(x~) (nm) Q'12 (ev) F(QI49) 

100 41.026.2 | 0.166 0.038 0, 224 0.045 

250 33.0£5.0 | 0.207 0.043 0.447 0.11 

350 28.044.2 | 0.219 0.048 0.775 0.10 

430 24.043.6 | 0.262 0.053 0.837 0.12 

510 21.043.2 | 0.314 0.063 0.949 O.11 

600 17,.042.6 | 0.326 0.074 i225 Ol2           

cr L 

Values of x and Q* on which Fig.(6.2) is based. 
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5 The uncertainty on Q® is: 

5 o(Q) )= a (6.24) 
2Q 

and is derived from the tabulated o(Q). 

4 The x versus Q* plot is shown as Fig. (6.2). 

Each point is surrounded by its error limits; a weighted 

linear regression (ignoring the uncertainties in 3) gives 

the straight line shown. The desired parameters are then 

given from the regression results, i.e.: 

a = (0.12940.020) nm 

2 
K = (80430) eV/nm 

2 (6.25) 
&Kka” = (0.6740.06) eV 

with 

fe = 5ev. 

6.5.2 Different Choice of Work-Function 

The value used above for the work-function for Rhodium, 

namely 5 eV, was derived from photoemission experiments. 

However, this value may not be entirely applicable, and 

results (6.25) do not include any effect due to any 

uncertainty in nee Therefore, the calculations were 

repeated for o4 values of 4.5 eV and 5.5 ev. Since we have 
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no means of estimating the real error limit on oy the 

+0.5 eV variation has been taken to be a reasonable one. 

Table (6.5) shows the x° results for ¢"=4.5 ev 

and 5.5 eV, whilst Table (6.6) gives the corresponding 

a and « values. 

  

  

  

TABLE (6.5) 

T(k) | F(V/nm) P24, 5ey o°=5.5eV 

x (nm) a(x) | x rm) | a(x) 

loo | 41 0.184 0.038 | 0.147 0.039 

250 | 33 0.227 0.045 | 0.186 0.043 

350 | 28 0.243 0.049 | 0.194 0.048 

430 | 24 0.288 0.055 | 0.235 0.052 

510 | 21 0.343 | 0.066 | 0.285 0.061 

600 | 17 0.361 0.077 | 0.288 0.074               
  

Effect of choosing different work-functions in equation 

(6.18), x©* is calculated from equation (6.14). 

The above results and Table (6.4) show that varying 

the work-function by 10%, induces a change in each xo 

value (corresponding to ae = 5eV) by more than 30% (up to 

34%) and is not a negligible effect. As for the a and « 

values, they are: 

=155=



TABLE (6.6) 

  

slope (nmev7 3) a (nm) «(ev/nm2) 
  

4,5eV | 0.17340.029 | 0.14340.02 | 62423 eo u 

g = 5.0ev | 0.158+0.029 | 0.129+0.02 | 80+30 

go = 5.5eV | 0.143+0.028 | 0.11520.02 | 98439             
Regressed values of a and « for different work-functions. 

This shows clearly that choice of oe value has significant 

effect on prediction of a and k values but has little 

effect on the error limit. For an 0.5eV variation in 

a 

equation (6.25) , a 10% variation in oF would then lead 

, a varies by about 14 pm. Given the error limits in 

to values of a and k as: 

a = 0.129+0.034 nm 

kK = 80 (-36/+57) eV/nm? (6.26) 

oF = 5,040.5 ev. 

6.5.3 The Simple Case 

This is the case where F?-energy and zkT terms are 

omitted from equation (6.18) which simplifies to: 

yn dset eee 
412 (6.27) 2 
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The repulsive factor \ is also put equal tol. New 

calculated values of Y, o(Y¥), xo 

and are shown in Table (6.7). 

and o(x°") were obtained 

  

  

TABLE (6.7) 

v(x) | F(v/nm) | x(ev) | ov) | x (nm) | o(x™) 

100 4126.2 9.02 0.20 | 0.168 0.038 

250 3345.0 | 8.42 0.20 | 0.200 0.043 

350 2844.2 | 7.52 0.25 | 0.206 0.046 

430 2AT3 06 1 7232 0.20 | 0.245 0.050 

510 2133.2 1 7.32 0.30 | 0.289 0.058 

600, 1722.6 | 6.12 0.40 | 0.286 0.067             
  

Results for the "simple case", where F?-energy term and 

zkT term are omitted in equation (6.18). 

Values of a, « were derived from new regression of x 

against Q 

o ul 

w wt 

ee
 i 

* and they are: 

0.14020.019 nm 

135258 eV/nm 

5.0 eV. 

r 

(6.28) 

These results show that omitting the F?-energy term and 

in particular the zkT terms causes a to increase by about 

8.5%, but k to increase by more than 50%. This variation 
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is significant and it is important that the above terms - 

especially the zkT term - be included. 

6.5.4 With Repulsion 

At the crossing point of the atomic and ionic curves, 

the constant G of the t-th power repulsive term is given 

from equation (6.6), by: 

222: 
ra (xSF) toL 

ce: TES 
(65.29) 

On the other hand, the potential-energy of an ion outside 

an emitter surface, in the absence of any external field, 

is simply given by: 

  

2.2 
E née G 

U_. = (H -n¢") - ~2—— + (6.30) 
n n lore x oe 

At the ionic bonding point a, (i.e. the minimum point in 

the ionic curve) it follows that: 

hs = 10 (6.32)   

Identifying equations (6.29) and (6.32) leads to: 

e=¢ (6.33) 
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For Rhodium, we somewhat arbitrarily take t=9 and 

a,70.13 nm. The resulting values of \=(1-€) vary from 

0.98 (at F = 41 v/nm) to 0.99 (at F=17 V/nm). Thus we 

expect inclusion of repulsion to have no significant 

effect and the use of \=1 in the main calculations is 

justified. Inclusion of the appropriate \-values leads 

to the results: 

= 0.13140.019 nm » I 

82430 ev/nm? (6.34) w u 

fe 5eV 

These are not significantly different from those of 

equation (6.25). 

6.6 ANALYSIS ON THE Q-F METHOD 

e A plot of Q* against z from data in Table (6.8) below, 

is shown as Fig. (6.3). 

  

  

TABLE (6.8) 

v(x) | F(v/mm) | Q,,(er) | o2,,(ev) | Sema 12 ae F 

100 4l 0.05+0.02 | 0.22470.045 | 0.0244+0.0037 

250 33 0.20+0.10 | 0.447+0.11 0.0303+0.0046 

350 28 0.6040.15 | 0.77520.10 0.0357+0.0054 

430 24 O.70+0. 20 0. 837+0.12 0.0417+0.0063 

510 21 0.90+0,20 | 0.949+0,11 0.0476+0.0073 

600 17 ie65 +0230 1,22540,42 0.0588+0.0090               

L 
Data on which the Q? vs 2 plot of Fig. (6.3) are based. 
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The uncertainties on = are given by: 

  og) = 52 (6.35) 
hy
 

A weighted linear regression on the Q? vs - plot 

(ignoring the uncertainties in z) leads to: 

2 = 0.2540.11 ev 

(6.36) 

Fe= 61419 V/nm 

6.7 COMPARISON OF THE x-Q AND Q-F PLOTS 

The value of the parameter 2 just derived (0.25 ev) 

from the Q-F plot is certainly not comparable with the 

product ka? (0.67eV) as given by the x-Q plot. This 

experimental finding suggests that equation (4.3) is a 

better approximation for 2. In fact, assuming the 

correlation and repulsion correction bracket equal to 

unity, we can re-write equation (4.3) into the form: 

(c,-c,) 2 mek 2 Qk e Qe 5 ka [2 - 3h Fe] (6.37) 

For Rhodium, an estimate of (c,-c,) is 0.9 mevv “nm? 

(Chapter 5). Using the 61 V/nm F° value just derived, 

estimate equation (6.25) for a and estimate equation (6.36) 

for 2, we obtain: 
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e 
(c,-c,)F 
—f+— = (0.055 + 0,025) nm (6.38) 

« = 91 + 89 eV/nm? (6.39) 

where 

bs 22 ce =— +t __, (6.40) 
, (c,-c))F 

a ne 

This estimate of kis compatible with that derived from 

the x-Q method but the error limits are wider. 

The x-Q method is a direct method for obtaining 

estimates of a and k and is better in that respect, whilst 

the Q-F method needs additional information, namely 

(c= cy) and a itself to give an estimate of k. However, 

the Q-F method gives a far better estimate of 2 showing 

that polarization and partial ionization-like corrections 

ought to be included and that equation (4.3) or equation 

(6.37) are better approximations of 2 than the product 

teas, 

6.8 VIBRATION FREQUENCY AND DEBYE TEMPERATURE 

The vibration frequency v is related to the force- 

constant x by: 

= od YS 
am | 

x K =)? (6.41) 
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where m is the mass of the vibrating atom. 

For the Rhodium isotope, m = 103 u. Knowing that 

lu = 1.66x1072” kg (6.42) 

and using the appropriate units of «x in the S.I. system 

leads to: 

vy = 1.4(-0.3/+0.5) x10! Hz (6.43) 

This estimate and its error limits is obtained by considering 

result (6.26) for Kk. 

The corresponding temperature oe is given by: 

eh 
oe =; (6.44) 

where h and k are the Planck and Boltzmann constants taken 

as: 

34 h = 6.62620xlo ~" J/s 
(6.45) 

-23 
k = 1.38062x10 J/K 

Thus an estimate of oe is: 

8. = 67 (-14/+24) K (6.46) c 
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6.9 DISCUSSION: VIBRATION FREQUENCY, CHARACTERISTIC 

TEMPERATURE AND FORCE-CONSTANT 

The presently derived values of vibration frequency 

v, force-constant « and characteristic temperature oe 

are found to be smaller than those obtained by Ernst and 

Block (Table (6.1)). 

First, our results are based on the described x-Q 

method which assumes a parabolic bonding well where 

neither k nor a is a significant function of field, and 

the subsequently derived value of a (0.13 nm) is smaller 

than the value they assumed (0,15 nm). The Ernst and 

Block results are based on each observed temperature 

and field, which would increase the error limits on their 

final results. For example, their 0G values are accurate 

within a factor of two. 

The x-Q method is a more direct method and statistically 

superior. On the other hand, Ernst and Block suggest that 

at high temperatures (3 350K) anharmonic effects would 

appear due to deviations from the parabolic shape of the 

bonding well and hence would lead to lower vibration 

frequencies. " However their results are not accurate enough 

and such anharmonic effects would certainly appear as major 

x 5 deviations from linearity in the x vs Q* plot. As with 

8,, the present value (67K) is considerably lower than the 

value derived from a LEED experiment on a smooth Rh(111 
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surface by Chan et al (1978) namely 197+12 K. But in 

reality, vibration frequency and Debye temperature should 

be less for kink site atoms, 

6.10 DISCUSSION: THE VALUE OF THE ZERO-Q EVAPORATION FIELD go 

The value of the zero-Q evaporation field Fo=61 V/nm 

is higher than the observed evaporation field used by 

Ernst and Block (17 to 41 V/nm). This point has already 

been taken up in Chapter 4, (section 4.3) in the case of 

W and Mo and is in line with our expectations. F© can be 

seen, as the highest theoretical limit that any observed 

evaporation field could have. It is defined for Q=O at 

the bonding point a, so that equation (4.22 ) could be 

written as: 

ane 
° E, _ e he Seep comes, ae e2 

(A +H no) = neF-at+ Teresa = Z(C, c,)F (6.47) 

where all the terms have their usual meanings. The left- 

hand-side term which is of thermodynamic nature should 

therefore balance the effect of field present in the 

right-hand-side term. 

Taking n=l, we have: 

(A° + HL = nd®) = 8.4 ev (6.48) 

Assuming this time, the repulsive term to be one ninth the 

image-potential term, we have for n=l; 
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nea F°= 7.9 ev 

n7e2 
Tere,a = 2.8 ev 

& -0.3 eV (6.49) 
a 

22 cee 
ee (C1 SCA) Er = -1.7 ev 

Total = 8.7 ev 

The balance between the two sides of equation (6.47) is then 

good and the value of F° is justified. 
y 

6.11 DISCUSSION : THE VALUE OF THE BONDING DISTANCE a 

Our derived value of a (0.1320.035 nm) is less than 

the normally accepted definition of a bonding distance to 

be between the neutral-atom radius (0.1345 nm) and the 

neutral-atom-diameter. 

We will follow here the definition of a bonding distance 

in a treatment based on the concept of electrical surface 

as introduced by Lang and Kohn and discussed in Appendix C. 

Using the principles of Fig.(3.1), consider a Rhodium 

atom adsorbed on a Rhodium substrate as follows: 
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    electrical_surface   
Fig.(6.4a 

We thus expect the bonding distance a to be greater 

than the neutral atom radius. It is supposed here, that 

the situation of Rhodium, could be treated as analogous 

to the case of He adsorbed on W, where 6 for tungsten was 

found to be about 40-60 pm. 

Hence, a theoretical estimate of a for Rhodium should 

be between 175 to 195 pm, a range of values far higher 

than the experimentally derived 130435 pm value. 

An explanation for this discrepancy suggested here 

(Forbes: private communication) takes into account the 

structure of a real metal surface. If, prior to 

evaporation, the field evaporating atom sits in a bonding 

site where contact with nearest neighbours is maximised, 

then the distance of the field evaporating atom from the 

surface nuclei is reduced and so is the bonding distance a. 
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This situation is illustrated in Fig. (6.4b)below: 
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Fig. (6.4b) 

6.12 CONCLUSION 

The main achievement of this chapter was that we again 

used Ernst's experimental data, based on joint measurements 

of field-dependences of activation and appearance energies, 

to derive some surface atomic parameters (a, « , Vv) for Rh. 

The methods employed ("x-Q" and "Q-F"), confirmed that



a Gomer-type mechanism operates for Rh. It was also 

shown from the Q-F method that "polarization-type” 

effects should be taken into account in the activation 

energy formula derived by Forbes. 

Chapters 5 and 6 showed how surface atomic parameters 

could be estimated from experiments. We now return in 

Chapter 7 to discuss some further T-F and Q-F type 

measurements, 

The results of this chapter have been published as: 

"Derivation of bonding distance and vibration frequency 

from field evaporation experiments", by R. G, Forbes, 

K. Chibane and N. Ernst, Surface Science, 141, pp. 319-340, 

(1984). 
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CHAPTER 7 

USE OF DIFFERENT BONDING WELL SHAPES



7.1 INTRODUCTION 

It has now been established for materials that field 

evaporate via a Gomer-type escape mechanism, if 

we assume a parabolic shape for the atomic bonding well, 

then the field dependence of activation energy Q is given 

by (see equation (4.1)): 

e 2 Q= QF '/F - 1) (7.1) 

where 2 is the quantity given by equation (4.3) which we 

now prefer to write as: 

(dye) Fe]2 nt J-2 Sk Qa “n ee 
Secs E nea 1- ner $7.2) 

All the parameters have been defined in Chapter 4. Using 

the emission equation (equation (1.2)), we then derived a 

linear relationship between the evaporation field and 

temperature given by (equation (4.9)): 

v? = 6? [r°yp - 1] (7.3) 

where 

s ° 8@= Q/k Qn (ny, A/T ) (7.4) 

isa temperature-like parameter. 

The relation between re and 1/F is linear as long as 

the variation of 2 with evaporation field is negligible. 

We have already seen how this result was supported by 
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the Wada et al. experimental results (Chapter 4) in the 

case of W and Mo in a temperature range between 60 K to 

150 K. Deviations occurring at very low temperatures 

(around 50 K for W and 35 K for Mo) were attributed to 

ion-tunnelling effects. 

However, experimental measurements of the temperature 

dependence of evaporation field carried out by Kellogg (1981la) 

* vs z plots that deviate at high for W, Mo and Rh show T 

temperatures (Fig. (7.1)). Among other possibilities, this 

could be due to the failure of the parabolic approximation 

at high temperatures. We have therefore investigated the 

validity of this approximation. Use of a Morse-potential 

form for the atomic curve has also been investigated. The 

position of the crossing-point x? of the atomic and ionic 

L 

curves was determined and Q? vs z plots produced theoretically. 

We will present our theoretical results and discuss 

them in relation with some experimental plots. 

7.2 THEORETICAL CONSIDERATIONS 

7.2.1 Determination of the Crossing-Point 
  

Let OU, (x,F) be the standard potential energy of the 

escaping ion, at a distance x from the emitter's electrical 

surface. It is given by (Chapter 1): 

Un (*/F) = (Hy-ng") + s.(x,F) (7.5) 
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where H, is the sum of the first n-free space ionization 

energies, oF the emitter's work-function, and S,(x,F) the 

"variable part" of the ion potential energy. 

Consider now an atom vibrating around its bonding 

point, in an atomic bonding state a. Let V(x) describe the 

shape of the atomic potential curve, measured relative to 

the bottom of the well. The total potential energy of the 

atom, at a distance x is: 

°. 2 U,(x,F) = (-A°-%o,F*) + V(x) (7.6) 

with A° the zero-field binding energy. 

In the context of a curve-intersection formalism, 

the position of the crossing-point xP is given by setting 

U,=U,- Hence, we obtain: 

2 K, + ke oF” + S.(x”,F) - v(xP) = 0 Cia7) 

where K, denotes the "configurational " energy term 

(a,-noF+A°] This equation can be solved in a variety of 

approximations, to give a value for xP. The activation 

energy Q is then v(x). 

7.2.2 The Form of the Atomic Potential Curve 

For the bonding potential V(x), we have used the two 

forms: 
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u Vy (x) xk (x-a) 2 (parabola) (7.8a) 

Vz (x) D [l-exp (-p (x-a) )]? (Morse potential) (7.8b) 

D is the Morse well depth, p a constant associated with 

the well width and « the vibrational force-constant. 

For the small vibration amplitudes, p is related to 

K via: 

0 = (k/2D) % (7.9) 

7.2.3 The Form of the Ionic Potential S,(%,F) 
  

We have also used different approximatiors for the ionic 

term S,, (*,F) as follows: 

Primitive case §,, = “ners (7.10a) 

n7e2 G Simple case Sy Dees Sires cea) oe (7.10b) 
° a 

ne? Normal case Sy anere = Tere x (7.10c) 

For comparisons involving Rhodium, an F?-energy term was 

also included. 

The simple case (in which the image and repulsive terms 

are kept constant) can be considered either as an intermediate 

theoretical approximation between the primitive and normal 

cases, or as an approximation with some degree of physical 
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realism, if the initial stage of field evaporation in 

fact takes place parallel to the surface. 

7.3, NUMERICAL VALUES OF THE VARIOUS PARAMETERS 
  

The numerical data were taken from different sources 

and are summarised in Table (7.1) below: 

TABLE (7.1) 

  

SS) n| A° a « p, | Gfo € (an'| a lomo) ttm) | Ger | en 
  

  
W 2 | 8.66 ~|°25.6 0.137 90 2.28 19.86 2 

Rav 5.75 8.41 | 0.136 76 2.57 4.68 2) 

Mo | 2 | 6.81 | 21.66 | 0,136 80 2.40 18.73 9                     

Numerical parameter values used in the calculations. The 

‘oF Ky a(W) and a(Mo) come from Tsong's (1978a) tabulations; 

«(W) has been estimated by Forbes (1978b); «K(Rh) and a(Rh) 

had been estimated in some previous work related to Chapter 6; 

G is calculated as in Biswas and Forbes (1982). «(Mo) is 

derived as explained in the text. 

In the case of Mo, the values of « and op have been 

derived from the experimental Tr? vs z Of Fig. (7.1). The 

slope 8 of the linear part of the graph has been measured 

to be; 

8 =15.4xlo* x? v/nm. 
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According to equation (7.3) we have: 

e=ete- (7.12) 

wD W 

niA_%& 
[e/can(4-)] Fe (7.12) 

J 

Hence, using the first approximation for Q(equation (4.2)), 

we obtain: 

2k2n (2) 
a 3 2 Se series 8 (7.13) 

Around the well bottom (and as a first approximation) the 

zero-Q evaporation field Fo is such that: 

a= K,/nero (7.14) 

Substituting back into equation (7.13), kK is given by: 

(7.15) 

Using the data of Fig. (7.1), where J°=1 layer/s and 

assuming ney 0.01 layers; A = 1014, leads to «(Mo)~80 

ev/nm2. Going back to equation (7.9) for p, leads to 

e (Mo) ~2.40 nm, As for the repulsive term constant G, 

it has been derived by considering the ionic curve, in the 

absence of any external field, (see Chapter 6). G is given 

in function of a and t as: 

a il 
& = Tere, = # fae 
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The valuesof G shown in Table (7.1) are for t=9. Also, 

the results (when the repulsive term is involved) will 

be given for t=9 only, since it has been found that the 

case t=12 was very close to the case t=9. 

7.4 THEORETICAL MODELS: RESULTS AND DISCUSSIONS 

In this section we look at the results derived from 

our theoretical models, and at the effects produced by 

making various different assumptions. In particular, 

Section 7.4.2 looks at the effects of using different 

approximations for Sn: Mostly, this is done using the 

Tungsten data as an example, but we also make reference 

to the Mclybdenum and Rhodium results, where necessary. 

The results are represented in the form of Qt vs = 

plots. The evaporation field values were chosen to vary 

between 167 to 5 V/nm. The extremely high values have no 

physical meaning, but were used to obtain a theoretical 

solution over a wide field strength range. 

7.4.1 Basic Behaviour 

A plot of Qi vs + for the W data is shown as Fig. (7.2) 

for the primitive parabola (a) and Morse (b) potentials. 

Both curves have the same shape and the main features are: 

(1) each curve intersects the : axis at Ay (2) there is 

an initial linear region; (3) then both curves "turn-over" 

(however, "turn-over" occurs at a higher value of Q (about 

mii
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1.8 eV) for the parabola than for the Morse curve (0.5 eV); 

5 (4) finally, there is a region where Q* increases slowly 

and non-linearly with = On the parabola curve, we show 

a branch corresponding to high evaporation field (low 3) 

values. This branch is unphysical and corresponds to an 

intersection inside the bonding point,e.g. at F = 125 V/nm, 

xP = 0.102 nm(<a). The Morse potential curve is plotted 

for D = 8.66 eV (equal to the Tungsten binding energy). 

We also show in (c) a Morse curve corresponding to D = 1 ev, 

where the "turn-over" level is much lower (~0.35 eV). The 

low D value is used to simulate a Tungsten atom in a local 

bonding well: such an atom would diffuse across the 

surface, rather than evaporate, as temperature is increased. 

7.4.2 The Effect of Bonding-Well Shape 

We have just looked at the effect of bonding-well shape 

when we use the "primitive" form for Sy- The results are 

similar when other forms are used. 

In the "simple case", we include the electrostatic 

term as variable, and the image-potential and repulsive 

terms as constants. The shapes of the Q? vs 3 plots for 

the parabola and Morse-potential curves are much the same, 

as shown in Fig. (7.3) for the W data. However, compared 

to the primitive case, the "turn-over” level occurs at 

lower energies on the parabola curve (a) (0.65 ev) and 

even lower on the Morse-potential curve (b) (0.3 eV). 
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With the "normal case", which corresponds to including 

the image-potential term as a variable, the general shapes 

of the curves are again much the same, as shown in Fig. (7.4). 

The "turn-over" level is also lower than the primitive case, 

0.36 eV for the Morse-potential curve (b) and 1.36 eV for 

the parabola curve (a). 

The effect of adding a variable repulsive term (to the 

normal case) has also been investigated. The results were 

essentially identical with those of the normal case, so 

comparisons have been made using the normal case. 

7.4.3 Effect of Using Different Approximations for Sys 

We show in Fig. (7.5), for W, the effect of using 

the different approximations (equation (7.10)) in Snr for 

the Morse-potential case (the same discussion applies 

for the parabolic well, and to Mo and Rh). We see that 

including the image + repulsive terms (curve b) as constants, 

causes: (1) .a shift to lower F°; (2) the curve to turn- 

over at lower energies. Incorporating the constant term 

corresponds to using a lower value for Ky (16.3 eV as opposed 

to 25.6 eV). 

Including the image term as a variable (curves a) also 

causes a shift in Fe, but the curve tends towards the 

primitive case for large Q-values. 
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7.4.4 Inclusion of an F?-energy Term for Rh 

Using the previous estimates of ie and ch for Rh 

(Chapter 5), an F?-energy term has been included in the 

  

form: 

22: 
Pp Hoe G I 2 Doe 

K. - neFx* - ——— + + =(c.-c,)F -V(x") = 0 
n LémejxP (xP) 28 

(7.27) 

where n=1, cy~1.05x10"7 evv “nm” and ©,~0.15x10 Sevv?nm? 

for Rh. A repulsive term is also introduced as a variable. 

We show the Qi vs z plots in Fig. (7.6) for the 

parabola (a) and Morse (b) potentials. The effect of 

including the F?-energy term is compared with the normal 

case (lower curves in (a) and (b)). 

The parabola curve turns-over at Q~0.83 eV whilst the 

Morse-potential curve turns-over at Q~0.64 eV. 

Compared to the normal case, we see that: (1) there 

is a shift in F© (increase by about 30%); (2) at high 

fields, the shifts in Q-values are important, but disappear 

completély at high temperatures (high Q's). 

7.4.5 Summary of Model Behaviour 

From the results and the general shape of the theoretical 

Q? vs 4 plots presented in this section, the first important 

point to be made is that the Forbes prediction of a linear 

relationship between Qt and - holds for low Q-values, but 
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does break down at higher Q-values, even for a parabola. 

Going back to Fig. (7.2), we see that: 

(1) choosing different forms for V(x) (parabola, Morse, 

shallow Morse) but keeping « constant, influence 

the "turn-over" level; 

(2) using the same bonding-well shape but choosing different 

forms for S, mainly influence the slope and intercept 

in the linear region, as shown in Figs. (7.5) and 

(7.6) 5 

Varying the value of « would again affect the slope and 

intercept. But, in general terms, changing materials 

(i.e. altering the value of k) but keeping the same 

bonding well shape, would mainly affect the "turn-over" 

level. 

Results concerning turn-over level, for all three 

materials investigated are shown in Table (7.2). These 

turn-over energy level values are all estimated by eye, 

using nee is hopefully a uniform criterion as to the 

point at which significant departure from linearity occurs.



TABLE (7.2) 

  

  

  

  

Q(ev) 

Parabola Morse Shallow Morse 

W ise 0.5 0.35 

Primitive: Mo 1.9 0.4 

Rh 0.53 0.2 

W 0.65 0.3 

Simple: Mo 0.8 O.2L 

Rh 0.44 Onl 

W 1.36 0.36 

Normal: Mo 0.5 0.18 

Rh 0.46 0.17             
Q-values at which the "turn-over" level occurs. For W, 

Mo and Rh( primitive, simple and normal cases). Only the 

W shallow Morse was carried out for comparison. 

7.5 EXPERIMENTAL RESULTS AND COMPARISONS 

We may compare our model with the experimental data 

concerning the temperature dependence of evaporation field 

(T-F measurements) by Kellogg (198la, 1984) and Wada et al. 

(1980), and that concerning the field dependence of 

activation energy (Q-F measurements) by Kellogg (1984) and 

Ernst (1979). 
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As Fig. (7.1) shows, Kellogg's (198la) and similar 

results are basically given in the form rs vs = All 

T-F measurements were converted into the equivalent Q? vs 

$ plots, by using the emission equation (Chapter 1): 

A 

Q= ki£n   
n 

hr’ 
( F 12 (7.18) 

Equation (7.18) is used with the appropriate value of go. 

We also suppose that only 1% of the surface atoms, on the 

cap of the field-ion emitter, were at "high risk" of 

evaporation (so Dor = 0.01 layers), and that A is constant 

12_-1 
at 10's (Forbes, private communication) . 

We now present results for each material separately. 

7.5.1 Results for Tungsten 

In the case of Tungsten, four sets of experimental 

data were available, of which one concerns the field 

dependence of activation energy (Kellogg: 1984). Using 

equation (7.18) and the given evaporation flux so we obtain 

the results in Table (7.3). Note that in the first three 

sets, different evaporation fluxes io were used. 

The Kellogg (1984) Q-F measurements were performed 

by fixing the evaporation field (fixed voltage) and varying 

the temperature and evaporation flux at each measurement; 

values of Q were then derived from Arrhenius plots. Also 

note the limited field range of the Wada et al. data.



TABLE (7.3) 

  

  

  

          
  

  

  

  

Wada et al (1980) T-F Kellogg (1981) T-F data 
data J° = 0.1 layer/s qo eld layer/s 

r(x) | Qt(ev®) | 2 mv | 70H | o%(ev4) | 2 (amv7}) 

20 0.227 0.0175 60 0.345 0.0182 

34 0.296 0.0177 104 0.454 0.0194 

46 0.344 0.0178 i151 0.547 0.0205 

54 0.373 0.0179 201 0.632 0.0217 

hed 0.446 0.0185 252 0.707 0.0225 

95 0.495 0.0191 300 O.772 0.0236 

105 0.520 0.0193 355 0.839 0.0248 

130 0.579 0.0199 398 0.888 0.0262 

448 0.943 0.0284 

504 1.000 ©.0317 

Kellogg (1984) T-F data Kellogg (1984) Q-F data 
J~ = 0.2 layer/s 

v(x) | o%(ev*) | % (nmv7}) o#(ev#) | 2 (nmv™}) 

50 0.326 0.0167 0.346 0.0169 

150 0.564 0.0182 0.447 0.0175 

200 08652 0.0192 05557, 0.0183 

245 0.721 0.0204 0.592 0.0189 

300 0.798 0.0217 0.721 0.0196 

350 0.862 0.0233 0.775. 0.0203 

400 Os921 0.0250 0.949 0.0212 

450 05977 0.0278 

500 1.030 0.0313 

550 1.081 0.0417             
Experimental T-F and Q-F data for W, on which Fig. (7.7) 

is based. 

 



Figure (7.7) illustrates the various experimental 

results for Tungsten and includes the normal case (parabola 

and Morse curves). Only Kellogg's (1984) Q-F measurements 

represent direct Q? vs z plots. 

We did not attempt to "standardise" these results 

because our interest lies mainly in the "turn-over" 

behaviour of the various plots. We see that all experimental 

plots have a linear region from around 0.35 eV to 0.8 eV. 

Hence, in this region equation (7.1) must be a good 

approximation. At low temperatures, the Wada et al. (1980) 

results diverge from linearity, probably due to ion- 

tunnelling (Chapter 4). One of the Kellogg (1984) T-F 

points also lies in this region. The Kellogg (1984) Q-F 

results give rise to a straight line that seems to be linear 

up to a level slightly higher than might be expected on 

the basis of our numerical calculations. The Kellogg (1984) 

and (198la) T-F results were taken at different evaporation 

fluxes, over the same temperature range. They behave 

similarly and turn-over at about Q~0.9eV. 

Although "turn-over" is common to both these results 

and our theroetical model, the experimental and theoretical 

results are not really in agreement with each other. 

Further, except for the Wada et al. (1980) results where 

the highest temperature is 130 K only, the Kellogg (1981a) 

and (1984) T-F results "turn-over" but the Q-F results do 

not. 
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If the bonding-well parabolic approximation were a 

prime factor in breakdown of the theory at high temperatures 

_(as suggested by Kellogg: 1984), then both Q-F and T-F plots 

would have deviated from linearity. The reason for 

deviation of the T-F plot from linearity must lie somewhere 

else, and the most obvious hypothesis is that the field 

dependence in the pre-exponential factor A is responsible 

for the divergence. This has recently been discovered 

experimentally by Kellogg (1984) during his Q-F measurements. 

He found that the pre-exponential factor increases as the 

evaporation field is decreased, as shown in Table (7.4) below: 

  

  

TABLE (7.4) 

F(v/am) | Q(ev) A(s") 

47 0.90+0.04 | 3x10h® 

49.3 0.6040.01 | 1x1o+? 

51, 0.5240.01 | 8x1ot 

53 0.35+0.003 | 7x101+ 

54.7 0.31+0.008 | 7x10+ 

57.2 0.20#0.004 | 3x107+ 

59 0.12+0.012 | 4x10%         

Field variation of the pre-exponential factor A. Taken 

from Kellogg (1984). 

Table (7.4) suggests that the variation in A is mostly 

important at low fields i.e. high temperatures. This finding 
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is actually in agreement with formulae (7.3) and (7.4) for 

the temperature dependence of field: if A increases as F 

is decreased, then according to these formulae we should 

expect deviations at high temperatures (as shown in 

Fig. (7.1) for W, Mo and Rh). Other possibilities could 

also be explored. 

7.5.2 Results for Rhodium 

The experimental data were taken from Ernst's (1979) 

Q-F measurements and from Kellogg's (198la) T-F measurements. 

They are as follows: 

  

  

  

  

TABLE (7.5) 

Ernst (1979) Q-F data Kellogg (198la) T-F data 
J~ = 1 layer/s 

tix) | o¥tev) | & (amv) | rox [ ofev) | = (amv) 
100 0.224 0.0244 60 | 0.345 0.0222 

250 0.447 0.0303 105 0.456 0.0246 

350 L775 0.0357 152 0.547 0.0263 

430 0.837 0.0417 207 0.641 0.0295 

510 0.949 0.0476 247 0.700 0.0322 

600 Loeeo 0.0588 298 0.769 0.0381 

346 0.829 0.0432 

396 0.886 0.0678 

453 0.948 0.0796 

497 0.993 0.1736             
  

Experimental T-F and Q-F data for Rh. The results are 

illustrated in Fig. (7.8). 
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The corresponding Qt vs z plots are shown in Fig. (7.8) 

where we include, the normal case (parabola and Morse curves); 

the "inclusion of F?-energy term" Morse curve. The 

measurements were taken over nearly the same temperature 

range and Fig. (7.8) shows that Kellogg's T-F measurements 

turn "faster" than Ernst's Q-F. measurements. 

The same behaviour is displayed as for Tungsten: 

Kellogg's T-F points contain a linear region, then turn-over 

at high temperatures, whilst Ernst's Q-F points lie ona 

straight line. However, in this case, the Ernst Q-F points 

are in quite good agreement with our theoretical curves. 

Here too, the different behaviour of the Q-F and T-F 

experimental curves suggests a field dependence in the 

pre-exponential factor A. 

7.5.3 Results for Molybdenum 

Only two sets of experimental data were available. 

The Wada et al. (1980) and Kellogg (198la) T-F measurements. 

The results are shown in Table (7.6). 

The Q? vs = plots are shown in Fig. (7.9) where we 

include the Morse "primitive case" and the Morse "normal case". 

The Kellogg T-F points deviate at high temperatures, but 

the Wada et al. T-F data are not sufficient for any "turn-over" 

to be seen. 
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TABLE (7.6) 

  

  

  

  

Wada et al. (1980) T-F data Kellogg (198la) T-F data 
J~ = 0.1 layer/s J” = 1 layer/s 

zx) | o%ev4) | 2 wwtnm | rox | ottev) | 2 tam 

“20 0.227 0.0200 60 0.345 0.0222 

38 0,313 0.0203 100 0.445 0.0236 

43 6.333 0.0204 157 0.558 0.0250 

60 0.393 0.0208 204 0.636 0.0262 

70 0.425 0.0211 250 0.704 0.0272 

98 0.503 0.02167 309 0.783 0.0287 

110 @.533 0.0217 356 0.840 0.0311 

128 OL 57S 0.0221 406 0.898 0.0324 

452 0.947 ©50359) 

497 0.993 0.0420             
  

Experimental T-F data for Mo. The corresponding plots 

are shown in Fig. (7.9). 

The experimental curves fit between the theoretical 

ones. With the Wada et al. T-F points, deviations at low 

temperatures are also attributed to ion-tunnelling (Chapter 4), 

whilst with the Kellogg T-F points deviations at high 

temperatures could also be due to the variation of A with 

field. 

S19



7.6 THE UNIVERSAL BINDING-ENERGY CASE 

For further comparisons it was thought useful to use 

a Universal bonding form for the atomic bonding well. As 

mentioned in Chapter 1, a Universal binding-energy function 

E*(a*) was derived by Rose et al. (1981). It was shown 

to fit different bonding-type cases (e.g. Rose et al.: 1983). 

The general algebraic form for E*(a*) is as given by 

equation (1.6), i.e.: 

E*(a*) = -(1+8a*) exp (-8a*) (7.19) 

where a* is a dimensionless scaled length defined relative 

to the bottom of the Universal binding energy function, and 

8 a constant (in our calculations 8 will be put equal to 1). 

According to Rose et al., any binding energy-distance 

relationship E(x) (e.g. adhesion, cohesion, chemisorption 

etc....) can be scaled by the function E* (hence its 

Universal character), by the following relationships: 

E(x) E* (x*) AE 
X-X, (7.20) 

* = 

# z 
  

where AE is the binding energy at equilibrium, Xn is the 

corresponding equilibrium position, and 2 is a scaling 

length dependent on the type of bonding under investigation. 

(Note that for convenience, the parameter previously 

denoted by "a*" is now replaced by "x*",) 

==



For the purpose of our calculations, and in order 

to be consistent, it can be seen that AE above corresponds 

to our zero-field binding energy ASS E(x) corresponds to 

the (zero-field) potential energy curve U(x) for a neutral 

atom, and Xn corresponds to our bonding distance a. 

Hence, we may write: 

U(x) = E*(x*)A° 

C7522) 
x* = =3 

Using the appropriate forms for E*(x*) and x*, leads to: 

U(x) = -A°(1+ 253) exp (- 54) (7-22) 

It follows that the bonding potential V(x) is now used in 

the form: 

v(x) = A°[a- (1+ 458) exp (- 5 4)] (7.23) 

The position of the crossing point xP is given by solving 

the equation UL, () = U(x) and the activation energy is 

calculated from Q = V(xP), 

ie Cel Theoretical Comparisons 

The calculations have been carried out for the "primitive" 

and "normal" cases, for W and Mo, since values of 2 for 

these two materials are known. They were taken from Rose 

et al. (1983), and are; & = 9.053 nm for W and 2 = 0.055 nm 

for Mo. The other parameters were taken from data in 

Table (7.1). 
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The calculated Q? vs 1/F plots are shown in Figs. 

(7oL0) and (7.11) for W, and in Fig. (7.12) for Mo. It 

can be seen that the Universal Qi vs 1/F plots exhibit 

the same general behaviour as did the parabola and Morse 

cases. They contain an initial linear: region,then turn- 

over at high Q-values. Also, comparison of Fig. (7.10) 

with Fig. (7.5). for W, and Fig. (7.12) with Fig. (7.9) 

for Mo, shows that the "primitive" and "normal" approximations 

in S, behave much the same as they did for the Morse-potential. 

However, Fig. (7.11) shows that the turn-over behaviour 

differs significantly when the three bonding wells (parabola, 

Morse, Universal form) are compared (for the "normal" case). 

For the Universal bonding well case, the initial linear 

region covers a wider range of Q-values, but at large 1/F 

values the plot has much the same level as in the Morse case. 

In addition, the turn-over for the Universal bonding well 

is more sharply defined. In general terms, however, we 

can conclude that the theoretical Q? vs 1/F plots - whether 

parabola, Morse or Universal form - have broadly the same 

behaviour. So to some extent the expected form of the plots 

must be independent of the initial bonding well shape. 

7.6.2 Comparisons With Experiments 

L 
In Fig. (7.13), we show the Q? vs 1/F plot for the 

Universal bonding well in the "normal" W case, and the 

experimental Q-F results of Kellogg (1984) for Ww. 

The experimental results shown are the only ones for 
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wW that involve a direct measurement of Q. Because of the 

difficulties discussed earlier with possible breakdown 

of the assumption that nor is constant, we do not here 

i] include the results converted from T* vs 1/F experimental 

data. 

It can be seen that the experimental results fit very 

well to the theoretical curve, better than they did in the 

parabola or Morse cases. 

In this Universal bonding curve case, we must note 

that the slope of the theoretical curve is dependent on 

the scaling length 2. The value of 2 has been taken from 

Rose et al. (1983), and we do not know how accurate it is. 

Also, it is not yet clear if this value of 2 would really 

apply to the field evaporation situation. But if 2 does 

not vary significantly with field, and the values of 2 

taken from Rose et al. are accurate enough, the agreement 

between theory and experiments is very good, and it would 

be encouraging if it could be confirmed for other materials. 

7.7 THE OTHER WADA ET AL, RESULTS 

Recently, Wada et al. (1983) reported on some measurements 

of the temperature dependence of evaporation voltage for 

four less field-resistant materials, namely Fe, Ni, Cu and Pd, 

in the presence of Neon and in the presence of Hydrogen. 

The decrease in the evaporation yoltage was particularly 

significant in the presence cof Hydrogen. This effect is 
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well recognised experimentally, and is known as Hydrogen- 

promoted chemisorption (e.g. Muller and Tsong: 1973). Since 

chemisorption of Hydrogen is probably involved, we do not 

expect the normal theory of field evaporation to apply. 

For the experiments conducted in the presence of Neon, 

the Wada et al. (1983) results were replotted in the form 

Q? vs 1/V, using the relationship given by equation (7.18) 

with g°=0.1 layers/s, assuming the same values for Die and 

Aas before. (I thank Dr. Wada for providing me with details 

of his raw experimental data). 

The plots are shown in Figs. (7.14) and (7.15). They 

show three distinct regions: 

(1) A middle region that is reasonably linear. 

(2) In the lower region (high fields) deviations are 

observed as in the case of W and Mo (Chapter 4). 

(3) The upper part of the plots diverge from linearity 

(except in the case of Fe). 

The irregularities observed at high 1/V values in the case 

of Cu and Pd could well be due to experimental difficulties, 

and it would be useful to have these materials re-investigated 

by other workers. 

In general terms, these results support our previous 

findings (for W, Mo and Rh), but since no direct estimates 

of Q or of Nhy A are available for the materials discussed 
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here, it seemsinappropriate to carry out a more detailed 

analysis of the new Wada et al. results. 

7.8 SUMMARY AND CONCLUSIONS 

TeBiecd Summary of the Results 

The main work in this chapter has been the employment 

of three different forms for the atomic bonding well. The 

crossing point of the atomic and ionic curves - for a 

charge-hopping mechanism - has been determined numerically, 

and Qtvs 1/F plots have been produced for W, Mo and Rh. 

This investigation was stimulated after Kellogg's (198la) T-F 

results - taken over a range of temperatures higher than 

those of Wada et al. (1980) - showed a turn-over phenomenon 

at high temperatures. This initially suggested a breakdown 

of the parabolic approximation introduced in Chapter 4; - 

hence the use of more realistic forms for the atomic 

bonding well, namely a Morse potential and a Universal 

bonding curve . We may summarise our investigations as 

follows: 

(1) Both the Morse and Universal bonding well confirmed 

the existence of a linear region in the Qt vs 1/F 

plots for all of W, Mo and Rh. Turn-over occurred 

at sufficiently high values of 1/F, but was different 

in kind from that observed by Kellogg. 

(2) Simultaneously, Kellogg (1984) published new results 

for W where direct Q-F measurements, as well as T-F 
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measurements were made. The Q-F results, when 

replotted in the form Q? vs 1/F showed a straight 

line (in agreement with our earlier predictions) but 

the ve vs 1/F plots turned over. 

(3) The same type of behaviour has also been observed in 

the case of Rh when the Ernst (1979) Q-F results were 

compared with Kellogg's T-F results. 

(4) From his Q-F measurements, Kellogg also found an 

apparent field-dependence in the pre-exponential 

factor. This finding provides us with a ready 

explanation of the turn-oyer behayiour of the T-F 

plots. However, the very large deviation observed at 

Cnewlowest field ((a=3x10. [sn ao as opposed to 4x1lo 

at the highest field - see Table (7.4) ) is very 

surprising. We cannot think at present of any physical 

origin behind this effect. Possibly some experimental 

artefact (or the occurrence of surface diffusion) may 

be partly involved, and it would be helpful to have 

more experiments on this matter. 

(5) Generally, our results showed that all three bonding 

well shapes behaved in a broadly similar manner. 

(6) The Qt vs 1/F plots for Fe, Ni, Cu and Pd were 

basically compatible with our results on W, Mo and Rh, 

We will come back, in Chapter 8, to discuss the results of 

this chapter in a broader context; however, the next section 
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draws some conclusions about the T-F and Q-F type 

experiments. 

Ueeee Some Comments on the T-F and Q-F Measurements 
  

Throughout this thesis many T-F and Q-F measurements 

have been used, and it is useful to make some comparisons 

on their relative importance. Three different experimental 

techniques are usually involved: 

(1) Straightforward Field-Ion Microscopy (FIM) experiments 

of the type used by Wada et al. 

(2) Pulsed Laser Atom Probe (PLAP) techniques as used 

by Kellogg. 

(3) More sophisticated experiments employing a retarding 

potential analyser as well as an ion counting system, 

of the type carried out by Ernst. 

Experiments of type (1) above are carried out simply 

using direct visual observation. Techniques (2) and (3) 

involve more complicated apparatus and lengthier procedures, 

and are more laborious to perform. 

Also the determination of activation energy Q is based 

on Arrhenius plots, so it is less direct than measurements 

of T and F, Howeyer, obtaining a theoretical relationship 

between Q and F involves fewer theoretical assumptions 

than a relationship between T and F, so it is useful to 

test the Q-F relationship directly, which can be done using 
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data provided from the counting facilities used, for 

example, by Ernst, Kellogg and Block et al, 

In general, the more complex the experiments, the more 

information can be extracted. Thus in the experiments of 

the Berlin group (Ernst, Block and co-workers), where 

activation energy and appearance energy are measured jointly, 

additional information can be derived between binding energy 

and field, and about a relationship between xP and F. 

This latter type of experiment should be extended to 

more materials, because they provide most information. 
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CHAPTER 8 

CONCLUSIONS, REVIEW OF RESULTS AND 

IDEAS FOR FUTURE WORK



This thesis has mainly been concerned with application 

of the theory of metal field evaporation to the analysis 

of experimental data, in particular that derived from 

the experiments of Tsong (1978b), Wada et al. (1980), 

Ernst (1979) and Kellogg (198la, 1984). New formulae 

for the field dependence of activation energy and the 

temperature dependence of evaporation field were successfully 

applied to Tungsten, Molybdenum and Rhodium by assuming 

a charge-hopping evaporation mechanism. And we have shown 

how surface atomic parameters, such as the F?-energy term 

coefficient Cyr bonding distance a, vibrational force- 

constant « and frequency v, can be estimated from field 

evaporation experiments involving measurements of activation 

and appearance energies as a function of field and 

temperature. 

The aim of this chapter is to discuss further our 

earlier conclusions. We start first by summarising the 

main achievements arising in this work in Section 8.1. 

Section 8.2 re-examines the charge-draining mechanism, 

Section 8.3 tries to find an answer to why our model 

works, whilst Section 8.4 is a discussion of the discrepancies 

observed from the different plots. In Section 8.5 

interpretations are given to the meaning of the various 

surface atomic parameters, in the context of charge-hopping 

and charge-draining. Finally, Section 8.6 suggests some 

future work, 
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8.1 MAIN ACHIEVEMENTS: SUMMARY 

Crick On The Image-Hump Formalisms 

The simple image-hump formalisms for discussing the 

Muller mechanism have been re-investigated. In general, 

they have been found to he inconsistent with experimental 

data on evaporation flux field-sensitivities for most of 

the six refractory metals used (W, Mo, Ru, Hf, Ir and Pt), 

although in some cases no conclusions could be achieved. 

Incompatibilities between image-hump formalisms and 

experimental data have also been found by Biswas and Forbes 

(1982), Biswas (unpublished work), Ernst (1979) and 

Kellogg (1984). Investigation of Gomer-type mechanisms 

seemed a better route to follow. 

8.1.2 Derivation of a os Value 

By assuming an F*-form for the field-dependent 

binding energy increase AA, a value for the coefficient cy 

has been estimated for Rh, namely: 1,05+0.3 mey>cnm:. 

This was achieved by analysis of Ernst's (1979) data, 

based on the field-dependence of activation and appearance 

energies. We found that a zkT-type correction was 

necessary, with z=10.5+3. One implication of the derived 

cy value was that the "p2_energy term correction" in the 

activation energy formula, equation (4.5), was not in- 

significant, 

It is worth noting that the analysis carried out on 

the coefficient Cy is independent of the assumed mechanism 
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of escape. We have also seen that c, seems to have two 

origins: orbital polarization and partial ionization. 

This last point is very relevant to the question of 

whether the escape process is best described as a charge- 

hopping or charge-draining mechanism. 

Sates Basic Assumptions 

The principal assumption in this work has been the use 

of a curve-intersection formalism for the field evaporation 

process, together with certain assumptions about the form 

of potential energy terms. The important assumptions of 

our model have been reviewed in Chapter 3. They include: 

a linear form for the electrostatic ion potential energy, 

on the grounds of historical reasons and the lack of well- 

developed charged surface models that take into account 

the various local field variations; the assumption of the 

validity of the classical image-potential at distances 

relevant to metal field evaporation; the use of flat 

surface models, so that field evaporation takes place in 

a perpendicular path; and - in part of the work - the use 

of a parabolic bonding well shape. 

However, as suggested by Waugh et al., the evaporating 

atom may move sideways prior to evaporation. This indicates 

that the ion potential energy should perhaps be written in 

a two-dimensional form. Our supposition has in effect 

been that evaporation can be treated as if taking place in 

a straight path and that a curve-intersection formalism can 

be used as a first approximation. We return to this shortly. 
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8.1.4 Adopted Formulae 

In our model, the following assumptions lead to basic 

mathematical formulae: 

cs The pre-evaporating atom is moving in a bonding well 

that is parabolic around its bottom, so that the 

activation energy Q is given by: 

Q = kK (xPa)? 

= For values of xP around the bonding distance a, the 

activation energy values are small and as a first 

approximation can be neglected in the determination 

of a relationship between xP and F (Appendix A), namely: 

xP za Fo/F 

These equations lead to the Q-F formula: 

gh = 9 (Fer - 1) 

= Through the emission equation: 

A 

a 
Par 

a 
Q=kT 2n (   

the T-F formula has been given by: 

pi = 9% (F°/F - 1) 

as long as the product noe does not vary significantly 

with field. 

Thus it can be seen that our model involves independent 

: . > = > . > Dp 

assumptions/predictions of linear relationships hetween x* 
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and 1/F, xP and Q? and 9 and T, and these lead to further 

i 5 predicted relationships between Q* and 1/F and T° and 1/F. 

These relationships can he arranged hierarchically, thus: 

1) xP « 1/F 

2) xP « 7, and hence from (1): Q? « 1/F 

3) Q« TT, and hence from (2) : rt @ L/F. 

821-5 Application to Experimental Data 

Ernst has derived values of xP from his experiments, 

assuming electrostatic potential linearity and the classical 

image-potential form (Chapter 6). When these xP are plotted 

against the independently known values of F, a straight 

line relationship is obtained, as shown in Fig.(8.1). This 

result at least demonstrates that Ernst's procedure and 

assumption (1) above are self-consistent. 

Linearity between Qt and 1/F was originally predicted 

analytically by Forbes, on the basis of assumption (1) and 

a presumed parabolic shape for the bonding well. In this 

work numerical methods were used and a more realistic 

alternative, namely a Morse potential form, was used for 

the bonding well and compared with the parabolic case. 

Both cases contained a linear region but diverged at low 

field values. Basically, both bonding well shapes behaved 

in the same manner, except that divergence from linearity 

occurred at different levels. Towards the end of the 

project, a Universal bonding well form was used: the 

resulting Q? vs 1/F plots again showed a similar benaviour 
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to the parabola, and Morse cases. This shows that the 

general form of the results is independent of whether 

a parabola, Morse or Universal form is assumed for the 

bonding well shape. 

Experimentally, the predicted linearities between xP 

and a3, and Q? and 1/F, have been verified in the case of 

Rh over a wide range of fields and corresponding 

temperatures (100 to 600 K). The Q? vs 1/F linearity 

prediction has also been confirmed in the case of W (see 

section 7.5.1). 

Recently, a further confirmation of linearities 

between xP and Q?, and Qi and 1/F have been found by 

Block et al. (private communication), in the case of Ag. 

We show in Fig. (8.2] the derived experimental xP vs Qi 

and Q? vs 1/F plots. 

5 
Reasonable linearities in the T* vs 1/F plots have 

been found over a limited range of fields and corresponding 

temperatures, for a number of materials, including W, Mo, 

Rh and Cu, Ni, Fe, Pd (in the presence of Ne). Linearity 

was best evidenced in the W and Mo results, but there was 

no significant linearity in the Ga results (Chapter 4). 

Thus there seems to be some indication that the predicted 

5 
relationship between T* ys 1/F is best demonstrated in 

the case of the highly field-resistant materials. 

In many cases deviations from linearity in the vs vs 

1/F plots were found at high fields, at low fields, or both, 
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as summarised in Table (8.1). On the other hand, for 

5 
W and Rh, the Q* vs 1/F plots were linear over a range 

of low fields where the rt vs 1/F plots had deviated. 

The discrepancies observed in connection with the 

T-F plots at low and high fields respectively, and the 

interpretation of the Q-F plots will be discussed in a 

later section. 

Perhaps the most important point to be noticed is 

that linearities predicted by the curve-intersection 

formalism (and other assumptions) were present in the 

experiments. This is somewhat surprising, because the 

curve~intersection formalism is based on the charge-hopping 

mechanism, whereas there is every reason to suppose that 

charge-draining is the mechanism that operates. Hence, 

the next step must be to explore whether the mathematical 

relationships discussed in section 8.1.4 may still be 

valid in the theory of charge-draining. In this context, 

we return to reconsider the charge-draining mechanism. 

8.2 - ANOTHER LOOK AT THE CHARGE DRAINING MECHANISM 

We must begin by pointing out that Fig. (3.7), which 

is the diagram most commonly used to discuss charge-draining 

is probably not strictly applicable to field evaporation 

under normal circumstances. This is because it really 

corresponds to a situation where, well tc the left of 

the crossing point (i.e, close to the metal), the 

broadened energy level of the top electron in the surface 
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particle is completely below the Fermi level, so the 

particle is neutral. This is the situation envisaged in 

the "localised bonding" case described in Muller and 

Tsong (1969), originally discussed by Gomer and Swanson 

(1963). 

In the case of metallic adsorption in the presence 

of a field, where the surface atom is presumed to be 

partially ionic, the broadened energy level is not 

completely filled at the bonding point. Consequently, 

it is probably better to draw the potential-energy diagram 

as in Fig. (8.3). 

Here the top most curve, marked "F=0", is that 

corresponding to a neutral atom in zero-field. The 

intermediate curve, marked her corresponds to a neutral 

atom in the presence of a field. The inmost part of this 

curve is, however, hypothetical. And due to the presence 

of the field, the lowest curve, marked Kus. corresponds 

to the equilibrium-state partially-charged object. 

Hence in field evaporation, an atom should first 

conform to the curve Uy: As it starts moving away from 

the surface, charge drains out of it and, (at fields 

high enough for field evaporation to occur) it goes over 

the activation energy hump in a partially-charged state. 

Eventually, ionization is completed via further charge- 

draining and movement away from the surface. The 

resulting particle is an ion with a well defined charge 
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Fig. (8.3) The new bonding curve picture of 

charge-draining. 
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(me) and follows the standard ionic potential energy curve, 

marked no in Fig. (8.3). Since well defined analytical 

forms exist for the different components that contribute 

to the ion potential energy, this "pure n-fold ionic curve" 

can be continued in towards the surface. This is shown 

as the dashed portion of the curve marked UL on the 

diagram. 

This whole picture, however, ceases to be valid if 

the activation energy hump is so far from the emitter 

surface that it is physically implausible that the 

evaporating entity can be partially charged, and in this 

case the mechanism is presumably charge-hopping. However, 

at the high fields characteristic of conventional field 

evaporation, the atom-surface distance is relatively small 

and charge-draining is presumed to be the escape mechanism. 

In Fig. (8.3) it is the energy difference between 

the well-bottom levels of the "F=0" and BU curves that 

is given by 4 c, F?, Also, since the position xP of 

the top of the hump is well defined (in the diagram) the 

difference AU between the level of the top of the hump 

and the value of the pure n-fold ionic potential at this 

position (u, GP) is also well defined in principle, 

although currently impossible to calculate. However, it 

is no longer easy to see how AU can be written meaningfully 

as -I/2-Ae , as it was with the localised bonding picture 

of charge-draining (see Chapter 3). 
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It is also clear that the activation energy Q in 

Fig. (8.3} is well defined (although currently impossible 

to calculate accurately), and that it is possible in 

principle to express Q as a function of xP, thus Q=Q(xP). 

(xP is of course a function of external field F.) 

8.3 WHY DOES OUR MODEL WORK? 

Sosek The Charge-Draining Problem 

In spite of its limitations and simplicity, our model 

has proved its usefulness. Hence, we may ask the question: 

why does it work adequately (at least for the more field- 

resistant materials) over a certain field range? One part 

of the answer must presumably be that the relationships 

xP ie 1/F and Q? « x are inherent in the charge-draining 

mechanism as well as in the charge-hopping mechanism. 

We look at these in turn. 

For the charge-hopping mechanism, the xP « Le 

relationship was derived as explained from the diagram 

shown in Appendix A, and reproduced in Fig.(8.4a). The 

corresponding diagram for the charge-draining case is 

shown in Fig. (8.4b). In both cases the bottom of the 

well (at any given field strength) is taken as the 

energy-zero level. 

In the charge-hopping case the activation energy Q(C.H) 

is ignored in comparison with the height nee Clearly an 

equivalent approximation can be made in the charge-draining 

case about Q(C.D), so in this case too we expect xP ic L/Ps 

approximately. 
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Fig. (8.4) Illustration of the x? vs 1/F relationship. 

(a) diagram from which the relationship between 

xP and 1/F has been derived, for a charge- 

hopping mechanism. 

(b) application to the charge-draining mechanism. 
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(Note that in the charge-draining case the position of 

the bottom of the well may be field dependent and shifts 

outwards, but this does not affect the relationship 

under discussion.) 

As regards the second linearity relationship, we have 

seen that Q(C.D) can be expressed as a function of xP, 

and it is obvious that Q(C.D) must increase as F decreases 

and the position of the hump moves out. Whilst it is 

difficult to reliably predict how Q(C.D) varies as a 

function of xP, a variation of the form 2 « xP (as deduced 

from experiments) is plausible. It is thus also plausible 

% that Q* « 1/F, approximately. 

Bases The Surface Structure Problem 

Another surprising result comes from the work of Ernst 

who, assuming electrostatic potential linearity and a 

straight evaporation path, as mentioned earlier, derived 

experimental xP values that vary linearly with the 

reciprocal of the measured fields, as shown in Fig. (8.1). 

This finding is not obviously compatible with the Waugh 

et al. suggestion of a two-stage path discussed in 

Chapter 3. 

One may think of two possible explanations. First, 

if the evaporating entity does really move sideways, then 

this movement must occur over a very short distance, but 

ionization takes place on the straight portion of the 

path, Thus this possibility would certainly not affect 
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one of the assumptions of our model. Second, the Waugh et al. 

interpretation of their results might have been wrong. 

An apparent movement sideways could be due to some other 

reason, for example space-charge effects. 

8.4 DISCUSSION: THE HIGH AND LOW FIELD ANOMALIES 
  

We now examine the possible reasons behind the observed 

deviations in the T-F plots in the high and low-field 

regions, and the absence of these in the Q-F plots. 

8.4.1 The High-Field Case 

Under these conditions, the activation energy is low 

(i.e. low temperature) and ionization occurs close to the 

surface. 

The observed deviations in the T-F plots (Chapter 4) 

could be due to the pre-dominance of ion-tunnelling, as 

already mentioned in Chapter 4, The deviation temperatures 

were 50 K for W and 35 K for Mo and prebei enn the range 

of recent calculations of critical temperatures re, 

Another possibility is that one or other of the assumptions 

xP « 1/F or Qi « xP ceases to be valid close to the 

surface. In the first case, failure of the relationship 

xP ic 1/F could be due to the breakdown of the "straight 

path/constant field" model. In the second case, failure 

of the assumption Qi « xP might be due to the fact that 

the top of the activation energy hump in charge-draining 
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gets closer to the bottom of the bonding well. These 

factors would also affect the xP vs Qt and Q? vs 1/F 

plots, but no data points were available in the high 

fields range. 

Independent evidence that ion-tunnelling effects are 

operative in the high fields range can, however, be found 

in the work of Menand and Kingham (1983; submitted for 

publication) and Menand et al. (1984). 

Menand and Kingham first suggested the possibility 

of ion-tunnelling for Boron field-desorbed from FeB and 

CoB metallic glasses at T=78 K and T = 20 - 30 K 

respectively, during a study on the isotopic variations 

in field evaporation charge-state of B ions. Their 

suggestion was supported in a subsequent investigation 

where the desorption rate of B ions was found to be 

almost independent of temperature, below 140 K. Further 

evidence for tunnelling was provided by the relative 

10,2+ and i1,2+ 
abundance of isotopes as the temperature 

was varied. The critical temperature predicted for Boron 

by Menand and Kingham (1983) is in the range 140-200 kK; 

this is compatible with the experimental findings, and 

tends to confirm the adequacy of the theory used to 

predict critical temperatures. 

In our case (certainly for W and Mo) we may conclude 

that in the high-fields situation, ion-tunnelling is 

probably an important factor. But a possible failure 

‘ 

of either of the xP vs 1/F or Q* vs xP relationship should 

also be considered. 
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8.4,2 The Low-Field Case 

In this case, the activation energy is high (i.e. 

high temperature) and jfonization occurs further away 

from the surface, 

* vs 1/F plots The corresponding deviations in the T 

(Chapter 7) may have several origins. It was first 

thought that the major reason was due to break-down 

of the parabolic approximation (i.e. a bonding well shape 

effect). Then, other possibilities were considered, for 

example, the desorption of the Helium used as an imaging- 

gas, or the onset of surface diffusion, at high temperatures. 

Hence, the bonding well shape effect stimulated the work 

on the Morse potential (Chapter 7). 

However, several points deserve notice. First, the 

imaging-gas was not present in Kellogg's experiments for 

example, Second, the Morse potential (and Universal form) 

cases behaved similarly to the parabolic case. But the 

most remarkable result comes directly from the experimental 

Q? vs 1/F plots for both Rh and W, which fitted consistently 

our model prediction (i.e. no deviation was observed in the 

5 low-field regime where the T’* vs 1/F plots do deviate). 

This prediction has now been supported further by the 

L 

recent Q* vs 1/F plot for Ag, provided by Block et al. 

(see Fig. (8.2)). 

If the bonding well shape effect were the main cause 

L 

for the observed deviations in the T* vs 1/F plots, it 
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would also have appeared as deviations in the experimental 

Qi vs 1/F plots. But we now have evidence that these 

deviations do not show for three materials. So the 

deviations in the rv! vs 1/F plots must have another cause. 

In this context, Kellogg (1984) discovered experimentally 

(in the case of Tungsten) an apparent field-dependence in 

what he called the "frequency prefactor". In more 

specific terms, this should be interpreted as an apparent 

field-dependence in the product nya A field-dependence 

in nop would lead to a breakdown of the assumption that 

Q«T (for a constant flux). This would provide an explanation 

of the different Q? vs 1/F and pe vs 1/F behaviours 

observed in the case of W, and probably in the case of Rh 

and Ag too. The physical cause of the field-dependence in 

ny is not at present clear, even though one can speculate 

theoretically about its possibility, due for example to 

bonding well shape effects. At somewhat lower fields (i.e. 

at higher temperatures), outside the range of the experimental 

Qf vs 1/F plots, we should presumably expect effects due 

to bonding well shape as discussed in Chapter 4 and/or 

surface diffusion, and effects due to the field-dependence 

in nhyAr to occur. In this case, the interpretation of 

the experimental results, in that field range, might be 

found difficult. 
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8.5 EXTRACTION OF SURFACE ATOMIC PARAMETERS 

In the context of a charge-hopping mechanism and 

using the x-Q and Q-F plots, values of bonding distance, 

force-constant and vibration frequency have been derived 

for Rh, These are: a= 0.13 + 0.03 nm, kK = 80(=36/+57) ev/nm2 

and v = 1.4 (-0.3/+0.5) x1022 Hz. These results were based 

on weighted linear regressions of the x-Q and Q-F plots. 

In the analysis, it was found important to estimate and 

include a zkT-type correction. The work-function was also 

an important factor. Its choice had a significant effect 

on the values found for a and k. The value derived for 

« was physically reasonable in size, but the value of a 

was less than the neutral Rh atom radius. This last result 

was interpreted to suggest that surface atomic structure 

must be considered in field evaporation theory. Values 

found for the zero-Q evaporation field F° were significantly 

higher than reported experimental fields, for all three 

materials (W, Mo, Rh), but some justification for this has 

been given. 

The above parameters F, a and « have of course been 

derived in the context of a model that assumes the charge- 

hopping mechanism and a constant field/straight path. We 

now re-examine these parameters in the context of a 

charge-draining mechanism, but still using the constant 

field/straight path model. In this case it is assumed 

that the position of the bottom of the bonding well moves 

outwards slightly, as the field is increased and the bound 
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atom become more ionic. Thus the bonding distance at the 

point where Q=O0 (which is denoted by av) is expected to 

be greater than the zero-field bonding distance (which is 

denoted by a?) « 

In the case of charge-hopping, extrapolating the 

P * plot should yield a value for the experimental x* vs Q 

zero-field bonding distance ae, since the assumptions are 

made that Qf a x? all the way down to the bottom of the 

well, and that the position of the well bottom is independent 

o£ field. 

But if the charge-draining mechanism is operating, the 

bonding distance is moved out slightly from its zero-field 

value, as the field is increased. If a linear extrapolation 

back to the xP axis can be used, the deduced value would 

be aoe and would correspond to the point of inflexion when 

the activation energy hump has just disappeared, since Q=0 

in this case. For Rh, this value has been found to be 

0.13 nm. The corresponding zero-field value a° would be 

less than this, so the bonding site would be even closer 

to the electrical surface than assumed in Chapter 6, and 

the considerations of section 6.11 would be reinforced. 

However, it is not certain that a linear extrapolation 

would be fully valid. At the highest fields, the top of 

the activation energy hump gets closer to the surface, the 

bottom region of the bonding well changes rapidly with 

field, and the assumption Q? « xP might break down. But 
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it seems likely that any deviation might be relatively 

small, perhaps as shown in Fig. (8.5), so the extrapolated 

value a* (shown in the figure) is probably close to aan 

For the charge-draining mechanism, the parameter Fe 

is still defined by Q(C.D)=0. If a linear extrapolation 

4 vs 1/F plot can be used, it would of the experimental Q 

yield a value for go. However, as in the case of the xP vs Qi 

plot, if the linear extrapolation is not valid, there 

would be a small divergence between the real and extrapolated 

values for F°. 

The extrapolated Fe is, of course, still higher than 

experimental field values, but the consistency argument 

presented in section 6.10 still holds because it actually 

employs consistent values of a© and F° derived from 

Ernst's results. 

With the charge-draining mechanism, the slope of the 

xP vs Qt can no longer be directly interpreted as a force- 

constant, that is a parameter associated with a bonding 

well shape. However, we can imagine that the level and 

position of the top of the hump must to some extent reflect 

the shape of the zero-field bonding well. Then it is not 

Surprising that the measured slope has a value close to 

that of the force-constant expected for a well where the 

vibration frequency is about 1x10+? Hz. 

For the charge-draining mechanism but with a sideways 

movement, the interpretation of the extrapolated parameters 
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Fig. (8.5) A possible variation of the xP vs Q? 

relationship at high fields. 

ao 3 bonding distance assuming a linear 

extrapolation 

a bonding distance in the case where 

5 Q? « xP breaks down. 
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* plot, only the is more speculative. From the xP vs Q 

parameter a can be deduced; we cannot directly associate 

this with the bonding site. As regards FS, the argument 

presented above still seems to apply, i.e. there may be 

a small divergence between the extrapolated and real 

values. The parameter derived from the slope of the 

2 5 vs Q* plot presumably relates to the shape of the 

part of the bonding well that lies along the section of 

the path where ionization occurs. It seems unwise to 

speculate further, because in this sideways movement 

case, Ernst's experiments really ought to be analysed in 

terms of a structured surface model. 

8.6 SOME SUGGESTIONS FOR FUTURE WORK 

From the analysis in this thesis, it is clear that 

more experimental and theoretical work would be useful 

in a number of areas. In order to improve our understanding 

of the theory of field evaporation, we certainly need 

progress in the following topics. First, a better view 

on the behaviour of charged surfaces. In particular, we 

need surface models that are able to predict local field 

and potential variations, taking into account the local 

atomic. (geometrical) and electronic structures. It would, 

for example, be useful to re-analyse Ernst's Rhodium data 

on the basis of a well developed surface model. Second, 

the charge-draining mechanism needs a better theoretical 

basis. In this context, we may suggest two main approaches 

that deserve to be explored: 
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(1) 

(2) 

The use of semi-empirical potential energy terms to 

give a better picture of ion-surface interactions. 

This has recently been attempted by Kingham (1985), 

although his particular treatment seems unsatisfactory 

because it predicts that the evaporating entity will 

have an integral charge in its as-bound state, and 

that the field evaporation process involves an 

integral change in the charge-state. 

Another more sophisticated approach would involve 

chemisorption-based calculations, but with electrostatic 

potential terms included self-consistently. Possible 

techniques include a tight-binding method (for example 

a development of Kingham's cluster calculations) or 

some modification of the Universal bonding curve 

approach to take account of the partial ionization 

of the pre-evaporating entity. However, calculations 

of this type seem likely to prove very difficult. 

On the experimental side, the immediate requirement is for: 

(1) 

(2) 

More measurements on the temperature dependence of 

evaporation field, and the field dependence of 

activation energy and appearance energy, of the type 

first carried out by Ernst. These should include a 

wider range of materials and (if possible) use a wider 

range of fields. 

Confirmation of the apparent field-dependence of the 
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pre-exponential product Dar: in the case of W, and 

similar investigations for a wider range of materials. 

Possible theoretical reasons for the field-dependence 

in nya must also be explored. 

For the time being, however, our model can be seen 

as a good first approximation towards a better understanding 

of the theory of field evaporation, 
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APPENDIX A 

NEW ACTIVATION ENERGY FORMULA: 

From Chapter 1, the virial of an ion at a distance 

x from the emitter's electrical surface, in an external 

field F, is: 

22 
Bi hee Ee b, nce Goel ee Wy (x/F)=(A +H,-nd )-neFx. Tr Te ok + am 3c,F (Al) 

where the parameters have meanings as described in Chapter l. 

The activation energy is then given by equation (1.14), i.e.: 

Qn=W, (xP, P)=(AF iH, -no")-nerxP- Be _ 4G ___lo 

If we use Ny (*,F) to represent the "purely chemical" ion- 

surface interaction, approximated here by the image-potential, 

repulsion and F?-energy terms, then: 

2.2 
eee Gy ok 2 

Ugg 7) Terese) at 7 Don” (G3) 
° x 

and 

ay E Oe +H,-ng ) - neFxP + ny (xP LF) (A4) 

which can be put in the form: 

EF E Pa neFxP = (A tH no”) + ny (xP,F)-9, 5 h(xP,F)-9. (A5) 

where 

h(xP,F) = (AP +H -ng®) + ny (xP ,F) (a6) 
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h(xP,F) as defined by Equation (A6) is a slowly varying 

parameter called the "pivot height" (Forbes: 1982d) and 

has the dimensions of energy. At the zero-Q evaporation 

field ES, xP=a and Q,=0, so that equation (A5) becomes: 

e 

neFa = (AP + Bs no®) + n, (arF°) ae (A7) 

eS 
is a constant defined by Equation (A7) and is called 

"standard pivot height". The relationship between Bo 

a and F© can be illustrated graphically as follows: 

Shf \ 

i h-a, 
ner 

ner 

Qa t —-\ 
a 

—_——— <———— 
x xP 

(a) (b) 

The x-axis is placed at the level of the bottom of the 

potential well, and the y-axis is placed to coincide 

with the metal's electrical surface: the third side of 
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the triangle is drawn through a "pivot" on the y-axis 

at an energy level ne (Fig. (a) above). 

For F slightly less than Fe, the third side - neF - 

would cut the x-axis at xP greater than a. For values 

of xP not very far from the bottom of the well, or is 

small. Assuming that the variation of h is also small 

enough to be neglected, we have: 

h(x?,F) = h& (a8) 

and in a first approximation equation (A5) becomes: 

neFxP = h(xP,F) - Q| = ho ie (A9) 

This last point is illustrated in Fig. (b), where the 

third side is swinging about the pivot on the y-axis 

and intercepting the x-axis at xP. From Equations (A7) 

and (A9), it follows that: 

xP h°/neF =a F°/F (A10) 

At this point it is necessary to introduce some 

specific assumption about the shape of the bonding well. 

As a first approximation valid near the well bottom, 

Forbes (1982d), took the well to be parabolic. The 

atomic potential energy relative to the bottom of the 

well, V(x,F) is then given by: 

v(x,F) = 4 «(x-a)? (all) 
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where « is a force-constant. Any field-dependence 

appears in the value of k. 

Bearing in mind the subsidiary condition in equation 

P (1.22),(and using x* interchangeably with xo) the 1 

activation energy is: 

Qtr) = vGxP,r) = 3 « (xP-a)? (a12) 

Substituting xP from equation (Al10) into equation (Al12) 

we obtain: 

Q, 29% a - a)? ade ar(eeyr - 1)? (A13) 

or 

Q, = a(eeyp - 1)? 

where 

2= 5K a? (al4) 

This is a Q-formula explicit in F for the charge-hopping 

mechanism. 

Equation (Al3) is a first approximation. A better 

approximation can be obtained by adding higher-order 

terms to h® when Taylor-expanding h(xP,F) in Equation (A9) 

while continuing to neglect Qn: Thus: 

an 1 an 
n(xP,F)= n&+| ($8) + (537) (r-F*)+(xP-a) —B) + 

3 2 
e ax’ e 

a,F a,F 

(A15) 
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since it is known that 

    

= 20 

oxe ox’ a,F° 

Using 
on. 

ats eet 
n P ox a;F° 

and 

an cm dA n 
a - [abs Me Z 

a,F 

we write Equation (A15) in the simpler form: 

h(x®,F) = h°+n® (PoE) +n! (xP-a) 

Then, substituting into Equation (A9.), we obtain: 

e ae 
Dre b. 
eS op (P= i 

nF Gra) aE 

and an expression for (xP-a) is easily derived: 

(xP. ~a) |e = a)+ pe 5 p - fa) 

knowing that h& = neF°a, we have: 

p s Fe ne Fe aa, (x¥-a) = ne go) a eee 1) aa 
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(Al16) 

(Al17) 

(A18) 

(A19) 

(A20) 

(A21)



Hence, 

nee 712 
(GPea)? = ed =) & - 1) pe ta (A22) 

A new expression for Q is then given by: 

S ea 2ae 2 

Q, = ge lan ry a- 2) @ -p (a23) 

An explicit expression for m® can be obtained by using the 

conventional Fe expression in Equation (Al17), thus: 

mT? = (c, - c,) FO (A24) 
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APPENDIX B 

B.1 INTRODUCTION 

The chemical bonding of an atom (the "adsorbate") to 

a surface (the "substrate") is termed chemisorption. 

Chemisorption involves electron sharing or exchange between 

adsorbate and substrate, as opposed to physisorption which 

involves only the Van de Waals interactions. 

In general, adsorption include alkali metals, Hydrogen, 

Oxygen, Nitrogen, small organic and inorganic molecules 

and other metals, whilst the main substrates are the 

transition and noble metals. Our interest here is, of 

course, the chemisorption of transition and noble metals 

on their own substrates, and particularly the chemisorption 

of kink-site atoms on field-ion emitters. 

As indicated in Chapter 1, surface atoms at the kink 

site positions can be seen as chemically bound to the 

surface, with binding energy A°, Various experimental 

methods exist for estimating Ae (commonly known as the heat 

of sublimation). They range from the early thermodynamic 

approaches, to field desorption techniques (e.g. Plummer 

and Rhodin: 1968). 

The general form of the bonding potential vs. distance 

relationship is well known. It might in principle be derived 

from chemisorption-type calculations, as a function of 

substrate-adsorbate distance. But this would be tedious 
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(unless the "Universal binding-energy function" has solved 

the problem!), and has rarely been attempted. Hence, 

simple classical models (e.g. Lennard-Jones, Morse, 

Buckingham potentials) are still in use. 

The aim of this Appendix is to briefly describe some 

of the theoretical methods that are used in chemisorption 

calculations, in particular the one-electron approximations 

to an N-body problem (see Muscat and Newns: 1978), and 

the electron-level broadening approach first put forward 

by Gurney (1935). We then indicate how this may be 

relevant to field evaporation theory by citing the work 

of a few authors. 

B.2 N-ELECTRON THEORY 

The chemisorption energy AE (= Ae at the bonding point) 

can be simply defined as the difference between the energy 

E of the separated substrate and adsorbate, and the 

energy E of the adsorbed system: 

SE =E es (Bot) 

In this discussion, it is assumed that interaction between 

the adsorbate ion and the substrate may be neglected, and 

hence E is taken as the energy of the electron system. 

Chemisorption is thus regarded as the theory of a 

system consisting of a large number N (assumed even) of 

electrons. The system is described, in the Born-Oppenheimer 

approximations, by its electronic wavefunction ¥(tq7---Ey) 
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where ry is the coordinate of the not electron. The 

Schrddinger equation for the system is then solved using 

different approximations, which are mentioned in the 

following discussion. 

In the Hartree approximation, the wavefunction ¥, 

assuming spin degeneracy, is given by the product: 

N/2 
Y(rype+-Ty) = yi bas Fon-1) Ung an) (B. 2) 

n= 

where Yaay (fon) are one-electron wavefunctions. 

The corresponding one-electron Hamiltonian is given 

by: 

es 
H=-— WV + V(r) (B.3) 

2m 

where 

V(Z) = V,() + Vy (2) (B.4) 

v,(#) is the potential of the ion cores and Vy (2) is the 

electrostatic potential at ¥ due to the other electrons. 

The corresponding Schrddinger equation is then: 

> > > 
H(r) v, (2) =e, ¥,@) (B.5) 

Its solution shows the existence of a band of electron 

energy levels. The energy levels are occupied up to the 

level fy/2 = &, i.e. the Fermi level. The total energy 

E of the system will be: 

ee 34 3 (Z)o(z! E=2te,- 5 f az ys akzr O@o@') (B.6) 
[E-E" | 
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where o(r) and o(z') are electron densities at z and ry 

This is the general solution, where the second term (total 

Coulomb energy) is subtracted since it is already included 

in the €,. 

In solving the Schrodinger equation, the potential 

V(E) ‘considers interactions between electrons and potential 

due to the ion cores. However, since there are 

instantaneous correlations between electrons, known as 

exchange and correlation, other treatments (within a 

Hartree-like formalism) exist that take into account these 

effects. 

(1) The Local Density Functional (LDF) (Hoh enberg and Kohn: 

1964; Kohn and Sham: 1965; Lang: 1973) and the xy theory 

(Slater and Johnson: 1972) where an extra term Meee for 

exchange and correlation, is added to v(x) in equation 

(B.4) giving: 

Vv) = v,@) + vy) + u,,[0@)] = v,@) + Ving 
ti H LDF 

(B.7) 

This extra term is a function of the local electron density 
> 

at r, and gives rise to an extra term in equation (B.6). 

(2) The Hartree-Fock (HF) theory (e.g. A. Messiah: 1962) 

is more complex. It takes into account exchange but not 

correlation and again an extra term is added to both v(#) 

and E. 
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These then, are the main approaches associated with 

what we call one-electron approximations to the N-body 

problem. To evaluate the electron density o(r), itis 

necessary to solve the Schrédinger equation for the 

eigenfunction Yas Sometimes, in chemisorption theory, 

this is done by employing some form of LCAO (Linear 

Combination of Atomic Orbitals) technique, where vy is 

expanded as: 

Poe eC ib (B.8) no aig Bria Tio 

th 
where is the a atomic orbital on the oo atom, and 

ia 

S is a coefficient. This approach has, for example, 
n,ia 

been used in a cluster calculation appropriate to field 

evaporation (Kingham: 1982c), in which the substrate is 

represented by a finite number of atoms. 

With the LDF approach, the ion cores are replaced by 

the smeared out positively charged background ("Jellium") 

and binding potential curves for a number of chemisorption 

situations have been calculated (Smith et al.: 1973, 1975; 

Kahn and Ying: 1976). 

Be241 Universal Bonding Curve 

Recently, it has been discovered that various bonding 

situations on metals (e.g. Ferrante et al.: 1983) can be 

"scaled' to fit onto a single "Universal bonding curve". 

This scaling depends on two parameters: the equilibrium 

binding energy and the scaling length (see Chapter 7). The 
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scaling length for a metal surface has been found to be 

dependent on elastic constants and surface energies 

(Rose et al.; 1983). Hence, it is possible to obtain 

specific bonding curves from elastic constant and surface 

energy measurements. A method based on a Universal bonding 

curve is applied to Tungsten data in Chapter 7. 

B.3 THE GURNEY MODEL 

A somewhat different approach to single-atom 

chemisorption was proposed by Gurney (1935). This has 

provided the basis of the so-called "Anderson model" in 

chemisorption, and of the discussion of Gomer and Swanson 

(1963) about field desorption, and we briefly examine it. 

It was originally proposed for the case of an alkali atom 

A adsorbed on a transition metal M. 

Using Fig. (B.1), as the atom A approaches the surface 

of the metal M, two important effects are presumed to occur. 

First, the valence level in the atom, ss (measured relative 

to the metal's Fermi level) is shifted by an amount Ae to 

es = eithe. The second effect concerns the (squared) amplitude 

of the wavefunction lv|? at small A to M separations; at 

small separations the valence electron is pictured as 

resonating between the metal and the adatom. The probability 

of finding the electron around eh has appreciable magnitude. 

This is pictured as a broadened level of half-width Ly 

centred at ele where all leyels belong to the system atom- 

metal. 
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(B.1) Illustration of the Gurney model of 

single-atom chemisorption. 
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The character of adsorbate-transition metal bonding 

is then Eould-to be dependent on the level ee (also 

called the virtual level), i.e. its location relative 

to the Fermi level in the metal. Four situations are 

envisaged: 

(a) if the virtual level ec} is well below the bottom of 

the metal band, the adsorbate remains neutral and 

the bonding is said to be "localised". 

(b) aif the virtual level falls within the metal band, 

then the adsorption is "metallic" i.e. the adsorbate 

acts like a surface metal atom. 

(c) aif the virtual level lies in the vicinity of the 

Fermi level, it will be only partially occupied, 

and the bonding is considered as semi-ionic (or semi- 

metallic). 

(d) if the virtual level lies completely above the Fermi 

level, the ionization is total and the bonding is 

tonic, 

As we shall see, there is a certain sense in which, in the 

charge-draining mechanism, an evaporating atom goes 

progressively through situations (b), (c) and (d) as it 

moves away from the surface. 

This is a qualitative picture of single atom 

chemisorption, formulated by Gurney when he attempted to 

explain work-function changes due to adsorption, though it 
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has subsequently been used for calculations of alkali-on- 

transition metal binding energies (see Muscat and Newns: 

1978; Roberts and McKee: 1978). 

B.4 APPLICATION TO FIELD DESORPTION AND FIELD EVAPORATION 

The Gurney approach of adsorption has been used by 

Gomer and Swanson (1963) in their discussion of field 

desorption, and subsequently by Kingham (1982b). The 

effect of the electric field was pictured as lifting the 

level eh as the adsorbate-atom nucleus moved away from 

the surface. In the case where situation (b) above applies 

in the absence of the field, Gomer and Swanson assumed 

that as the evaporating atom moved away from the surface, 

"electrons would drain out of it until the pure ion is 

obtained". This means that they considered field 

evaporation to be a "charge-draining process". (see 

Chapter 3). A basically similar view was adopted by 

Kingham (1982b). 

On the other hand, only a few people have attempted 

to carry out detailed chemisorption-type calculations 

related to field evaporation. We may cite the following: 

(1) Kingham (1982c), who carried out cluster calculations 

based on a tight-binding approach, has clearly 

demonstrated the theoretical possibility of charge- 

draining. However, it is not clear how the 

electrostatic term has been incorporated. Beside this, 

the distances were measured from the plane of the 
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(2) 

(3) 

surface nuclei rather than the plane of an 

electrical surface in front of the nuclei. 

Kahn and Ying (1976) calculated, using a Local Density 

Functional approach, the binding energy of an alkali 

ion to a Jellium model in the presence of a field, 

and have also calculated the field at which the 

"Schottky hump" disappeared. 

McMullen, Perdew and Rose (1982) carried out an LDF- 

based calculation aimed at describing the field 

evaporation of a whole flat metal layer. Their 

calculated evaporation fields were higher (by a factor 

of 2) than observed evaporation fields., In their 

calculations no charge-state change was involved 

during field evaporation, so it is clear that their 

escape mechanism is not a Gomer-type mechanism, and 

it seems probable that their method is not directly 

relevant to conventional metal tip field evaporation.



APPENDIX C 

Existing treatments of field evaporation and metal 

surface models in general are based on the "Jellium 

surface model" (e.g. Tsong and Miller: 1969; Kittel: 

1966). In this model the positive nuclear charges are 

smeared together to form a positively charged 

background whilst the electron cloud spreads out above 

it to form a negatively charged layer. This double 

layer model was useful in calculating work-functions 

and their differences as between different faces 

(Smoluchowski: 1941; Lang and Kohn: 1971, for 

Tungsten). 

At a charged surface, however, many workers 

discussed a metal's electrical surface in terms of 

"field penetration", where the electrostatic energy of 

an electron is given by eF(y+é), y being the distance 

measured from the electron edge and 6 a parameter shown 

in Fig. (Col). 

Estimations and interpretations of 6 have been 

given by various authors over the years, in conjunction 

with field adsorption, field evaporation and field- 

ionization studies. Gomer and Swanson (1963) first 

introduced § in their theory of field desorption. 

Miller (1969) estimated § as 0.05 nm for He on W, and 
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Fig. (C.1) : The "Jellium-type" surface model and the 

electrical surface. 

  

Sy varies from 40+60 pm for the He on W (110) 
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Tsong and Miller (1969) described its effects in terms 

of work-function variations, whilst Theophilou and 

Modinos (1972) interpreted 6 as a field dependent 

quantity which can be either positive or negative. 

However, there seem to be inconsistencies in all these 

treatments (Forbes, private communication). 

Perhaps the most important theoretical work comes 

from Lang and Kohn (1973) on metal surface theory. 

Using a Jellium-type model, they calculated the 

profiles of the charges induced in a metal surface by 

the application of a uniform electric field, or by the 

presence of an external point charge. The thickness of 

the induced charge distributions is shown to increase 

with the bulk electron densities and the position of 

its centre of mass is found to be between the edge of 

the Jellium positive charge background and the edge of 

the electron cloud (their calculated distances from the 

Jellium edge to the centre of mass range from 0.06 to 

0.08 nm). At large distances from the plane passing 

through the indicated centre of mass, Lang and Kohn 

showed that the electrostatic potential energy of say 

an ion, is proportional to distance from that plane, 

and the correlation potential energy is given by the 

classical image-potential, with distance measured from 

the plane. Finally, they also determined the distance 

of the edge of the electron distribution from that 
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plane, to be approximately 0.04 nm for Tungsten. Lang 

and Kohn called this plane the “effective metal 

surface", but it will be called the "electrical 

surface" here, and any distance x is measured from it. 

The idea of an electrical surface is particularly 

useful in the study of field-adsorbed neutral imaging- 

gas atoms. For example, in the experiments of 

Culbertson et al. (1979) on the behaviour of the field- 

adsorption on W, Hydrogen was used as auxiliary gas. 

The field-adsorbed He atoms were excited by the impact 

of electrons released during free-space ionization of 

H, and energy distributions measurements showed two 

distinct He peaks: the first was due to normal free- 

space ionization and the second one was due to the 

field-adsorbed He atoms. They went on to determine the 

position of the adsorbate with respect to the image 

plane, on the (011), (112) and (111) planes of W. It 

exceeded the neutral-atom radius of He by distances 

varying from 0.042 nm on the (011) face to 0.058 nm on 

the (lll) face. These figures are compatible with the 

range expected (in the case of W) from the Lang and 

Kohn theory (this example is also illustrated in Fig. 

(C.1)). We can look on these experiments as 

constituting an experimental determination of the 

position of the electrical surface. 
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In conclusion, it should be emphasised that the 

main objection to the continuing use of Jellium-type 

model, is that it ignores the atomic structure of a 

real surface. In this context, Forbes and Wafi (1980) 

introduced a structured model of a real surface in the 

case of field-adsorption of He on the (111) face of 

Tungsten and used it to predict the S.I polarisability 

b, Of Tungsten (Chapter 5 discusses various definitions 

of polarisabilities). This model is introduced in 

Chapter 3. 
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APPENDIX D 

DERIVATION OF PARTIAL-ENERGIES COEFFICIENTS 

The Arrhenius equation for the evaporation rate- 

constant is given by: 

kK = A exp (-Q/kT) (D.1) hr 

Another way of writing it is: 

(k,.-/8 1] = exp {M(F) /xt} (D.2) 

where 

M(F) = kT£n{A}- - Q(F) (D.3) 

Consider now the case where F=F°, the field at which the 

evaporation flux g° has some fixed value (1072 layers/s 

in Tsong's experiments). 

Hence, 

O10 ° Tye Bee kee (D.4) 

and 

On (5/3°) = fn (ny /apy) + mn (ky /kp) (D.5) 

Also 

M(F°) = kT2n{a} - Q(F°) (D.6) 

In the above equations, k is the Boltzmann constant, T the 

evaporation temperature. 

Each of the logarithmic terms in equation (D.5) is 

zero at F=F°, 
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The rate-constant term can be Taylor-expanded about 

F=F°, as follows. From equation (D.2); 

Oe G 5 0\4 
2n (ky /kyY) = (M(P)-M(P >) J /kT (D.7) 

Taylor-expanding M in terms of F, about F=F°, one obtains: 

dM 2, 

    

  

    

  

M(F) = mF?) + (e-F°) &Y + $(F-F°)? a2y nate 
P=F° ar? |r=r° 

(D.8) 

Equation (D.7) becomes: 

° Ove eee 
O71 Fo) aM DACP=e aa 

Pine Min SO Me) oe 2 RET Ge] eee 
Foro F=F° 

(D.9) 

At this stage, a variable g is introduced by: 

g = (B-F°) /F° (D.10) 

Equation (D.9) can then be put in the form: 

Enh, /ko) = fo de Sul Uy Lin) 2 ee au + 
he hr Podge 2 kT 2 e's 

Fp? dF ze? 

(De) 

or 

H Hu 
2 eee Baya. n(ky /kpY) Gpa+ agp +... (D212) 

where 

= po ou e o d Wee ide es ee ae (D. 13a) 
F° f° 
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2 a2 252 
uy = (e%) SH = - 9S 8 (D.13b) 

aF re dF pe 

The same treatment, when applied to an (3/I°) and 

° i . n(n, ./ny ) respectively, leads to: 

a r 
1 Dy 2y 2 gn(J/I°) = (galg + Zlggla” +... (D.14) 

v v 
° off ZL Lee 

fn (ny /npy) = (gpg t+ aR +... (D.25) 

where 

Ay = F° [an (g/a°) /2F] | (D.16) 
FO 

° ° 5 vy = FO[Ben(n, /np) /2F] |= (D.17) 

and the higher-order derivatives are defined analogously. 

Hence, it can be shown that: 

+ Yy and Ao = Uy + Vo (D.18) 

In field evaporation, Tsong and other workers (for example, 

Brandon: 1963) assumed that the field-dependence of the 

amount of material evaporated is negligible, and therefore 

Vv) = 5 = 0- This implies that: 

= (D.19) = 
iS}

 R » 
te

 My il 
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