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SUMMARY 

The advent of the microprocessor has created an enormous impact 

on both society and industry. In particular, it has provided the tech- 

nological basis for far-reaching changes in industrial control and auto- 

mation where attention is focussed on the observable trends in applying 

microprocessor-based systems to improve control system design and 

integrity. This has also led to a renewed interest in the implementation 

of modern digital control policies. ; 

The research described here is concerned with the development 

and use of a linked twin processor system comprising an 8-bit Motorola 

M6800 microcomputer and a 16-bit Honeywell H316 minicomputer. The linked 

facility provides for a wide range of OFF- and ON-LINE data processing 

activities including interactive real-time data acquisition and control 

of chemical plants. The system can support two computer users, with 

independent on-line sampling frequencies and control configurations. 

Two major software packages have been developed. The first 

comprises two real-time Executives, one for each processor and written 

in its assembly language, which handle the communication protocol between 

processors as well as input-output information to the process plant. In 

each computer the user may communicate interactively in BASIC. To this 

end, some practical demonstrations have been conducted on a binary 

distillation process and a double-effect evaporator. 

The second software package is concerned with the digital 

simulation of an Extended Kalman Filter for state and parameter estimation 

of the distillation process. Although the simulation results are 

satisfactory, an on-line implementation for the present hardware is 

prohibited by relatively long computation times. 

This research work has shown that although it is practical to 

apply microprocessor technology to process control problems the learning 

curve is steep and software development costs, in terms of man and 

machine hours, still remain the biggest consideration - a finding which 

is compatible with many independent initiatives. 
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INTRODUCTION



1. INTRODUCTION 

The computer has opened the door to a large number of 

interesting and important applications ranging from on-line computer 

control of industrial processes or laboratory experiments, where the 

computer is the central component in the system, to miniaturised versions 

embedded in an ever increasing variety of consumer goods. 

This research is basically concerned with one such class of 

computer applications, namely, the use of computers (a minicomputer and 

a linked microcomputer system) in the control of chemical engineering 

processes. This chapter covers the background and general concepts to 

such work and begins with a general perspective of computers and their 

uses, with special reference to microprocessors and microcomputers. 

Tak Early Development and Use of Computers 

Evidence of early computation goes back to as early as 1700 B.C. 

when the Babylonians began using base 60 (sexagesimal) calculations from 

qa) 
which came our units of hours, minutes and seconds. Later, the 

abacus became extensively used in Asia and by 1630 the slide rule, 

automating the tasks of multiplication and division, had already become 

the most popular calculating tool in Europe. 

As commerce and society became more 'sophisticated' in the 

17th and 18th centuries, ancient calculating tools and aids proved 

inadequate so that many attempts were made to build mechanical calculating 

machines notably that of Pascal (1623-1662) and Leibniz (1646-1716). 

However, the person generally accepted as the father of today's compucey. 

is Charles Babbage (1792-1871) who provided a model of a rudimentary 

computer in his Difference Machine (or Engine as he called it) in 1822 

which he later improved into a more general purpose device called the



Analytical Engine. But it was not until a century later that 

similar ideas were realised by the pioneering work of Konrad Zuse 

of Germany and independently, John Atanasofe‘”) of the United States. 

Zuse's Z3 machine is believed to be the world's first general purpose, 

program controlled electro-mechanical computer. The Atanasoff machine, 

built in 1939, in the laboratories of Iowa State College, is widely 

regarded now as the world's first electronic computer. 

The Atanasoff computed is particularly significant as 

computations were based on the binary number system (base 2) and the use 

of a machine regenerative memory. 

But the most important pioneering effort was the design and 

building of the Electronic Numerical Integrator and Calculator (ENIAC) in 

1943 through 1946, directed by John Mauchly and J. P. Eckert. >) The 

ENIAC used electonic vacuum tubes instead of electro-mechanical relays 

(a 1000 times speed improvement) and is the first, large scale, fully 

electronic computer. By today's standards, the ENIAC was an enormous 

machine. The following features of the ENIAC explains why. 

* components - 18,000 vacuum tubes 

70,000 resistors 

10,000 capacitors 

* power consumption - 150 to 200 kW 

+ weight - 30 tons 

+ floor space occupied - 15,000 sq. ft. 

. performance - 5,000 additions or subtractions 

per sec. 300 multiplications per sec. 

. others . - use of a central clock to synchronise 

operations. Use of flip-flops as the 

basic memory element. Low storage 

capacity (only 20 ten-decimal digit 

numbers).



The ENIAC was truly general purpose. Before retiring from 

active service in 1955, it processed 80,223 hours of work. Data 

input/output were on punched cards. Programming was done by wiring of 

component connections and was therefore formidable as a sound knowledge 

of machine operations was required. 

Soon after the ENIAC was built, John von Neumann, himself a 

consultant in the ENIAC project, proposed the concept of the stored 

program computer. He suggested that instructions and data are better 

stored in the computer. Thus, instructions can be changed without manually 

re-wiring component connections and also since the instructions are stored 

as numbers, the computer could process instructions as if they were data. 

This made possible the automatic modification of instructions and alteration 

of their sequence. This concept led to the first fully complete stored 

program computer - the Electronic Delay Storage Automatic Calculator 

(EDSAC) built at Cambridge University in 1949 under the direction of 

M. V. Wilkes. 

The Universal Automatic Computer (UNIVAC)-1 in March 1951, 

largely due to the enterprising efforts of Mauchly and Eckert, turned 

out to be the world's first production-line digital computer. Instead 

of vacuum tubes, UNIVAC-1 used crystal diodes thereby foreshadowing the 

solid-state era, Its first installation was at the United States Census 

Bureau in 1951, Its first commercial installation was at the General 

Electric plant in Louisville, Kentucky. 

The 1950's saw a flurry of activities not only in the 

development of hardware but also in the different levels of computer 

software. The invention of the transistor in 1948 eventually led to the 

production of the next generation of computers. These transistorised 

digital computers, coupled with the development of programming languages 

such as FORTRAN (1954), ALGOL (1958-1960) and COBOL (1959) greatly increased 

the use of computers especially in the data processing area.



In the same period, parallel milestones were also observed in 

industrial control and instrumentation. In the 1940s the application 

of vacuum-tube electronics to measuring instruments and the development 

of pneumatic force balance transmitters were forerunners of the industrial 

control rooms. The so-called pivotal year was 1958 when first-generation 

electonic control systems were introduced. Polymerization was reported 

as the first industrial process to be brought under closed-loop computer 

7) 
control. It was reported that it took the company, Texaco, 2} years 

to make the necessary preparations for the automation and a further five 

months to develop the computer model. The polymerization unit was 

connected to a Thompson-Ramo-Wooldridge RW-300 digital computer which 

gathered information from 110 sources, controlled 16 different streams, 

pressures and temperatures and sounded alarms feces ire or danger 

threatened. 

The use of direct digital control (DDC) in the process industry 

however, failed to match the euphoria it generated in the marketplace 

when it was first introduced in the early 1960s. A full scale DDC 

implementation was relatively rare despite its practical feasibility being 

(572) One such demonstrated at several plant experimental trials. 

application encompassed 100 loops in an ammonia-soda plant but as in other 

implementations especially in the petroleum industry, a complete set of 

analogye back-up units was always maintained. Apparently DDC went 

through a period of bad reputation largely due to the lack of sufficient 

understanding of both the digital computer and modern control theory on 

the side of its implementers. 

The conventional DDC systems were characterised by a 

centralisation of computing power, both at the lowest (control) and 

highest (management) levels of the control system hierarchy. As a 

result, they suffer from the following setbacks which also precluded



DDC systems from wider acceptance. 

a) heavy computational load on the control computer. 

b) complex software and programming techniques required. 

c) reduced individual loop information. 

d) total system reliability is reduced. 

e) individual loop performance must compete with that 

of the classical Proportional + Integral + Derivative (PID) 

analogue single-loop controller. 

The appearance of the minicomputer based on integrated circuitry 

in the mid-1960s reduced some of the problems but in general computer 

usage was largely directed to open-loop plant optimisation operations,» 

management and plant-wide data processing for the mainframes bracket and 

also as a useful tool in process design and simulation. A useful 

introduction to the early development in computer process control is 

provided by Savas. ‘11) 

12. Era of a New Computer Technology - The Microprocessor 

Although in one sense, today's computers have changed little 

since the mid-1940's, there is an enormous difference between today's 

machines and those of only thirty years ago. Computer technology has 

basically entered into a fourth generation involving large-scale 

integration (LSI) methods to manufacture computers. The following dates 

roughly indicates the major technological advancements that have taken 

place. 

lst Generation (1939-1954): Valve Computers 

2nd Generation (1954-1965): Transistorised Computers 

3rd Generation (1965- ): Integrated Circuits (IC) 

4th Generation (1971- ): LSI and Very Large Scale 

Integration (VLSI)



In a report prepared for the Department of Industry (UK and 

Eire) by the Massachusetts Institute of Technology ‘12? it was reported 

that "In 1969, M. E. Hoff, an engineer for Intel Corporation ........ 

discovered that he could incorporate the entire central processing unit 

on a single silicon chip. By attaching two additional chips - one for 

input/output (1/0) and another for inscribing a program - Mr. Hoff had 

what amounted to a basic computer!". With that, the era of the micro- 

processor has arrived, promising with it, a most profound technological 

effect on the society and the world at large. 

Logika A Brief History of Microprocessors 

Strictly speaking, a microprocessor may be defined as a Metal 

Oxide Semiconductor Large Scale Integration (MOS LSI) system that contains 

the arithmetic, logic and control units needed to form a complete digital 

processor. Whether it is realised on a single (i.e. monolithic) or on 

a small number of silicon-based chips, the microprocessor forms the central 

processing unit (CPU) of a new generation of digital computers. When 

this microprocessing unit is combined with memory, auxiliary circuits, 

power supply and control panel plus the minimum software into an integrated 

system, a microcomputer is produced. It is important to uphold this 

conceptual difference between a microprocessor and a microcomputer although 

the two terms have been used interchangeably in literature. 

The microprocessor is a natural outgrowth of the semiconductor 

revolution which began when complete transistor circuits were first 

diffused on a single piece of silicon in the late 1950s. These early 

‘integrated’ circuits contained the equivalent of only 10 to 20 

transistors whereas today's chips may contain as many as 100,000 or 

more transistors. This is why microprocessors are the products of 

semiconductor manufacturers rather than existing computer manufacturers.



The first commercially available microprocessor was the 

4-bit Intel 4004 introduced in 1971. As program storage is entirely 

in read-only memory (ROM) and data storage in random access memory (RAM), 

a microcomputer system based on the 4004 is a calculator-oriented system. 

This is not surprising as the 4004, comprising 1600 transistors on 

0725 cme of silicon, was originally designed as a custom LSI part for the 

calculators made by the Japanese firm, Busicom. The 4-bit neatly allows 

Binary Coded Decimal (BCD) applications but in several ways this first 

product was very limited. The greatest integer which could be held is 

15 and there is a lack of interrupt capability. Similar constraints 

were also exhibited by other 4-bit devices although the IMP-4 is micro- 

programmable, ‘19) 

Eight-bit microprocessors were soon produced partly to overcome 

the limited performance of their 4-bit predecessors. The monolithic 

Intel 8008, introduced in 1972, was the first of these first-generation 

microprocessors. Although it has a 48-instruction set, a 16 x 1024 (16K) 

memory address capability and a limited interrupt facility, early users 

found it necessary to design considerable support and interface logic in 

their applications. (14) It was used mainly to fill in system requirements 

where either transistor/transitor logic (TTL) became too large and complex 

to be handled conveniently or ‘minicomputers were too large and expensive. 

As semiconductor technology advanced, second-generation 

microprocessors came into the market notably the Intel and Motorola 

family series. Unlike the Intel 4004 and 8008 chips which were 

fabricated using Positive MOS (PMOS) technology, second-generation devices 

like the Intel 8080, Motorola MC6800, Fairchild F8 (all introduced in 1974) 

and the Zilog Z80 (in 1978) were Negative MOS (NMOS) chips. They are 

three times faster and because of TTL compatible voltages these 

microprocessors emerged as the most popular devices.



Laas Current State of the Art 

It is difficult to assess accurately a technology which is in 

a high state of flux. Semiconductor advances have led to the production 

of more powerful eight and sixteen-bit single-chip microcomputers. The 

level of NMOS integration (memory cells/unit-area) continues to double 

every year (the so-called Moore's Law, after Gordon Moore who first 

(5), since the mid-1960s and formulated this empirical growth pattern 

with the availability of 64K RAMs and 256K ROMs, Japan is now on the way 

to produce 256K RAMs that would put her in a clear lead in semiconductor 

products. Ce) Another significant trend has been the increasing use of 

Complementary MOS (CMOS) or CMOS/NMOS technology in processor and memory 

design. These devices are relatively fast (about 150 nanoseconds (ns) 

access time) but have a low power consumption. Also, an important 

development has, been the production of Electrically-Erasable and Programmable 

ROMs (EEPROMs) that match industry standard Ultra-Violet EPROMs in density. 

However, memory growth patterns and the popularity of micro- 

processor-based systems do not necessarily lead to completely new types of 

microprocessors. Very often, prototype designs are refined to meet the 

requirements of modern and structured high-level software. Thus, CPU 

designs, although still very much register-oriented as in early designs, 

are increasingly emulating various aspects of the stack architecture. 

Many processors have multiple index registers now giving rise to powerful 

and efficient addressing modes. 

Take the Motorola series of 8-bit microprocessors. During 

1977 and 1978, Motorola introduced several new chips such as the M6801, 

M6802, M6805 and M6809. The M6801 is one of the earliest VLSI micro- 

computers containing about 40,000 transistors. It is object code
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compatible with the M6800 and include additional 16-bit instructions. 

The M6809 is a much more powerful processor. Its hardware architecture 

provides for two stack’ pointers, two index registers, a direct page 

register and 16-bit arithmetic. The major strengths of the M6809 lie 

in the addressing modes. For example, the Program Counter (PC) relative 

addressing mode permits position-independent code. In fact, this has 

allowed Motorola to sell mass-produced firmware in ROMs that can reside 

anywhere in the 64K address space. The direct page register allows quick 

access to any page in memory and simplifies the generation of software for 

(17) multi-tasking operations. In some benchmark tests the M6809 has 

shown a 2.7 times improvement in speed of the M6800, required 42% fewer 

instructions and used 33% less code. A comparative software analysie 1") 

of the M6809 showed that it is superior to the M6800 and the Z80. 

But the real attention in recent years has been directed to 

the 16-bit microcomputers and development of supporting chips to meet the 

requirements of more powerful operating systems, block-structured high 

level languages and sophisticated computer graphics. Microcomputer 

support chips are developed basically to overcome three factors. “19) 

The first is the so-called 'Von Neumann bottleneck' problem in single 

processor systems. This has led to the concept of the co-processor or 

multi-processors. The second factor has been poor programmer productivity. 

This has led to the production of memory management units (MMU), virtual 

memory support and various peripheral controllers. And thirdly, the 

difficulty in interfacing microprocessors to analogue systems. This is 

partly solved now with the availability of a great variety of 8-bit 

Analogue-to-Digital and Digital-to-Analogue Converters (ADCs and DACs), 

compatible with microprocessor data busses, with conversion times of 

10 to 500 microseconds (us) and costing only £3 to £10.
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1.2.3 The Microprocessor and Society 

The real impact of microprocessor-based technology is yet to 

come, affecting both people and industry. The Optimist speaks about 

Continuous Technological Growth and Infinite Social Adaptability. The 

Pessimist speaks only about Zero Social Adaptability. What ever the 

situation is, every random sampling of microprocessor applications seems 

to reveal its protean utility. 

There are now about 150 different computer manufacturers in 

(20) the United States alone. The magazine, Office Systems » estimated 

the number of personal computers in the U.K. by the end of 1981 to be 

176,000 (or one per 286 persons) as compared with 1,936,000 in the U.S. 

(or one per 125 persons). In a recent issue of the magazine ‘What 

Micro?', a list of commercially available personal computers in the U.K. 

includes more than 200 different systems ranging in costs from under 

£500 to over £3500, (22) 

And in the last one and a half years, over a 100 16-bit 

microcomputers have been launched on the world market. ‘Of these, almost 

(21) 50 are reportedly now available in the United Kingdom. They form 

many of the more powerful personal computers and small business systems, 

and are much sought after by universities and other research establishments. 

The Motorola 68000 chip for example has a 16-bit address bus but uses a 

32-bit internal architecture. It can run twice as fast as the DEC 11/70 

microcomputer and since it is able to directly address up to 

16 Megabytes of RAM, it is, in this respect, comparable to the IBM 370 

mainframe computer! 

The microprocessor is slightly over ten years old now. Over 

the period, it has become one of the most exciting technological 

innovations of this century. And the limits of NMOS technology has not 

yet been reached. In 1981, Hewlett Packard introduced their single-chip
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32-bit processor using 450,000 transistors operating with an 18 MHz 

clock, (23) It can execute a 32-bit integer addition in 55 ns, a 

32-bit integer multiply in 1.8 microseconds and a floating point multiply 

in 10.4 us. More recently, an advanced-architecture microprocessor, 

the 16-bit AAMP, has been announced by Rockwell Internationales. Moving 

away from classical von Neumann and register-oriented designs, the AAMP 

is a VLSI CMOS/SOS (CMOS/Silicon on Sapphire) chip and has a language- 

directed stack architecture giving high throughput and high compiled code 

density. 

1.3 Microprocessors in Control 

The following factors have contributed to the application of 

microprocessors in the control industry. 

as Lower cost per function. 

2. Flexibility. 

3. Stability, Accuracy and Security. 

4, Human Factors. 

5. Advanced Control Capability. 

As mentioned earlier, LSI technology has enabled thousands of 

digital circuits and special-function logic to be fabricated on a single 

chip at very low cost. Because the microprocessor can be programmed to 

perform different tasks, flexibility is more readily achieved than in 

equivalent analogue systems. Digital devices are more reliable and 

secure. Accuracy is only a function of bits used to represent a basic 

unit of information. Digital information can be processed and/or 

transmitted for data or report presentations and graphics display. 

This leads to improved operator-interface designs. Finally, the 

protean computing ability of the digital computer can be used to implement 

advanced control techniques which proved difficult in classical analogue 

systems.
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The topic ‘microprocessors in control' is very broad and 

can be discussed from many viewpoints such as its market growth, price 

change, control applications, theories, computations, computer 

architectures, software/firmware/hardware mixes, programming developments, 

LSI technologies, performances, reliabilities, etc. In the context of 

this work, it is more profitable to concentrate on microprocessors in 

process control. 

1.3.1 Nature of Process Control Problems 

Process Control is basically Large System Control. More 

specifically, it is fluid process control which involves the control of 

plants manufacturing homogeneous materials such as oil, chemicals, paper 

and concrete, etc. Because of the nature of the product, control 

manipulation is possible with simple valves or actuators. The state of 

the processed material can be inferred from simple measurements of 

continuous properties and most of the control variables are naturally 

bounded and self-stabilising. 

Chemical processes are usually smoothly non-linear, highly 

uncertain, and of very high order, modelable only to a very gross 

approximation, A plant may involve thousands of measurements and 

actuators, and hundreds of control loops. Some plant complexes occupy 

Many square miles of land, Thus, the very nature of the industry makes 

process control systems very complex and multi-level, and usually 

achieving a more complete level of automation than more other plants in 

the sense of produced value per employee. One operator may be responsible 

for 100 or more control loops but the training and intellect to cope with 

each loop per hour are slight. Human factors are therefore important.
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If new, microcomputer-based process control techniques are introduced, 

then they must be accompanied with new operational techniques. Also 

the new process control system should be predictable in its failure 

modes which means a good manual operating philosophy (or any suitable 

contingency planning) must be provided. 

L352 Current Process Control Design 

In the last decade, the image of computerised process control 

has improved after a bad start in the early 1960s. In the last decade, 

the design of the central control room has been extended to include better 

electronic instrumentation and microprocessor-driven measurements. 

There have been improved power supply systems and Cathode Ray Tube (CRT) 

operation distributed control. In the 1980-1990 period, the evolution 

of process control system technology is expected to continue with the 

expansion in.direct digital control, intercoupling of complex digital 

devices and the increasing reliance on complex measurement. This is 

reflected by an overview of the present process control system design 

as illustrated in Figure 1.1. 

(25) In reference to this system overview, Stanton has discussed 

some of the practical problems created by poor system maintenance and 

design, in spite of the availability of good measurement and computational 

equipment. Too many different hardware vendors for the system is cited 

as a common problem. It means proper interface support and protocol must 

be provided for data communication between field devices and control room 

equipment, and the digital computer. 

(26) 
Kane also shared Stanton's view that poor maintenance of 

instruments can lead to costly experiences in a computer control 

environment. System technicians tend to overlook basic instrument
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Figure 1.1. Present Process Control System Design. 

engineering and the real reason for poor system performance could be that 

an orifice plate is not installed correctly, a potential ground loop is 

overlooked or placing turbine meter runs in vertical pipe runs. 
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1.3.3 The Basic Process Control Loop 

A block diagram of the classical feedback control loop is 

shown in Figure 1.2, Basically, a good control system should have the 

following features. 
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Figure 1.2 Block diagram of the classical feedback control loop 

a) A good servo (set-point tracking) operation. Set-point 

changes should be fast and smooth. 

b) A good regulatory function. 

c) The control algorithm should be robust and reliable in the 

face of all possible disturbances and changes. 

d) The controller itself should be reliable and easy to maintain. 

e) The controller should be designable (tuneable) with a minimum 

of information concerning system disturbances and the system 

architecture.
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The PID control algorithm, expressed in analogue form, has 

been the trademark of the process control industry since it evolved from 

the ingenious design of bellows and linkage mechanisms in pneumatic 

controllers some fifty years ago. 90% of all such controllers are 

said to be Proportional + Integral (PI). From the standpoint of 

universality and stability, PI represents a standard by which new control 

forms (for example, direct digital control algorithms) are measured. 

When a microprocessor is used as the controller, it is only 

natural to write digital control algorithms that simulate analog control 

laws, the discrete PID algorithm whilst adding more flexibility for control 

loop interactions such as ratio-, cascade-, and feedforward control. 

As Figure 1.3 shows that the individual controllers gains Kp> Ky Ky can 

be made independent of each other although they now become a function of 

the sampling time, T. To avoid the effects of sudden changes in the 
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Figure 1.3 Direct Digital Control Loop (P+I+D) 
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manipulated variable when the set-point (remote supplied or internal) 

is suddenly changed (set-point and derivative kick), the set-point 

signal r(k) is only included in the I-action. With something like 

fifteen years experience in the PID-DDC algorithm implementation, it is 

reaching maturity. In all practical systems, the control algorithm must 

be packaged to provide certain key facilities:- 

1, internal or remote set-point 

2. bumpless transfer in auto/manual changeover 

3. output control signal limiting 

4, control signal conditioning 

5. integral de-saturation and anti-reset windup 

6. filtering of measured process variables 

Ts linearisation of measured process variables 

Most analog controllers provide the first five facilities as 

standard and the dase two facilities ought also to be included in any 

digital based control scheme. Figure 1.4 indicates how these facilities 

might be incorporated into a simple DDC package for a PID algorithm. 

1.3.4 Recent Trends 

It has often been said that the process industry has a good 

reputation for its tradition of holding off new technology. This 

cautious conservatism is to a certain extent acceptable for there is 

a need to safeguard vital and costly plant and equipment. New techniques 

do not really arouse practical interest unless they have a sufficient 

long and proven history of reliability. The other main reason is 

system component economics i.e. the analogue vs. digital trade-off. 

As a result of these two related factors, DDC never really challenged 

the primary controller market. Nevertheless, the experiences in 

implementing analogue and minicomputer-based systems have been invaluable.
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Now that powerful microcomputing power is cheaply available 

and the increasing availability of suitable software, attitudes are 

beginning to change. The response has blossomed into two main 

directions: 

1. The development of stand-alone, single-loop digital 

controllers. 

2. Distributed Digital Control Systems. 

Because of the theoretical and practical implications (and the so-called 

theory-applications gap) involved in such concepts, it warrants paying 

each a closer attention. 

1.3.4.1 Stand-Alone, Single-Loop Digital Control 
  

Classical single-loop control is built upon a sound theory 

and a long history of industrial applications. It has also been the 

bastion of the conventional PID analogue, feedback controller. It is 

also true that the cost, size and reliability of the analogue controller 

is improving but the nature of the algorithms that can be realised remains 

unaltered. The use of the microprocessor removes this limitation and 

allows more complex control algorithms to be implemented with relative ease. 

Stand-alone, single-loop digital (SASLD) controllers are systems 

which have no central control computer and would have otherwise used 

independent analogue controllers. Such a system is a general purpose 

application for which a degree of adjustment or programmability is required 

to meet the needs of specific processes. Some studies in hardware and 

algorithms applicable to stand-alone controllers can be found in the 

iW eeratuces(7 eoean) 

A SASLD controller would not offer much advantage over its 

analogue cousin unless it is field programmable in a readily understood
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language (which would not be true if the controller is only ROM-based). 

Researchers in this field say that the SASLD controller can take up a 

computer format such as the Commodore's PET but with limited computing 

capability and memory to be economically attractive. . Such requirements 

therefore place stringent requirements in the process models and control 

algorithms that can be used. These are as follows: 

1. The parameters of the process model must be directly 

related to easily measured and easily computed process 

properties. 

25 It must be possible to compute the controller parameters 

from the process model parameters with ‘a minimum number 

of iterations. 

32 The on-line control policy must be simple and fast. 

Some modern digital control algorithms encompassing Finite-Time 

Settling Time (FTSC) and State Variable methods have been discussed by 

Anslander, et al. (1) They suggested that any transcendential routines 

and floating point calculations should be implemented on hardware rather 

than software methods. 

eo e4e 2 Distributed Digital Control Systems 

This trend is more evident as reflected in various meetings 

and journals in the control and engineering industries as well as the 

product trends in the controller marke soca Actually, distributed 

control is not a new concept. Chemical plant complexes are inherently 

distributive in nature. The main agent of distributed control has in 

fact, been the analogue, feedback controller. 

Distributed control is not a design concept. It is a control 

philosophy. In the early stages of process control, the instruments 

were located next to the process they were monitoring and the peripatetic
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control man (the controller in fact!) would take measurements from the 

local instruments, adjust handwheels to correct deviations of many process 

variables and report back to his central management when things go out 

of hand. Today, local microprocessor-based instruments and controllers 

can perform these tasks much more effectively and efforts are being made 

to manufacture sufficiently rugged devices to survive the hostile 

environmental conditions. 

Some control system designs and implementations based on the 

(38,39) But above the distributed control philosophy have been reported. 

level of direct or local (DDC) control, the systems do exhibit limitations. 

These include the ability to link to only one control operating system, 

and the dependence on one process computer. 

A more general system design solution has been proposed by Kent 

Process Control tea. 4% A schematic diagram is shown in Figure 1.5. 

The system presents a ‘Totally Distributed System' with total unit 

independence, functional and geographical distributions... The major 

benefits of such a design are as follows: 

1. A single element failure would not bring down a significant 

sized area of controlled plant. 

2. Reduced cost and size of units by functional distribution. 

3. The system is expandable and containsno bottlenecks which 

restrict the data path or system operation. 

4. Reduced wiring costs and signal noise by geographical 

distribution, 

5. Maximum autonomy of distributed units. 

6. System is evolutionary and can cope with changes in 

technology and market forces.
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Figure 1.5 An Overview of a Totally Distributed system (40) 

The system is basically made up of three main elements - the 

management units and the process units, linked by a secure multipath 

communications highway. Management units include operating stations, 

loggers and process computers and are usually associated with control 

rooms and process management functions. Process units, which have been
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given a high degree of functional and supervisory powers for maximum 

autonomy, are normally located near to the plant they control. Physically, 

the process units are identical, but by implementing different software 

packages they can be used to carry out instrument pre-processing, batch 

or continuous control functions. 

The system is also modular. Each module can support up to 

32 management and process units in any combination to suit operational 

and managerial needs. Because these units can be located exactly where 

they. are needed and instant total system access is possible, the system 

is said to be truly functionally and geographically distributed. Further- 

more, the system can easily accommodate the SASLD controller discussed 

earlier. Some aspects of the control hierarchy of conventional DDC 

systems are also preserved. 

It is believed that with improvements in data communications 

technology, and microprocessor support chips and software, such a system 

will be fully exploited. 

1.4 Background to the Research Project 

The Chemical Engineering Department of the University of 

Aston-in-Birmingham has had for some years a well developed interest in 

the real-time use of computers for data acquisition and processing and 

process control. The basic tool for these studies has been a Honeywell 

H316 minicomputer which through a Honeywell Analogue-Digital Input-Output 

System (HADIOS) has been linked to a number of items of process plant 

(distillation column, double-effect evaporator, resin manufacturing plant, 

chemical reactor, etc.). 

Over the years, the original software has been developed and 

extended to support these applications. In particular, the BASIC 

interpreter has been modified to permit real-time use by a single user.
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This is done via a collection of Assembly Language subroutines (the 

HADIOS Executive) callable from BASIC, to operate the various sub- 

interfaces of the HADIOS. A Graphics Library (originally written in 

FORTRAN by Tektronix Inc.) is also provided. The system therefore allows 

the user to quite conveniently write and modify his BASIC program on the 

Visual Display Unit (VDU) or an ASR-33 Teletypewriter (TTY), literally 

next to his plant, conduct process monitoring or control experiments and 

plot his results. 

More specialised applications such as multivariable control, 

on-line estimation and plant dynamics studies would require the user to 

write additional subroutines (FORTRAN and/or Assembly Language) to suit 

his particular application. Also, the computer core memory is only 32K 

and the user may have to use the floppy disk storage facility for some 

software overlaying. 

More recently, the Department purchased a M6800 microcomputer 

system. Through its 8 I/O Ports the M6800 can be connected to a variety 

of external devices including ADCs and DACs. The software of the system 

is disk-based with a good operating system (DOS). Of particular interest 

is the SD BASIC Compiler which can be interfaced to M6800 Assembly Language 

subroutines and will run in an interrupt environment. The M6800 micro- 

computer system has been used for small realtime tasks such as data 

acquisition and processing from instrumentation but when compared with 

the H316, it is very limited in the number and variety of inputs it can 

handle and in its supporting software. Again, only one user is supported. 

The project was initiated because it seemed worthwhile to 

investigate the feasibility of a linked twin processor system through which, 

for instance two users could share hardware and software resources or, 

alternatively two parts of the same task could be divided between the 

computer system,
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It was thought that the logical ‘initial assault' on the 

problem was to provide’ the M6800 microcomputer system with its own 

Executive program, similar in function to the HADIOS Executive, and 

interfaced to the SD BASIC compiler. And if the proper hardware 

arrangements and software protocol for the linked twin processor system 

can be established, the M6800 user would then have independent access to 

HADIOS and hence his plant. To do this, the author had realised that 

the existing HADIOS Executive would have to be considerably modified. 

For efficient utilisation of microcomputer memory and to retain the 

feature that on-line M6800 users would only need to write his programs 

in SD BASIC, the M6800 Executive would have to be written in M6800 

Assembly Language. Since this level of programming is more hardware 

dependent than others and that the author had no previous contact or 

experience in writing such software, much of the initial effort was 

directed to acquiring the basic skills in the low-level programming of 

both processors. 

LS, Objectives of the Thesis 

The primary objective of this research is therefore to develop 

a linked H316-M6800 twin-processor system for real-time data acquisition 

and process control. The system should be easy to use and sufficiently 

robust for the general user. Furthermore, the system should be flexible 

enough to allow two Andenendent users to share hardware and software 

resources or, alternatively two parts of the same control or data 

processing task could be divided between ‘the computer system. 

Secondary objectives are basically the applications of such a 

general purpose package. These are as follows: 

1. To conduct practical demonstrations of the linked 

twin-processor system. The plant selected for this 

exercise is a distillation column. However, the package
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should also permit the simultaneous access of two 

separate plants if desired. 

To investigate the feasibility of constructing an advanced 

control policy based on an Extended Kalman Filtering 

estimation of the distillation column. The effort needed 

here is to design and implement a suitable filter for on- 

line estimation of several process variables and parameters, 

optimising where possible the advantages offered by the 

linked twin-processor facility. It is hoped that once 

an operational estimator is developed, an estimator-aided 

control policy can be implemented. In the pursuit of 

this particular objective, the Kalman filter's performance 

should be studied under simulated conditions. This means 

some modelling and digital simulation work on the Honeywell 

H316 minicomputer must be done.
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CHAPTER TWO 

APPLICATIONS OF MICROPROCESSORS 

SOME OBSERVATIONS FROM A LITERATURE REVIEW
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2. APPLICATIONS OF MICROPROCESSORS —- SOME OBSERVATIONS FROM 

A LITERATURE REVIEW 

The ubiquitous nature of the microprocessor in the field of 

control and instrumentation has already been introduced in Chapter l. 

In this chapter, some observations from a broader look at microprocessor 

applications including several case studies, are presented. 

A literature survey of microprocessor applications has been 

conducted to achieve the following objectives: 

1. A broad base appraisal of microprocessor technology 

and its impact on society and industry. 

Bie Discovering the potential uses of microprocessors. 

3. To have a good perspective of the various system design 

techniques used. 

4. To understand the problems that arise when using 

microprocessors. 

It is not the objective here to elucidate every reported application as 

each is usually accompanied by its own specific case history and 

motivation. Besides, there are just too many to consider. Te ts 

better to categorise the applications on the basis of functional 

complexity i.e. on the degree to which the flexibility and computing 

ability of the microprocessor is utilised. 

Also, many applications reflect the specific hardware 

architecture of the microprocessor used and in general, the person 

conducting such a survey should at least be familiar with the basics of 

the technology. Otherwise, the less obvious points may easily be over- 

(41, 42,43) 
looked. Several good texts are available for this purpose.



= 30:= 

2.1 Overview of Microprocessor Applications 

In an attempt to compile reported eeplicaticns of LSI 

microprocessors and microcomputers for the period 1970-1974, ward (44) 

managed to list only 97 references. Today, such a list would appear 

endless. As both the microprocessor industry and market began to be 

defined, new applications have appeared in a geometrical progression. 

It is already becoming difficult not to come across a microprocessor- 

based product on our way to work! 

An early overview of microprocessor applications by Nichole (2) 

indicated that microprocessor ieaue was predominantly in the areas of 

industrial control and instrumentation, aerospace, computers and 

communication, Naturally, these cover military aspects as well. The 

picture is not much different today with perhaps an ever-increasing share 

going to consumer and business-oriented products. Microprocessors are 

also finding their way into products where electronics were not used 

before because the job could be done through electro-mechanical means. 

For example, they are being used to control traffic lights, household 

appliances and mixers. A person using a conventional elevator may soon 

find himself wishing a micro-chip to be in charge of lift operations. 

Microelectronics has also allowed greater functional 

capability than would have been practical in previous design techniques 

primarily because the incremental cost for additional functions is very 

small in a microprocessor-based system. This has expressed itself most 

noticeably in the area of instrumentation where manufacturers are 

finding it practical to add such features as remote-control, auto- 

calibration, programmability, improved read-out and peripheral interfaces 

with little impact on product price. The 4-bit processors are the most 

popular with such applications and because of the enormous size of the 

market, the 4-bit processors, especially the Texas Instrument TMS 1000,
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have also dominated microprocessor sales figures (number of units 

shipped per year). 

Towards the complex end of microprocessor applications, the 8- 

and 16-bit microprocessors are normally used. Second and third 

generation 8-bit microprocessors not only form the basis of many popular 

microcomputer systems (Apple II, Sinclair ZX-81, etc.), they are also 

finding themselves increasingly embedded to reduce parts in a system and 

to enhance processing power. The most demanding data and word-processing 

applications however, require the power of the 16-bit devices. An 

application spectrum providing a quick perspective of microprocessor 

applications is found in an article by Biever (1 

At the same time, the task of putting the general-purpose 

processor to solve specific problems fostered a host of supporting LSI 

peripheral chips which can be more complex than the microprocessor itself. 

Some like multipliers and arithmetic chips, are designed to enhance 

processing power; others like CRT and disk-memory controllers unburden 

the CPU from I/O chores. The newer generation of terminals and printers 

now have micro-based intelligence giving rise to more flexibility and 

local control, powerful displays and good quality prints. The more 

expensive VDUs often support high resolution animated graphics. But 

amid all the excitement, the production of software - the programs that 

tailor microprocessors to specific applications, could be the limiting 

factor in the proliferation of microcomputers. The situation is 

improving however, as many general-purpose microcomputer systems are 

now offering facilities with BASIC, PASCAL and also FORTRAN 77 and FORTH. 

Detailed studies of a wide range of microprocessor applications 

abound in literature. The large amount of publications is also due to 

the fact that there are so many different types of microprocessor chips.
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Often, a design solution is repeated with a different microprocessor 

architecture. A useful compilation covering the area of single chip 

controllers to more complex microprocessor systems is now available in 

book forms?!) . The editors, Capece and Posa, have selected the more 

outstanding articles in the literature and grouped them into nine 

sections which include topics like Signal Processors, Peripheral Support 

Chips and Software for Microcomputers. In the MIT Report quoted in 

Chapter 1, case studies in heating, ventilation and air-conditioning 

controls to sewing machines and medical equipment are presented. The 

study observed several conclusions which are also compatible with those 

of other independent initiatives. For example, it showed that the 

motivations for the incorporation of microprocessors in each of the 

products studied are highly varied. Also, the fact that standard 

hardware and components can be tailored to meet each user's special 

requirements is cited as a major factor in the widespread use of 

microprocessors. Microprocessor-based products gain another added value 

- it lies in the efficiency in design and/or manufacturing which arise 

from replacing hardware with software. Finally, the study showed that 

in many cases, product performance rather than product cost, became 

the prime consideration of most manufacturers. 

Naturally it is impossible to cover all sectors of micro- 

processor utilisation although review papers are available. Randle 

(48) and Kerth discussed microprocessors in instrumentation and described 

a design for the IEEE Standard 488 (GPIB) Interface Bus. Leventuarct) 

provided some solutions to the special problems found in aerospace 

applications and Kl {gO gave an account of biomedical applications. 

The main thrust of the following discussion is therefore in the field of 

industrial applications.
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2.2 Industrial Applications 

The dual nature of the microprocessor - a piece of micro- 

electronics and a digital computer, provides the technological basis for 

widespread use in industrial environments. Since the micro chip is also 

a subset of a more general class of machines called Information Processors, 

its applications may also be viewed from the point of information handling. 

This can be broadly divided into data processing and control of 

industrial processes. 

The data processing problem is one where large volumes of data 

are manipulated and the nature of the job may change from hour to hour. 

This is accomplished by using a system with a significant read/write 

memory and different programs to switch from job to job. The system 

demands the specialised techniques of program loading, interrupts, 

multi-processing and direct memory access (DMA), with the emphasis on 

productivity. Present microprocessors have shortcomings in satisfying 

the productivity requirement and make very poor computer replacements for 

data processing. The picture may change in the next few years if the 

trend in decentralised data processing continues. With better memory 

handling units, faster execution times and better software, medium size 

jobs may well be in the realm of the next generation of microprocessors. 

The emphasis is therefore on the control of industrial processes. 

In an industrial situation, information taken from or trans- 

mitted to a process is usually of three types: 

1. Analogue information: for example, voltages delivered 

by transducer measurements of 

level, flow, temperature, etc. 

2. Logical information: contact closures or digital status 

contacts (detection of high or 

low levels, on/off etc.)
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Sc Digital information: information supplied by digital 

output measurements which include 

pulse (flowmeters) and tacho-meter 

type signals (frequency, angular 

position, speed, etc.) 

The microprocessor can handle these types of information in a variety of 

functional complexity. From the point of user interaction and system 

programmability, two general roles can be identified: dedicated and 

general purpose systems. 

2.201 Dedicated Microprocessors 

Dedicated applications include the microprocessor replacements 

of hardwired logic, digital filtering and signal processing, and 

dedicated controllers. They are usually application and 1/O-oriented 

with no or little user programmability. 

The advantages of microprocessor logic over analog-based and 

hardwired components in the context of the processing plant has been 

GD). discussed by Weissberger Increased flexibility and performance 

realised by firmware modules (ROM-based programs), reliability, and 

reduced storage, power and cooling requirements are listed as among the 

potential benefits. For example, a microprocessor dedicated to alarm 

limit checking and data logging could replace analogue recorders and 

annunciators. Sophisticated analogue equipment such as summing units, 

multiplexers, multipliers, dividers, lead lag circuits, timers and 

relays can be implemented as software modules. Furthermore, pre-package 

routines are available if the user does not wish to indulge in assembly 

language programming. 

The fixed requirement of dedicated control also defines 

precisely the logic storage needed. Such control designs require only



= 35 — 

ROMs and some scratchpad RAM to function. Often, dedicated control 

jobs can be done with less than 2K words of programmed logic. This 

has kept packaging requirements and costs to a minimum. 

The need for greater flexibility has also led to the 

implementation of microprocessors as digital filters (92753) , Although 

analogue filters have improved from bulky LC circuits to IC devices, 

they could not offer the advantages created by microprocessor-based 

designs which include immunity of their responses from changing component 

values caused by temperature or ageing, availability at very low cut-off 

frequencies, exactly reproducible responses and compatibility with 

digital transmission systems. The last point is expected to increase 

in importance due to the accelerating use of digital techniques in 

communication systems. 

The implementation of a digital filter in a microprocessor is 

the physical realisation of a difference equation (the transfer function 

for the process). Microprocessors can easily be programmed to handle 

this as instruction sets usually have fast add, logical and shift 

instructions. Alternatively, the programming can be done via LSI 

hardware. An example of the first is reported by Allen and Hort 4) 

and a hardware filter fabricated in MOS LSI by Pye TMC has been described 

by Edwards), 

The work of Allen and Holt warrants closer attention as it 

illustrates several aspects which are commonly encountered in micro- 

processor-based designs. The first consideration is speed which is of 

course not a restriction in analogue devices. The digital filter, 

like any sampled-data system, is band-limited in the sense that the 

range of frequencies it can handle is limited by the Nyquist sampling 

criterion. Thus, some form of approximation must appear when a digital 

equivalent of an analogue filter is derived. If filters with large
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bandwidths are to be designed, then higher sampling frequencies are 

required which means programs must execute faster. Thus, on one hand 

filter characteristics can easily be altered (by changing coefficients 

in the difference equation), the advantage of flexibility is off-set 

by processor speed limitation. 

The second problem is associated with wordlength. The 

digital filter was implemented on a M6800 based system incorporating 

an ADC/DAC and a Motorola Peripheral Interface Adapter (PIA) chip as 

illustrated in Figure 2.1. Note that the PIA A and B Sides have been 

programmed into an 8-bit input and output port respectively. A sampling 

interval of 1 ms is implemented by a software delay loop. At a sampling 

time, a CA2 control output is used to strobe the sampler which, upon 

obtaining a sample, holds it for its digital conversion. In the 

implementation of a low pass filter where the output y(kT) at time kT 

(T = sampling interval, k e€ I where I is the set of non-negative integers) 

is given by: 

y(kT) = aTx(kT) + exp(-aT)y([k-1]T) (2.1) 

x(kT) is the input at time kT 

a is the inverse of the time constant inthe filter transfer function, 

a multiplication subroutine had to be written as the M6800 has no special 

instruction for multiplication. Furthermore in an effort to reduce 

program size and increase the speed of the filter program, the 16-bit 

products were rounded to one byte causing some random errors in the 

output. 

Also, the decimal coefficients aT and exp(-aT) could only 

be represented by as multiples of a (0.0078125) as this is the smallest 

magnitude other than zero for an 8-bit binary representation. These 

round-off errors not only alter the filter's response but as the complexity 

of the filter increases, the effect of this rounding can cause
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Figure 2.1 Overview of a microprocessor-based digital filter system design 

instability 2° Double precision arithmetic can be used but in this 

case the increase in program execution times makes it prohibitive. 

The digital filter example clearly shows a situation where 

speed and accuracy can become critical factors in the evaluation of a 

design performance. As far as industrial signals are concerned, direct
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microprocessor based signal conditioning and noise filtering is almost 

non-existent because an external, analogue pre-filter is usually required 

to eliminate signals above 5 Hz to prevent aliasing and interference 

from high frequencies which is possible in all sampled-data pyetems oe 

In data acquisition systems, pre-filtering is usually accomplished using 

a first-order, low pass hardware (analogue) filter. Any additional 

filtering is then best achieved by digital (including microprocessor) 

means. 

The low pass filter also suits the nature of industrial 

processes. ,Because our ability to control most industrial processes 

is limited dynamically (and the processes themselves change state slowly 

because of time lags and delays), we are primarily interested in signals 

that are meaningful in the low frequency range. High frequency signal 

variations can therefore be treated as noise and discarded. These are 

normally electrical pick-ups concentrated in the 60 to 120 Hz range when 

fluorescent lighting is present and measurement noise (0.5 to 100 Hz) as 

a result of causes such as turbulence around flow sensors. Process 

noise, as a result of disturbances due to the process itself ranges from 

+005, to 1 Hz, rarely higher. 

Finally, microprocessors are finding themselves increasingly 

embedded in various environments as controllers and data handlers. 

Embedded systems are those incorporating a microprocessor (or micro- 

processors) to accomplish specific logical or control tasks without which 

the system could not function. Usually, the product user is not aware 

of the presence of microprocessor intelligence in his vicinity. 

Applications of these sort range from microwave oven control to complex 

data handlers as in CRT terminals and minicomputer peripherals (disk 

memory controllers for example). Single loop process monitors are also
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of this category and because the computing requirements are straight- 

forward, most applications involve the 4- and 8-bit processors only. 

An example of the latter is a M6800 based flow monitoring 

system described by McKay and Grosse) for use in oil fields and gas 

processing plants. Sampling is done via a ADC-8S analogue to digital 

converter and the system's firmware on initialisation accepts orifice 

factors, transmitter ranges, fluid specific gravities, etc. thus allowing 

installations in different process environments. 

2.2.2 General-Purpose Microcomputers 

The general-purpose microcomputer system can be viewed as a 

system which is fully programmable and usually employs standard 

peripherals such as VDUs and floppy disk storage. A variety of functions 

are supported including scientific and business applications to instrument 

control and industrial automation. 

General purpose systems are supplied with high level software 

options and a host of other support chips. This allows the buyer to 

shop around for suitable software packages (BASIC, FORTRAN compilers, 

Assemblers, etc.) to suit a particular application. Programs can be 

written, run and saved on a floppy disk. Alternatively, the micro- 

computer can be linked to a mainframe where program development can 

take place. Then it can be downloaded to the microcomputer for execution. 

The micro-computer system offers conventional computing resources at a 

comparatively low cost, making it within the financial reaches of 

university departments and industrial research establishments. As a 

result, the situation has spurred many research and development efforts 

into microcomputer applications to chemical engineering problems. For 

instance, at a recent Symposium where an earlier version of the software
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package developed in this works )¢?) was also described several 

applications of commercially available microcomputer systems were 

reported. 

The first describes interactive process flowsheeting implemented 

in BASIC to run on a 32K Commodore pet (99) | The authors claimed their 

results have shown that flowsheeting problems of significant size and 

complexity can be solved on a microcomputer although program execution 

time is admittedly slow. Another presentation described several 

applications of an Apple II microcomputer syetem (CO: Three applications 

were mentioned: monitoring a lab-scale fixed bed reactor in an attempt 

to reduce and control So, emissions during the start-up of a sulphuric 

acid plant, the use of a DISA fibre-optic probe as an instantaneous 

direct measure of the phase content in a gas-liquid bubbling system and 

lastly the reading of a photograph of a field of mixed black-white solids 

produced from a static mixture by a light-wand. Again, application 

programs were written in BASIC. 

Practising process engineers are also experimenting with the 

benefits of personal computing. In one such exercise bordering on 

process design, a steady state simulator of a distillation column (up 

to 5 components and a maximum of 20 theoretical stages) has been written 

in interpretive BASIC by sucksmitn ©) , The simulator, called MICROCHEM, 

for a 5 component run using NRTL liquid-activity coefficients and 

Redlich-Kwong vapour fugacities, used 22K of RAM and took about 5 hours. 

It indicates that present microcomputers can solve substantial practical 

problems such as distillation design but do not have the speed needed 

for more complex applications. 

Microcomputing has certainly found a home in chemical 

engineering. The real benefits are yet to be seen when more powerful
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16-bit devices and supporting software become fully integrated. 

In the mean time, there is considerable interest in implementing 

advanced control policies and an increasing commitment from industrial 

controller manufacturers to the need of programmable, microprocessor- 

based process controllers. The feasibility of applying modern controller 

designs will be looked at first before going on to a survey of several 

industrially proven microprocessor-based process controllers. 

2.3 Implementation of Advanced Control Algorithms 

Unlike the conventional analogue PID controller, the digital 

controller is easily configured to handle advanced, multi-variable and 

adaptive control algorithms. The development of the microprocessors 

has given further impetus in this direction. It is now economically 

possible to implement sophisticated control etratesiessocn))) 

One area which has caught the attention of microprocessor 

control designers is the development of self-tuning controllers. These 

controllers are designed to overcome the rather subjective tuning 

difficulties associated with conventional controllers and also to remove 

the heavy dependence of other digital controller see ee on accurate 

plant models. The self-tuning regulator has been applied successfully 

in several industrial processea\© so 

An early feasibility study of microprocessor-based self-tuners 

5 (69) , was detailed by Clarke et al. in 197 In a way, it was a response 

to the original self-tuning regulator of Astrom and fittenmary of 

1973 which stimulated considerable interest as adaptive performance was 

shown to be possible with a relatively modest computational requirement. 

However, the design lacked flexibility in that the program was written in 

a 'medium-level language' which needed a macro-assembler for its 

generation, and hence was difficult to modify 'on site’. As a result,
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a second microcomputer system was built, also based on the 8-bit 

Intel 8080 processor, to achieve system portability and providing a 

high-level language suitable for control. In view of the range of 

parameter values likely in self-tuning applications, the authors 

decided to represent numbers in floating point format comprising 3 bytes 

(7 for exponent, 16 for fractional part). As the 8080 has no overflow 

flag, the eighth bit of the first byte acts as a 'guard' bit for over- 

flows. Hence values in the approximate range 10°19 can be stored to 

1) a precision of 4} decimal digits. Clarke and Frost also developed 

a new high level language called Control BASIC which is used with the 

self-tuner. The system has been applied to several pilot plants 

including a batch chemical reactor and effluent pH control. 

More recently, Sheirah et alesis reported what they described 

as a Universal Self-Tuning Controller. An initial design was built 

using 8-bit M6800 microprocessor components but it was found that the 

configuration limits the accuracy of computations. To improve on the 

accuracy, the software was re-written in 32-bit floating point arithmetic 

on an Intel 8085 microcomputer. Floating point numbers are therefore 

in the range +3.4 x 10°8 and the integers in the range +215 x 107 giving 

better results but at nearly ten-fold increase in computation time. 

The design and implementation of an adaptive, identifier-based, 

single-loop controller using an Intel 8080A-based Microcomputer Development 

System (MDS) 800 is found in the work of Baradello‘’) , Using a proto- 

typing tool schematically shown in Figure 2.2, microcomputer programs 

were written on the PDP-11/40 using cross-assemblers and simulators, 

downloaded into the MDS-800 only for final verification. The software 

floating-point package used operates on real numbers represented by 

3 bytes (1 bit for sign of number, 1 bit for sign of exponent, 6 bits 

for the exponent and a 16 bit mantissa). Typical addition and
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multiplication required 0.4 and 1.2 ms respectively accurate to 

* least significant bit of the mantissa. However, real-time results 

were limited as the ‘chemical process', up to 3rd order, was simulated 

on an EAI-TR20 analogue computer. 

(74) In another research effort, Jensen employed an M6800 

microprocessor not only to identify but also to control to a set-point 

a distributed parameter system consisting of an insulated copper rod 

with variable heat flux at one end and a measurement at the other. 

A discrete-time model of the thermal system was integrated into an 

observer formulation where optimal control is achieved using feedback
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estimates of the states. A least square technique was used to 

perform the on-line identification. Jensen strictly adhered to 

assembly language programming in formulating both the identification 

and ‘control algorithms. Subroutines were written to perform 32-bit 

floating-point arithmetic in conjunction with a hardware multiplier, 

add and multiply vectors and matrices, for solving system equations 

using Gaussian reduction, and transposing matrices. According to 

Jensen, the assembly language route was chosen to break the tradition 

of under-utilisation of microprocessors by high-level programming which 

sacrificed speed and memory with no apparent improvement in the quality 

of the control effort. 

2.4 Industrial Microprocessor-based Process Controllers 
  

The relatively slow response of the process control industry 

in the use of microprocessors in the control of chemical plants has been 

discussed earlier. Nevertheless, the upward trend in computer control 

is certainly there. Despite the economic recession, a study of process 

CD) indicates a trend of control equipment markets in the United States 

11.4% in the annual growth rate of process control computers and 32% for 

programmable controllers for the period 1981 to 1985. 

Several reviews of the process controller market have been 

reported in the Literature (36> 76577) | In general, the surveys indicate 

that the combination of analogue and conventional digital computer control 

is dominant. An example in the acy (analogue control centre) marketed 

by Fisher Controls Company, which is designed to sandwich with their dey 

(digital control centre) and supported by a modified basic programming 

called Pc, program. Although each of these packages can cost up to 

£500,000, Fisher Controls claims to have installed this process controller 

hardware/software in more than 600 plants with about 1000 loops in diverse 

industries. For a detailed survey of other industrial products including
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their costs range, Reference 77 should be consulted. 

More specifically, microprocessor-based controllers have also 

appeared partly in response to changing trend in control system design 

and philosophy. Among the earliest to move away from centralised DDC 

is Honeywell Inc. who first field-tested their Total Distributed Control 

system TDC-2000 in 1975. The basic unit of the TDC-2000 is the Basic 

Controller, which comprises eight microcomputers (or computational 

slots) based upon the 16-bit CP 1600 microprocessor, which can be 

programmed from a control centre using any one of the 28 algorithms 

available. These include all functions associated with conventional 

instrumentation as well as computational devices from 1, 2 or 3-mode 

controllers with or without cascade or ratio to square root extraction, 

alarms and auto/manual switch. Currently, the TDC 2000 is an 8-loop 

shared controller although Honeywell Inc. is believed to be working on 

a 16-loop version. These controllers can be distributed around the 

plant as operational substations and linked to a control centre by a data 

highway. For these reasons, the manufacturer claims that the TDC-2000 

is the first complete multimicroprocessor system to incorporate all the 

necessary aspects in a unified design and could therefore be considered a 

paradigm of future development in this field. The fact that by the end 

of 1978 several hundred TDC 2000 systems had been delivered involving 

more than 20,000 loops is an indication of its popularity. 

Current industrial controllers basically offer similar 

facilities differing only in programmability, special functions and 

number of loops catered. The Mod III introduced by Taylor Instrument 

Limited was the first system to introduce an adaptive gain module for 

controlling non-linear parameters. The ACCO Bristol's microcomputer- 

based UCS 3000 offers conventional control algorithms as well as advanced
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ones. For example adaptive control and optimisation can be 

implemented by the user. For this purpose, the UCS 3000 is equipped 

with a 16K RAM, and an EPROM module for the relatively fixed schemes. 

However, many of these controller packages may not be 

suitable for certain process decien requirements. In these cases, 

the companies concerned may prefer to carry out in-house developments 

using vendor supplied components instead. Monsanto Co. has described 

a M6800-based single loop controller for a simple temperature control 

(78) The system's control software resides in a 2K byte application 

ROM and process variables are stored in a 128-byte RAM. A watchdog 

timer circuit shuts down the loop if the controller malfunctions. In 

its remote control mode, the controller can be addressed by a PDP-11/03 

supervisory computer which provides new set-points, alarm-limits and 

tuning parameters. Another development was applied to pH control ‘7, 

always a difficulty with conventional analogue controllers due to the 

severe non-linearity of the neutralisation curve. 

More complex industrial applications have also been reported 

by Mitchell °°” oO and Langill, et al. After having failed to find 

a suitable system on the market, Mitchell described how the Amoco Texas 

Refining Co. employed a M6800 microprocessor to control a cooling tower 

chemical addition and a Texas Instruments 990/4 microcomputer-based 

control of a cool-down cycle of a refinery coking unit. Langill 

described how microprocessors were used in a petroleum wax and sugar 

refinery recovery operations. 

225 Problems in Using Microprocessors 

The literature survey has shown that the microprocessor has 

brought both the era of opportunities and also of problems. This is 

because microprocessors are a new technology and for the first time
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hardware and software is integrated into a single formation. Users 

are therefore introduced to the need for different methods of working. 

The problems of using microprocessors has been discussed by carter ‘5?) , 

This award-winning paper identifies the technical, manpower, commercial 

and sales and marketing aspects as problem areas but the treatment is 

only general. In fact, it is difficult to be specific as a difficulty 

encountered in one application may not be the case in another. This 

section builds upon the perspective generated by Carter's paper by giving 

some examples reported in the literature survey. The biggest single 

problem is software and this will be considered first. 

2.5.1 Software Aspects 

The generation of suitable software has not only been a major 

difficulty but has also captured the largest share of the costs in many 

implementations of microprocessor technology. The early users of micro- 

processors especially found developing and implementing programs difficult 

and' expensive partly because microprocessor hardware design was at its 

infancy and did not take into account of software requirements and partly 

because of the lack of suitable software development tools. 

Basically, there are three major software bases as described 

(83) in his four-part tutorial paper on microcomputer by Crutchley 

control. These are: 

* process control language - high-level, user-oriented, 

requires minimum programming 

skill. 

+ standard high level - FORTRAN, BASIC, PASCAL, etc. 

programs Its effective use requires 

skilled programmes. 

* assembly language - allows efficient use of 

processor time and memory but
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users must learn how to 

program the particular 

processor. 

Many companies already offer software based on process-control 

language which usually includes program linking and de-linking 

capabilities, a library of control and display programs and conversational 

input routines by which the user can easily build and modify control and 

other routines. Standard high level software is relatively rare on the 

industrial microcomputer scene as it usually requires more memory and not 

(84) of 400 leading economical on 8-bit systems. Although a recent survey 

American organisations in the instrumentation and control field was 

reported to have shown that FORTRAN at 50% usage still dominates the 

language bazaar of industrial multi-user systems (20% use PASCAL, 15% use 

C-language, 10% use assembly language and 5% others), this standard 

software is only likely to flood the scene when fully-developed 16-bit 

microcomputers become available. Until then, many users would have to 

invest considerable time and money learning to program in assembly 

language or buy vendor supplied ROM-based modules. In general the 

nature of the application and user resources dictate the software base 

to be used. 

The literature also suggests that although process inputs 

(to the microcomputer) of 8 or 12-bit resolution (about 1 and .05% 

respectively) are generally satisfactory as transducer accuracy is rarely 

more than that, the internal representation of numbers operating on these 

inputs often require 3 or 4-byte floating point representation. This 

is particularly true when 8-bit microprocessors are used to implement 

advanced control strategies as in the case of self-tuning and 

identifier-based adaptive controllers. The cost has been increased user
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program development and machine execution times. The trend however, 

is encouraging. Changes in microprocessor architecture and increased 

availability of supporting hardware chips are expected to create a 

more efficient high level software base for process control. 

2edce Hardware Selection 

Hardware selection (microprocessor and supporting ROM, RAM 

and I/O chips) can be a nightmare if the user fails to calculate his 

system needs carefully. One of the biggest problems is at what level 

to start as microprocessor hardware is normally supplied at chip, board 

and system levels. Chip level is cheap to get started but the user 

must have the proper resources of design and technical support. Even 

here, choosing a suitable microprocessor is highly subjective. In 

particular, there is very little guideline on the relative difficulty 

in using different microprocessors for process control except, to the 

author's knowledge, in the research work of Dickey (>) By using a 

set of 5 kernel programs said to be representative of computational tasks 

in process control systems, he developed a method of rating 6 micro- 

processors (M6800, Intel 8080, MCS 6502, IMP-8, Fairchild F8 and COSMAC 

1801) in terms of relative difficulty of programming them in assembly 

language code. The method is based on measuring the logical complexity 

of each microprocessor instruction repertoire. Dickey's results, though 

a limited one, showed that the complexity measure of a micftoprocessor can 

be directly determined from a formal instruction set. In this ensemble, 

the M6800 was found to be the least difficult to program but in practice, 

other factors such as market rating, software and peripheral support and 

cost are the deciding factors, 

The applications mentioned in this chapter emphasised mainly 8-bit 

microprocessors. This is partly because they were the first to affect 

the process control industry in a big way and partly because they are more
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readily available with generally acceptable performances. When 

compared to 16-bit machines, they can be more efficient, on a bit 

for bit basis, in using memory. Ultimately, the choice of an 8 or 

a 16-bit processor becomes secondary when what really matters is the 

total system performance and features available. 

22563 System Integration 

At the lower levels of the process control hierarchy where the 

microprocessor is currently more suitable, the microprocessor must be 

integrated into the analogue environment. The process of translating 

analogue signals into digital ones (and vice-versa) is likened to a 

process with some kind of transfer function. Thus, the discretisation 

process not only resulted in some loss of information but makes digital 

devices always slower than their electrical analogue counterparts. 

Interfacing is another major problem area. The electrical 

interface is partially solved by making TTL compatible hardware but 

microprocessor designs have been known to suffer from electrical and 

radio frequency interferences. In many applications, filters and 

circuits were located near the sensors to minimise noise communicated 

to the microprocessor. But the greatest difficulty in microprocessor 

application design appears to be in the interfaces between the micro- 

processor and the mechanical parts of the system, Designing sensors 

and actuators is particularly demanding as it requires an intimate 

inouleage of how the system must perform. This perhaps explains why 

many firms have found that training their existing technical people in 

electronics is more desirable than attempting to bring in people expert 

in microprocessors and familiarise them with the user's needs.
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20564 Economics and Manpower 

The main attraction for microprocessors has been the low 

cost for a given performance. But the overall cost in an application 

depends on a variety of factors including back-up instrumentation, 

equipment consolidation, peripherals and manpower training costs. 

Microprocessor controllers have often been said to be more flexible 

than conventional PID controllers. If we are talking about choosing 

between DDC and a PID controller, then the above comparison is not 

practical. This is because in practice, most computer-controlled plants 

have computer compatible analogue controllers which take over when the 

computer is down for maintenance or some other reasons. The situation 

is thus that microprocessor-based control is not justified on DDC only 

~ the flexibility of DDC is just a handy advantage on going to computer 

control. The bulk of the credit in microprocessor-based control comes 

from the extra benefits generated by its programmed facilities. This 

would include communication with a supervisory computer, a richer loop 

information and status display or variable trend recording or some other 

background processing. 

Applying microprocessors therefore needs appropriate manpower 

support if they are to bring in the maximum benefits. Two key 

figures - the design integrator, a person who knows a lot about the 

process we nature of the application, and the ‘creative programmer' or 

software designer. Much of the long-term success of an application 

depends on the efficiency, versatility and reliability of the software 

created for the application.
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2.6 Conclusions 

The literature survey has shown that the technological basis 

for the application of microprocessors is already firmly established. 

However, the pace in the process control industry where the essence has 

been "that computers should control and controllers should compute" 

has been relatively slow although this is expected to change when better 

software support and 16-bit computers become readily available. 

Microprocessors also introduce new difficulties and the need 

for different methods when developing a system design. Starting from 

chip level and programming in assembly language get the maximum out of 

a microprocessor but the user must supply adequate staff support. The 

learning curve with microprocessor-based designs is steep and it is wise 

to experiment on the gentler slopes first. 

Generally, whenever the microprocessor is being applied, it 

has shown itself to be a cost effective alternative. However, many 

outstanding difficulties still remain. These are software development 

costs, interfacing problems and manpower/microprocessor productivity.
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3. DEVELOPMENT OF A LINKED HONEYWELL H316 - MOTOROLA M6800 

TWIN PROCESSOR SYSTEM 

3.1 Introduction 

Central to system design and program development in this 

research are two departmental general-purpose computer systems: a 

ferrite core 16-bit Honeywell H316 minicomputer system and a semi- 

conductor-based 8-bit Motorola M6800 microcomputer system. Clearly, 

the two computers not only differ markedly in size, speed, system 

organisation and cost but needless to say, each has been a product of 

a different age in the evolution of computer technology. Originally 

acquired in the late sixties, the Honeywell 316 minicomputer system has 

now expanded to include the Honeywell Analogue Digital Input Output 

System (HADIOS) as its primary data acquisition facility. It is well 

equipped with supporting software and has been used in both batch 

scientific and real-time data acquisition and pilot plant control work. 

The M6800 microcomputer system on the other hand, was acquired in kit 

form and assembled in the late seventies, has less extensive supporting 

software and utilisation but nevertheless is sufficiently equipped with 

additional logic and peripheral interfaces for real-time data acquisition 

and control work. 

This chapter concentrates on the hardware architecture of both 

computer systems, the peripheral and interface devices, and finally the 

linking of both machines to form what will be described as the linked 

H316-M6800 twin processor system. The design and development of a 

feasible software protocol for the operation of such a system will be 

described in the next chapter.
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3.2 The Honeywell H316 Minicomputer System 

The Honeywell H316 is a second generation digital computer 

designed for both open shop and batch scientific applications and real-time 

on-line data processing and control. Its modular design, flexible I/0 

structure and command repertoire enables it to be tailored to a broad 

variety of applications both on- and off-line. The departmental Honeywell 

minicomputer facilities have expanded considerably from its basic 

configuration in a mainframe, a control panel and an ASR teletypewriter, 

to include a variety of peripheral devices and the HADIOS which can be 

linked to pilot plant signal conditioning boxes. The variety of 

applications has therefore included data reduction and formatting, process 

control, instrumentation, simulation and batch scientific and engineering 

computation. 

3.2.1 Central Processing Unit and Peripheral Devices   

Plate 3.1 shows the Honeywell minicomputer and peripherals as 

seen in the computer laboratory. A simplified block diagram of the CPU 

indicating the data storage registers, the control units and the I/O 

controls is shown in Figure 3.1. The random access memory shown as a 

single block, is a magnetic core store consisting of four modules of 

4096 (4K) 16-bit words. The computer uses two's complement machine 

code, has a memory cycle time of 1.6 ws and I/O data handling at a 

maximum word rate of 156 KHz/s. Table 3.1 describes the functional units 

of the CPU and its I/O controls and Table 3.2 summarises the minicomputer's 

leading characteristics.
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Plate 3.1. The Honeywell H316 Minicomputer System and Peripherals
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Block diagram of the Honeywell H316 Central Processing Unit   Figure 3.1
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Table 3.1 Functional Units and I/O Controls of the Honeywell H316 CPU 

  

A-Register (A) 

B-Register (B) 

Adder 

M-Register (M) 

P/Y-Register (P/Y) 

C-bit (C) 

Index Register (X) 

Output Bus (OTB) 

Input Bus (INB) 

Address Bus (ADB) 

A 16-bit primary arithmetic and logic register 
of the computer. 

A 16-bit secondary arithmetic and logic 
register used primarily to hold arithmetic 
operands which exceed one word in length. 

Performs the basic arithmetic processes of 
addition and subtraction, 

A 16-bit memory buffer register used to 
transfer information to and from the core 
memory. 

A 16-bit memory address register used to store 
the address for the memory. 

A 7-bit indicator associated with the A- and 
B-registers that stores overflow status 

resulting from the execution of arithmetic 
instructions and stores the last bit shifted 
out of the A- or B-register during the 
execution of shift instructions. 

A 16-bit register used for address modification. 
Usually, any memory write cycle addressing 
memory location zero also loads the X-register. 

Sixteen lines that transmit data from the 
computer A-register to an I/O device. 

Sixteen lines that transmit data from an I/O 
device to the computer A-register. 

Ten lines used in conjunction with I/O devices. 
Bits 7-10 define the function to be performed 
by the I/O device. Bits 11-16 designate the 
1/0 device to be used. 
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The Honeywell H316 Leading Characteristics 

  

Primary power 

Type 

Addressing 

Machine code 

Circuitry 

Signal levels 

Instruction complement 

Memory Cycle Time 

Speed, Add 
Subtract 
Multiply (optional) 
Divide (optional) 

Standard memory 

Memory Type 

Standard interrupt 

1/0 Modes 

Standard I/O lines 

Environment 

Weight (less console) 

Dimensions 

Cooling 

425 watts, 5.5 amps. at 115 vac + 10% 
at 60 * 2 Hz 

parallel binary, solid state 

single address with indexing and indirect 
addressing 

two's complement 

integrated 

logical ZERO: O volts 
logical ONE : 6 volts 

72 instructions (See Table A3.1, 
Appendix 3) 

1.6 us 

-2 us 
+2 us 
-8 us 
-6 us N

O
W
 

16K core organised in 512-word sectors 

Coincident-current ferrite core 

single standard interrupt line 

single word transfer 
single word transfer with priority 
interrupts 

10-bit address bus (4 function code, and 

6 device address), 16-bit input bus, 
16-bit output bus; external control 
and sense lines 

room ambient temperature for computer 
less I/0 devices: 0-45°C 

120 pounds 

17.88 in. x 24.5 in. x 14 in. 

filtered forced air 
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To date, the Honeywell minicomputer can support the 

following peripheral equipment: 

1. A Tektronics 4010-1 VDU. This unit is capable of both 

graphical and character display. In the alphanumeric 

mode, it operates at a rate of 200 baud. Attached to 

the VDU is a hardcopy device which produces permanent 

copies of the display when these are required. 

2. An ASR teletypewriter operating at 10 characters per 

second (cps). 

3. A high speed paper tape reader operating at 200 cps. 

4, A high speed paper tape punch operating at 75 cps. 

5. A magnetic tape cassette unit, used for both input and 

output at a rate of 375 words per second. 

6. An AED 3100P floppy disc storage unit. 

More recently, several Newbury Model 8005 terminals and 

Model 8510 desk top dot matrix serial impact printers were acquired by 

the Department. These products are good examples of the impact of 

microprocessor technology as both contain ROM and RAM chips to provide 

greater intelligence, storage, and adaptability than conventional 

analogue or programmable logic-based devices. 

The Newbury terminal has four modes of operations ranging 

from the standard alphanumeric I/O to graphical input mode. Local 

display and editing functions are provided to enhance page formatting 

and labelling. A RS232-based interface adapter with a smaller range 

of baud rate (110 to 9600) has been built at the minicomputer end to 

accommodate any one of the Newbury terminals. The terminal emulates 

the Tektronix VDU but with poorer screen resolution. 

The printer is linked to the VDU ehrodgh its own RS232 port 

and can also serve as a data communication terminal and a hardcopy unit
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for VDU displays (for example, Graphics). Printing speed is 100 cps. 

3.2.2 System Software 

The definition of system software here is extended to include 

not only those programs supplied by the computer manufacturer (utilities, 

monitors and control programs) to control the operation of the computer 

but also any other standard software package provided by the computer 

manufacturer, instrument and interface manufacturers or organisations 

specialising in software. These may include language compilers, object 

loaders, I/O and library subroutines and operating systems. As a rule, 

system programs do not exactly meet the requirements of a specific 

computing objective so application programs are written, very often by 

the user himself. Application programs may or may not incorporate 

modified versions of available system software packages. 

FORTRAN Compiler 

The Honeywell FORTRAN IV compiler has been produced for 16-bit 

computers according to the American Standards Association eheciEicetions. |) 

Normally, source programs are prepared using the Honeywell Text Editor 

in standard format. Object code output is normally directed to paper 

tape punch in relocatable mode. 

DAP-16 MOD 2 Assembler 

To avoid programming directly in machine code, a symbolic 

assembler, DAP-16 MOD 2, is provided by the manufactirers(! The 

assembler is a ‘one for one' language, i.e. one symbolic instruction 

corresponds to one machine code operation, except in the case of 

pseudo-operations, which request action by assembler rather than
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specifying an operation code, Assembly language programs are invaluable 

tools in writing real-time software packages or patching existing system 

programs to meet user/application requirements. Paper tape source 

programs are prepared using the Text Editor and usually assembled in the 

two-pass mode, Assembler and FORTRAN object code outputs are fully 

compatible. Tables A3.1 and A3.2 in Appendix 3 summarise the DAP-16 

MOD 2 assembler language mnemonics and pseudo-operations respectively. 

Object Leader 

The object code produced by the DAP-16 assembler or FORTRAN 

compiler is processed by the object loader to form a core image in memory. 

As an instruction word of 16 bits requires 4 bits to represent a 

sufficient number of operands and a further 2 bits for indirect addressing 

and indexing, the maximum number of locations that can be accessed by 

direct addressing is oe (1024) or two sectors - the current sector of 

the instruction and usually the lowest sector in memory (base sector). 

By indirect addressing, the maximum number is me (16384) as the index 

and indirect addressing bits are still required. This limitation means 

the user must have a reasonable assessment of cross-sector links 

acquired for a successful loading. 

The loader therefore operate in two modes. In the desector- 

ising mode, the loader handles all intersector references by generating 

indirect address links where necessary. These links are usually located 

in base sector, unless the assembler program specifies a location else~ 

where by the SETB (Set Base) pseudo-operation. In the load mode, the 

loader assumes all intersector links are handled by the assembler program. 

A successful loading generates a memory map indicating memory 

utilisation and program segment length and location. The core image 

may then be punched out as a self-loading system tape (SLST) using a
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punch utility PAL-AP, stored on paper tape, cassette or stored on a 

floppy disc. 

It was envisaged at the early stage of program development 

that much of the software to be used will occupy low and high sectors 

of H316 memory. A suitable self-contained loader, LDR-APM Rev. E, 

occupying locations '13050 through '16577, was therefore constructed. 

(See Section 3.1 of Appendix 3.) 

BASIC-16 

BASIC-16 is the Honeywell version of BASIC for 16-bit 

processors with memory size 4K or more. Interpretative in operation, 

the compiler provides the user with an interactive, problem-orientated 

high-level language. In standard form, communication with BASIC is 

from the teletype but a machine code modification permits I/O via the 

paper tape reader and punch. 

An important refinement provided in BASIC-16 is the CALL 

statement, which enables up to 10 FORTRAN/DAP-16 subroutines to be 

accessed from a BASIC program. The general form of the statement is 

&n CALL (sn, Als ag, ves a,) 

where &n is the statement line number 

CALL is the statement operator 

sn is the subroutine reference number (1 to 10) 

a, to a, are arguments to be passed to the subroutine called. 

3.2.2.1 Machine Code Patch for use with the Newbury terminal and printer 

A software patch was found to be necessary for satisfactory 

use of the Newbury terminal and printer. The flowchart shown below, 

puts the H316 in a waiting loop on sensing a 'VDU busy' signal from the
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terminal. This 'busy' signal (X-OFF character) can be initiated by 

the printer if its input buffer is full. On receiving a 'ready' signal 

(an X-ON character) the H316 exits the waiting loop to proceed with 

normal program execution. In this way, no information is lost during 

printing. An example of its use with the H316 Text Editor is shown 

below. 
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3.2,3 The Honeywell Analogue Digital Input Output System (HADIOS)   

The HADIOS hardware basically consists of a controller, 

connected to the I/O data and control lines, which generate subsidiary 

data, addresses and controls for up to 15 different subinterface cards. 

These subinterfaces can be analogue or digital devices and fiysatd or 

output. As Figure 3.2 schematically shows, the HADIOS is the main 

interface between the computer and a wide range of I/O devices in on-line 

applications. The HADIOS devices used are as follows: 

3.2.3.1 High Level Analogue Inputs 

This subinterface consists of a single channel analogue to 

digital converter (ADC), with a maximum conversion rate of 40 kHz, 

and connected to three 16-channel multiplexer units. Hence, there are 

48 analogue inputs and these are numbered from 0 to 47. Figure 3.3 

illustrates this schematically. The input signals (0 to 5 volts) are 

converted to a binary integer with ten bits resolution i.e. 0 to 1023. 

Sample and Hold Channel 

  

Multiplexer 1/-— 
      

  

  

10-bit 
Multiplexer 2 ee         

      

          
Multiplexer 3 
  

  Figure 3.3 | The Analogue Inputs Subinterface
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Figure 3.2 A Schematic Diagram of the Computer-Process Hardware Interface
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3.2.3.2 High Speed Counter Inputs 

A counter input provides a method of monitoring the number 

of changes of level of a digital input. The counter is incremented 

by a high active transition (a voltage transition from logic '0' to 

logic '1'). The current contents of a counter can be attained by a 

programmable command. Each counter can also be initialised to a preset 

value and programmed to interrupt the H316 central processor when half-full. 

Each counter input subinterface card has an 8-bit register with a 

range of 0 to 255. When this subinterface is operated in the non- 

interrupt mode, the 8-bit register automatically returns to zero when a 

count of 255 is reached whereas inthe interrupt mode when the register is 

half-full i.e. it contains 127, an interrupt request to the CPU is 

generated. There are 3 subinterface cards in service at present. 

3.2.3.3 Logic-Level Non-Isolated Inputs 

There are two digital inputs subinterface cards namely 

digital input A and B (DGIA and DGIB) respectively. Each card senses 

the voltage levels present on the 16 parallel user's input lines. The 

input signals are usually low impedance voltages switchable from logic 

"L' to logic '0'. The signals sensed are transferred to the A-register 

as a 16-bit pattern. By experimentation, it has been found that if any 

of the digital input lines are non-active from the user's point of view 

i.e. these lines are in open-circuit conditions, then the corresponding 

values in the A-register turn out to be logic 'l's. 

3.2.3.4 Logic-Level Outputs 

The two digital subinterface cards A and B (DGOA and DGOB) 

provide a means of transferring digital data to peripheral equipment 
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external to, but near, the central processor. The data is held in 

MSI flip-flops in the subinterface cards and hence, remain valid until 

new data are output from the computer. 

Either card can be used in conjunction with the digital to 

analogue converter (DAC) available. Sixteen analogue output channels 

(numbered 0 to 15) therefore provides a facility for outputting analogue 

voltages in the range 0 to 10 volts. However, each analogue output has 

the digital equivalent of only the 10 most significant bits of the 

original value in the A-register. This is because the six least 

significant bits are used mainly to make room for addressing up to 

16 output channels. 

3.2.3.5 Alarm Inputs 

In general, the alarm inputs subinterface card channels 

externally-generated interrupts into the standard interrupt line of 

the H316 computer. There are 16 input channels on the card and the 

unit was configured to cause an interrupt request of the H316 on the 

occurrence of a low active transition (logic '1' to logic '0"') on any 

one of the 16 input channels. When an interrupt is acknowledged, the 

state of the 16 inputs must be transferred to the computer A-register 

and a software sort carried out to find which particular input of the 

16 channels has become active, The non-active lines (open-circuit 

conditions) register themselves as logic 'l's in the computer A-register. 

Summary of HADIOS Devices 

To summarise the HADIOS then, the following facilities are 

provided: 

48 analogue inputs connected to one ADC via three multiplexers 

3 counter inputs 

2 digital inputs
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2 digital outputs, including one DAC giving 16 analogue 

outputs 

1 alarm inputs unit providing 16 channels 

3.2.4 The H316 Interrupt Structure 

The H316 minicomputer has a powerful interrupt/break structure 

(a break is also hardwire-controlled but unlike an interrupt, it occurs 

between instructions or cycles of an instruction without affecting the 

contents of the program counter) which consists of nine levels. If 

two or more sources assigned to different levels request memory access 

simultaneously, they are executed in a priority sequence determined by 

hardware. Of main interest to this research is Level 6, the standard 

interrupt, to which most peripheral devices are connected by means of 

the priority interrupt line, PILOO, of the I/O bus. 

When an I/0 device or some special application hardware request 

service by forcing the party line PILOO to a particular state, an 

interrupt request is said to be present on the line and an interrupt 

request is said to be present on the line and an interrupt is pending. 

To generate an interrupt, however, the central processor must have 

executed an ENB (Enable Interrupt) instruction. Although, several 

sources may request interrupts simultaneously, only one interrupt is 

allowed at any one time. 

The programmer can also control which devices request 

interrupts. This is done by setting the particular device interrupt 

mask corresponding to the A-register via the SMK '20 instruction. 

Location '63 is the dedicated location for the standard interrupt system 

and contains the interrupt vector. 

For a device to cause an interrupt then, the following 

conditions must be met.
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(i) The device must be ready. 

(ii) The interrupt mask flip-flop must be set. 

(iii) System interrupt must be enabled by an ENB instruction. 

3.2.5 The H316 Real-Time Clock 

The Real-Time Clock of the H316 minicomputer increments 

dedicated location '61 at a constant rate independent of the prime 

power source. Several frequencies (5 to 20 ms continuous) are available 

but a 20 ms frequency has been used throughout this work. When the 

contents of the counter pass from '177777 to ‘000000 and the device mask 

is set, an interrupt request is generated through the standard interrupt 

location '63. : 

The clock can operate in a non-interrupt mode and can therefore 

be used as a time base (i.e. real-time) in many applications. In the 

interrupt mode, Chel ocoeramune can cause execution of his program either 

cyclically at a specified interval or at a specified time. Such a 

scheme is the basis of the operation of the HADIOS real-time executive 

program to be described in Chapter 4. 

3.3. The Motorola M6800 Microcomputer System 

This departmental microcomputer system started off from the 

Midwest Scientific Instruments M6800 Computer System Kit (which includes 

Chassis and Hardware, Power Supply, Mother Board and Connectors, MPU 

Board and Monitor, 8K RAM Memory Board, Interface Adapter Board and 

Serial Interface Board, all for £375 including V.A.T. in 1977) and now 

has a variety of supporting devices and software packages such as to 

become a general purpose microcomputer. Plates 3.2 and 3.3 show in 

varying detail the hardware of the M6800 microcomputer system.
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The Motorola M6800 Microcomputer System   Plate 3.2.
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  M6800 Power Supply switch 
Power Supply (Voltage) Regulator 

3 - Main Memory bank (RAM) 
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Plate 3.3 The M6800 System Kit (Assembled)
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3.3.1 System Overview and Hardware Features 

The basic Motorola M6800 microcomputer family consists of 

five parts: 

1. 

2. 

The MC6800 microprocessing unit (MPU). 

MC6830 masked programmed Read Only Memory (ROM) 

(1024 bytes of 8-bit each). 

MC6810 Static Random Access Memory (RAM) (128 bytes of 

8 bits each). 

MC6820 Peripheral Interface Adapter (PIA) - for 

parallel data 1/0. 

MC6850 Asynchronous Communications Interface Adapter 

(ACIA) - for serial data I/O. 

As shown in Figure 3.4, a complete microcomputer can be built by 

interconnecting the system components via a 16-wire address bus, an 

8-wire data bus, and a 9-wire control bus, plus a clock so that the 

computer can function in a timely and orderly manner. The modularity 

of family components and the system's bus-oriented architecture allow 

easy configuration for a wide range of applications. 
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Figure 3.4. 

(Contol Bus not shown.) 

The Motorola M6800 family components
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For a component to be a member of the M6800 microcomputer 

family and to eines compatibility, it must meet specific system 

standards. The standards must also make it convenient for other 

external devices to interface (or communicate) with the microprocessor. 

These standards, which apply to all M6800 components are as follows: 

8-bit bidirectional data bus 

16-bit address bus 

3-state bus switching techniques 

TTL/DTL level compatible signals 

5 volt N channel MOS silicon gate technology 

24 and 40 pin packages 

Clock rate 100 KHz to 1 MHz 

Temperature range of O to 70°C. 

The temperature range chosen is adequate for most industrial 

and commercial applications and is also the same as the standard TTL 

range. 

The Data Bus 

Since the basic word length of the M6800 is 8-bits (one byte), 

it communicates with other components via an 8-bit data bus. The data 

bus is bidirectional, and data is transferred into or out of the M6800 

over the same bus. To accomplish this, a Read/Write line (one of the 

control lines) is provided. 

An 8-bit data bus can also accommodate ASCII characters and 

packed BCD (two BCD numbers in one byte). 

The Address Bus 

These 16 output lines are used to address (through data 

generated by the MPU) devices external to the MPU and they are chosen 

for the following reasons:
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ls For programming ease, the addresses should be 

multiples of 8-bits. 

as An 8-bit address bus would only provide 256 addresses 

but a 16-bit bus provides 65,536 distinct addresses 

(hexadecimal 0000 to FFFF) which is adequate for most 

applications. 

Three-State Bus Switching Techniques 

A typical digital line is normally either HIGH (normally at 

a logical '1' level), or LOW (normally at a logical '0' level). 

However, since microcomputer components are in general bus oriented 

in architecture, (a component chip hanging off the system bus, so to 

speak) and therefore share a common bus, three-state bus technology is 

necessary to allow one, and only one, selected component to drive the bus at 

any one time. This is done via-the Read/Write (R/W) Valid Memory Address 

(VMA) control lines in conjunction with the address bus which make all 

unselected components force their three-state bus drivers to the 

high-impedance state (i.e. the third state). The transfer of information 

via the data bus can therefore be bidirectional over the same 8-wire bus. 

5 Volts N Channel MOS Silicon Gate Technology   

The M6800 requires only a single +5 volts supply for its 

operation. The use of a single standard voltage gives it a significant 

advantage over other microprocessors and MOS devices that require several 

different voltages for their operation. 

3.3.2 The MC6800 Microprocessing Unit 

The MC6800 microprocessor is the nucleus of the M6800 micro- 

computer system and is enclosed in a 40-pin package. As the block
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diagram of the MPU in Figure 3.5 shows, the various internal registers 

are inter-connected to the instruction decode and control logic via an 

8-bit internal bus. The figure also shows the nine control lines that 

communicate with the external devices, the address bus at the top and 

the data bus at the bottom. 

The Arithmetic Logic Unit (ALU) and Hardware Registers 

The Arithmetic Logic Unit of the MC6800 is an 8-bit, parallel 

processing, two's complement device. It includes the Condition Code 

(or processor status) Register. 

Figure 3.6 shows the significance of the bits of the condition 

Code Register. The register is used by branch instructions to determine 

whether the MPU should execute an instruction located at some other 

address other than next in the sequence. For a detailed description of 

how each bit of the Condition Code Register is affected by branch and 

other instructions, the full instruction set of the M6800 in Table A3.3 

of Appendix 3 should be consulted. 

  

1 1 H x N Zz Vv c 
                    

7 6 5. 4 3 2 i 0 

C - Carry/Borrow 

V - Overflow (two's complement) 

Z - Zero result 

N - Negative (bit 7 = 1) 

I - Interrupt Mask 

H - Half-Carry (bit 3 > bit 4) 

Note: Bits 6 and 7 are not used and always set to a "1", 

Figure 3.6 Condition Code Register
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The other five internal registers which the user must be 

concerned with, are as follows: 

A Accumulator (A) 

B Accumulator (B) 

Index Register (X) 

Stack Pointer (SP) 

Program Counter (P) 

A Accumulator 

B Accumulator 

Index Register 

Stack Pointer 

An 8-bit register used as a temporary holding 

register for MPU operations performed by the ALU. 

As register A. Registers A and B allow operand 

to remain in the MPU. Instructions that can be 

performed using both accumulators (e.g. ABA, TAB 

and SBA) are therefore very fast as they do not 

require additional cycles to fetch the second 

operand. 

A 16-bit (two bytes) register, implemented with a 

high (H) and low (L) byte. It is primarily used 

to modify addresses when the indexed mode of 

addressing is employed. As with the A and B 

accumulators, the index register can be incremented, 

decremented, loaded, stored, or compared. 

A 16-bit register, also implemented with a high (H) 

and low (L) byte, that contains a beginning address, 

normally in RAM, where the status and the register 

contents of the MPU during an interrupt, or the 

return address in executing a branch or jump to a 

subroutine instruction (BSR or JSR), can be stored.
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Program Counter - A 16-bit register that contains the address of 

the next byte of the instruction to be fetched 

from memory. The program counter is automatically 

incremented by one when its current value is placed 

on the address bus. 

System Clock 

The M6800 microcomputer requires a two-phase non-overlapping 

clock capable of operating from the 5V system power. The clock 

synchronises the internal operations of the microprocessor, as well as 

all external devices on the bus. In this system, the MC6875 chip provides 

the two timing pulses Phase 1 and Phase 2 Dy and 9) at 2 MHz. 

3.3.3 Read Only Memory (ROM) 

Read Only Memory for the M6800 microcomputer comes in 

1024 (1K) eight-bit bytes, mask programmable MC6830 chips. Its bus 

organisation is shown in Figure 3.7. 
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Figure 3.7 The MC6830 ROM Bus ravencace 2)
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Included are ten address lines, eight data lines and four chip select 

lines. Because this is a ROM, no R/W line is needed. The ten 

address lines are used by the MPU to select an eight-bit byte on the 

particular chip addressed. All ROM chips share the same ten address 

lines so chip select lines are used (defined by user and manufactured 

into the device) to decode individual chip address. 

ROM units have specified memory access time of 700-900 

nano-seconds and normally used to store permanent software. In this 

microcomputer system, a 1K ROM unit is used to house the MIKBUG monitor. 

A current version of FORTH has recently been programmed into a 4K EPROM 

memory thus enabling the user to access an efficient high-level language 

without the use of the floppy disk. 

3.3.4 Random Access Memory (RAM) 

The standard Random Access Memory chip for the M6800 micro- 

computer is the 128-byte, read/write MC6810. Its bus organisation is 

shown in Figure 3.8. Included are seven address lines, eight data 

lines, six chip select lines and a R/W line. The seven address lines are 

used by the MPU to select an eight-bit byte on the particular chip 

addressed. As in the case with ROMs, all RAM chips share the seven 

address lines and the chip select lines which are connected to other 

address and control lines, ensure that only one RAM chip is communicating 

with the system bus at any one time. 

Because of its read/write nature, RAM chips provides the main 

memory for program and data storage. However, unlike Read Only Memory, 

RAM memory is volatile and all stored information is lost when the system 

power supply is off. For this reason, a floppy disk storage unit has 

been acquired for the M6800 microcomputer to house system and user-written 

software.
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Figure 3.8 The MC6810 RAM Bus Interface (89) 
  

3.3.5 Peripheral Interface Adapter (PIA) 

The MC6820 Peripheral Interface Adapter chip is used to 

control parallel data transfers between the M6800 system and nearby 

external devices. A block diagram of a PIA is shown in Figure. 3.9 which 

indicates that the PIA is a dual I/O port unit (a port is defined as an 

8-bit parallel interface) with two similar sides labelled A and B. 

Each side contains three registers. 

de The Control/Status Register - controls the operation 

of its side of the PIA. 

25 The Data Direction Register - determines the direction 

of data flow (input or output) on each I/O line. 

3. The Peripheral Data Register - holds the I/O data going 

between the external system and the PIA.
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These PIA registers are treated as a set of memory locations 

by the M6800 system. Data can be read or written into these registers 

as with any other memory location. In fact, the programmable nature of 

the PIA helps create a powerful and flexible I/O facility for the 

M6800 system, warranting a more detailed description of its operation. 

This can be subdivided into PIA interface lines, operating modes and 

initialisation, 

(a) PIA Interface lines 

The most important signal functions the user must be concerned 

with, are summarised in this section.
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Peripheral Data Lines PAO-PA7 and PBO-PB7 
  

Each of these eight data lines can be programmed to act 

either as an input or an output by setting a '1' in the corresponding 

bit in the data direction register if the line is to be an output or a 

'O' if it is to be an input. 

Data Lines (DO-D7) 

These eight bidirectional data lines permit transfer of data 

to/from the PIA and the MPU i.e. through the same data bus that the ROMs 

and RAMs share. 

CAl_ and CBl Input Lines 

These lines are only inputs to the PIA and set the interrupt 

request flags (bit 7) of the control registers (see Section on PIA 

Operating Modes). For this reason, CAl and CBl are often described as 

interrupt input lines. 

CA2 and CB2 Control Lines 

Each of these control lines can be programmed to act as 

either a peripheral output or interrupt input. The function of these 

lines is programmed with the respective control registers (bits 3, 4 and 

5). 

I and_IRQB 

These two low-active lines are channelled together into the 

standard IRQ line and interrupt the MPU through the interrupt priority 

circuitry. In principle, if CAl, CA2, CB1 and CB2 all act as interrupt 

inputs, each PIA can generate four different TRQ interrupt requests to 

the MPU. Each input sets up its corresponding interrupt request flag
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in the respective control registers (bit 6 and 7) and the MPU must 

carry out a software sort to determine a particular source. The 

interrupt request flags (bits 6 and 7) are cleared when the MPU needs 

the peripheral data register or on hardware reset. 

(b) PIA Operating Modes 

The operating mode of the PIA depends on the organisation of 

the control register words summarised in Table 3.3. 

The PIA, like all the system component chips discussed thus 

far, is accessed via the chip select lines which are connected to the 

address lines of the MPU. The two register select lines (also 

connected to the MPU address lines) are than used to select one of the 

six internal registers. However, two input lines can only select one 

in four registers uniquely. This problem is conveniently solved by the 

logical status of bit 2 of the control registers. TE bit 2°26 a: ‘1s. 

then the peripheral data register is addressed. If bit 2 is a 'O', then 

the data direction register is addressed. In fact, this is the only 

purpose of bit 2 of the control register. 

Table 3.3 Organisation of the PIA Control Registers 

  

  

  

  

  

7 6 5 4 3 2 1 0 
A Side 

IDDRA 
IRQA1 | IRQA2 CB2 Control or CAl Control 

TORA 
@ 6 5 4 3 2 i 0 

B Side DDRB 
IRQB1 | IRQB2 CB2 Control or CB1l Control 

IORB              
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The general purpose of each of the remaining bits is 

summarised as follows: 

Bit 7 is the IRQA1/IRQB1 status bit. It is set by transitions 

on the CA1/CB1 input lines and will remain set until an MPU Read of 

Peripheral Data Register A/B. 

Bit 6 is the IRQA2/IRQB2 status bit. It is set by the CA2/CB2 

control lines and will remain set until an MPU Read of the Peripheral Data 

Register A/B. 

Bit 5 determines whether CA2/CB2 control line is an input (0) or 

output (1). 

Bit 4, if CA2/CB2 control line is an input, determines whether 

IRQA2/IRQB2 status bit (bit 6) is set by low active transitions on the 

CA2/CB2 line. If CA2/CB2 is an output, bit 4 determines whether CA2/CB2 

control line is a pulse (0) or a logical level @: 

Bit 3 set to 1, if CA2/CB2 control line is an input, enables 

the IRQA/IRQB signal to channel an interrupt request into the IRQ pin 

of the MPU, based on transitions on the CA2/CB2 control line. Tf 

CA2/CB2 is an output, bit 3 then takes on three different interpretations. 

le If bit 4 is 1, then CA2/CB2 control line will be 

output at all times with the level of bit 3. 

If CA2/CB2 control line is a pulse (bit 4 is 0), bit 3 specifies 

an automatic handshaking sequence as follows: 

ye} If 0, bit 3 selects an interrupt handshaking. 

3. If 1, bit 3 selects a programmed handshaking. 

It is important to note that there are some differences in 

the handshaking logic associated with CB2 as compared to CA2. The 

PIA A side will only handle data input with handshaking and CA2 will 

be output low only after an MPU Read operation of the A Peripheral Data 

Register, while the PIA B side will only handle data output with hand- 

shaking and CB2 will be output low only after an MPU Write operation to
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the B Peripheral Data Register. For this reason, the A side of a 

PIA is normally used as an input port and the B side as an output port. 

Bit 1, when 1, enables the IRQA1/IRQBI signal, via which an 

interrupt request is output to the MPU, based on transitions on 

CA1/CB1 control line. 

(c) PIA Initialisation 

On a power-on condition or a hardware reset, all the 

registers in the PIA will have been cleared. Because of these 

conditions, the PIA has been defined as follows: 

1. All I/O lines to the external world are defined 

as inputs. 

2. CAl, CA2, CBl, CB2 are defined as interrupt input lines 

that are low active. 

3. All interrupts on the control lines are masked. 

Setting of interrupt flag bits will not cause IRQA or 

‘TRQB to go low. 

For these reasons, each PIA must be initialised by formatting 

the control registers before applying it to meet any specific task. 

323.6 The MC6850 Asynchronous Communications Interface Adapter (ACIA) 
  

The MC6850 Asynchronous Communications Interface Adapter 

provides a means of interfacing the MPU to devices requiring an 

aayachronoue serial data format, especially over very long distances. 

It can function either as a serial-to-parallel converter or as a 

parallel-to-serial converter. This means parallel data on the MPU 

data lines can be sent to the ACIA, a byte at a time, converted to a 

series of 1's or 0's, and then sent to a serial data device such as a 

teletype, CRT terminal or a printer. Likewise, data in the form of
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1's and O's can be received from an external source such as a keyboard 

or tape reader, converted by the ACIA to parallel data bytes and then 

placed on the microcomputer data bus. 

Figure 3.10 shows a simplified block diagram of the ACIA. 

As before, chip selects lines cause a particular ACIA chip to be 

accessed and a combination of the R/W and Register Select lines selects 

one of the four internal registers. However, there are only two 

addressable memory locations as the Control and Status Registers share a 

common address and the Transmit Data and Receive Data Registers share the 
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Figure 3.10 Block diagram of the MC6850 ACIA 

ACIA data transfer and control operations are more complex 

when compared to the PIA and as the user is usually less concerned with 

programming the ACIA, further details are not discussed here and system
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manuals (68,69) should therefore be consulted. However, it is sufficient 

to note the following features: 

Ae The ACIA has no Reset input; a control code is used 

as a master reset. 

2. The ACIA serial I/O logic requires an external clock 

signal By of the system clock is usually used) in 

order to time the serial, asynchronous data stream 

which is either output or input. 

Beal! The M6800 Input/Output (1/0) Ports 

The M6800 I/O Ports provide the means to communicate with 

peripheral devices such as CRT terminals, printers and disk memories, 

via any of the interface adapters previously described. There are 

eight I/O ports, each of which is an eight-bit bidirectional port with 

control lines. Eight addresses per port is the standard assignment 

and as Table 3.4 shows, Port O resides with a base address of $F500. 

Table 3.4 M6800 Input/Output Ports 

I/O Port No. Address Assignment 

$F500-$F507 
$F508-$F50F 
$F510-$F517 
$F518-$F51F 
$F520-$F527 
$F528-$F52F 
$F530-$F537 
$F538-$F53F N

O
A
U
S
W
N
K
O
 

Hardware options are available however, for altering the 

base address of Port O and/or to assign four addresses per port.
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30 ae Peripheral Devices 

Supporting peripheral devices for the M6800 require some 

hardware configuration, provided basically by PIAs and ACIAs via the 

1/0 Ports just described, for interfacing to the MPU. 

A description of the available devices except the Interrupt 

Timer, which is discussed in Section 3.311, follows: 

3.3.8.1 The Visual Display Unit (VDU) and the Teletypewriter (TTY)   

The VDU/TTY is interfaced to the MPU by means of a single ACIA 

on Port O which has a base address of $F500. Since data handling is 

faster with the VDU, a switch is provided at the back of the M6800 panel 

to select the required baud rate. A Newbury Model 8510 bidirectional 

printer can be connected to the VDU to give hardcopy prints at 100 cps. 

3.3.8.2 The FD-8 Floppy Disk Memory System 

The FD-8 system comprises a single disk drive and controller 

and provides a cheap and reliable means of bulk storage for the M6800. 

It is interfaced to the microcomputer by means of a single 

PIA chip on I/O Port 7 with a base address of $F538. One half of the 

chip is utilised as an eight bit bidirectional port for data flow and 

status information. The second half of the PIA is used as an output 

control port. 

The controller board also contains approximately 3K of RAM 

memory which allows information to be transferred from controller to 

disk completely independently of processor speed. 

3.3.8.3 | The Analogue Input/Output Hardware 

This hardware subsystem was built to provide the M6800 with 

the capability to perform data acquisition and process control functions.
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It consists of a Control Logic Board and three devices, namely: 

Die Mode Select Logic 

2. An eight-bit Analogue to Digital Converter 

3. An eight-bit Digital to Analogue Converter. 

The unit is interfaced to the MPU through a PIA on Port 5 

with a base address of SF528 and can be connected to a small analogue 

computers 20) and a level-sensor eaiipmene ok 

Plate 3.2 shows the M6800 microcomputer with its supporting _ 

peripherals. In this research, the Analogue I/O Hardware is not used 

at all. 

3.3.9 System Software 

The M6800 is supplied with a family of software that permits 

program development and evaluation. Only the most important software 

packages are described. 

The MSI-BUG Monitor 

The MSI-BUG Monitor is a firmware program occupying locations 

$E000 through $E3FF. The ROM is connected to the M6800 system so 

that when a hardware reset occurs, the MSI-BUG Monitor is automatically 

entered, As such, the Monitor provides an immediate means of 

communications between the M6800 and the VDU/TTY. 

The MSI-BUG program also has a 128-byte RAM, often referred 

to as scratchpad memory, for stack and temporary storage. This RAM 

has a base address of $Fo000. On reset, the Monitor automatically sets 

the MPU Stack Pointer to $F072. 

The MSI-BUG Monitor provides useful functions which include 

tivetne! execution and debugging programs at he machine level. In 

particular, typing 'G ECOO' on the terminal (G is the Execute User 

Program Function) causes the microcomputer to enter the Disk Operating
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System (DOS) mode. A complete list of Monitor functions is found 

in the MSI-BUG Monitor MT-1 Manual. 

The FD-8 Disk Memory System Software 

The FD-8 software includes the Disk Operating System (DOS) 

monitor routine, disk driver routines, a routine called MINIDOS which 

reads/writes specified number of sectors to/from any desired address in 

memory to/from any desired track and sector location on a floppy disk, 

a routine called FDOS which allows the user to utilise floppy disk for 

system programs, user source and machine code programs, plus other 

utility programs which aid program development and documentation. 

The DOS monitor and Disk Bootstrap are stored in ROM memory 

occupying locations $ECOO through $EFFF. 

The TSC File Editor System 

The TSC Text Editing System is intended for use with the 

FD-8 Disk Memory System and provides the user with an editor, the TSC 

File Editor, to enter and edit a M6800 Assembly Language or BASIC 

source program and save it on disk by filename or load it from a disk. 

For details on commands and use of the TSC File Editor, the TSC Editor 

for use with FD-8 Disk Memory System Manual should be consulted. 

Software Dynamics BASIC (SD BASIC) 

The Software Dynamics BASIC (SD BASIC) software allows the 

user to write programs in a familiar high-level language for scientific 

or engineering computation and real-time applications. SD BASIC is a 

compiler language, not an interpreter as are most BASICs. A source 

program is first compiled by SDBASCOM (SD BASIC Compiler) to produce an
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output file which is M6800 Assembly Language compatible. This output 

file is then assembled using the M6800 Assembler to produce the binary 

code. This binary file can then be executed in conjunction with the 

system Run Time Package (RTP) and the Software Dynamics I/O Package 

(SDIOPACK) . 

SD BASIC compiling operation is therefore a two-pass process. 

If required, the compiled SD BASIC program can be merged with any other 

assembler routines using the RTP MERGE-B facility (a merger program) 

before proceeding to the second pass (assembling operation). 

For the reasons just described, two main advantages are 

derived. 

1. Programs are usually smaller as during execution, 

only the binary file and the run-time packages need 

be in core. 

22 The run-time packages 'interpret' each line of 

assembled code and no line by line syntax analysis 

takes place. This leads to faster program execution. 

(92) The SD BASIC Compiler manual should be referred to for a 

complete compilation of SD BASIC features. "Among the useful ones are: 

LS Individual memory locations (ROM or RAM) can be accessed. 

ee SD BASIC programs are interruptible. 

3 Assembly Language subroutines can be called from a 

SD BASIC program using the CALL facility. 

4, SD BASIC accommodates file I/O operations in conjunction 

with the floppy disk unit. 

3.3.10 The M6800 Interrupt Structure 

The M6800 has a powerful interrupt structure which includes the 

following important aspects:



ae 

ae The stack concept. 

2. Use of vectored interrupts. 

3. Interrupt priority scheme provided by the 

microprocessor logic. 

There are four kinds of interrupts to the M6800 MPU as 

summarised by order of priority in Table 3.5. The first three are 

hardware generated and the fourth, the Software Interrupt (SWI) is 

instruction initiated. 

Table 3.5 Interrupts in the M6800 Microcomputer 

  

Type Location of Interrupt Input Line to the 
Vector in EPROM MPU 

Reset $FFFE-$FFFF RES via Pin 40 

Non-Maskable Interrupt $FFFC-$FFFD NMI via Pin 6 

Interrupt Request $FFFA-$FFFB TRQ via Pin 4 

Software Interrupt $FFF8-$FFF9 Instruction initiated 

When an interrupt occurs, the instruction in progress is 

completed before the microprocessor beginsits interrupt sequence. 

The first step in this sequence is to save machine status (i.e. program 

status) by storing the contents of the Program Counter, Index Register, 

A and B accumulators and the Condition Code Register on the stack in the 

order shown in Figure 3.11. The Stack Pointer (SP) which should always 

be pointing to a free location is decremented seven times to accommodate 

the seven MPU bytes. The interrupt mask bit (I) is next set to 'l', 

which allows the service program to run without being interrupted by 

TRQ or SWI. RES and NMI are non-maskable interrupts and ignore the I bit. 

Then the MPU fetches the address of the service routine from the



= 94 — 

m-9 

m-8 
m-7 

SP = Stuck Pointer m-6 

CC = Condition Codes (Also called the Processor Status Byte) 
ACCB = Accumulator B 
ACCA = Accumulator A 

IXH = Index Register, Higher Order 8 Bits 
IXL = Index Register, Lower Order 8 Bits 
PCH = Proyram Counter, Higher Order 8 Bits 
PCL = Program Counter, Lower Order 8 Bits 

m-5 

m-4 

m-3 

m-2 m-2 

m-1 m-1 

m 

med m+t 

m+2 m+2    
Before Alter 

Figure 3.11 Saving machine status in the stack a 

appropriate vector location and places it into the Program Counter. 

Nested interrupts are permissible (in the case of IRQ and 

SWI, the I bit must be cleared using the CLI instruction) but the 

user must ensure the stack is large enough arid common subroutines are 

reentrant. 

The service program must end with the Return From Interrupt 

(RTI) instruction which restore machine register status, earlier stored 

on the stack. 

RES interrupts are used to start a program from a power-down 

condition or to stop program execution by entering the MSI-BUG Monitor 

for debugging or to stop program execution by entering the MSI-BUG 

Monitor for debugging purposes. The RES line can also be connected to
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any hardware devices that have a hardware reset and need to be 

initialised such as the PIA (the ACIA has no RES input line and must 

be software initialised). 

NMI interrupts function as very high priority interrupts. 

Normally it is reserved for system recovery routine in the event of a 

power failure or where immediate user/peripheral action is required. 

IRQ interrupts are usually used when peripheral devices must 

communicate with the MPU (data transfer, timers, etc.). Since a single 

PIA can generate interrupt requests from four difference sources, a 

software sort (e.g. a polling routine) must be carried out to isolate 

the active source. 4 

SWI interrupts can be used in various programming situations 

such as for error indications and as a debugging aid. 

S362 1 The MP-T Interrupt Timer 

The MP-T Interrupt Timer is a crystal-controlled, programmable 

oscillator/divider chip, interfaced to the microcomputer system via a 

PIA chip on I/O Port 6. Figure 3.11 shows the essential features of 

this arrangement. Only the B Side is used. The oscillator/divider's 

output is connected to the CBl input line while its eight-bit data 

inputs are connected to the B-Side output data bus. These byte inputs 

to the timer are hexadecimal codes which governs the frequency of low 

active CBl transitions (thereby generating IRQ interrupts of the MPU) 

at rates covering a range of one microsecond to one hour. The timer 

therefore provides a simple and accurate measure of the passage of 

real time.
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CB1 Control 
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System Data Bus 

A Side       
PIA Chip 

Figure 3.12 The MP-T Interrupt Timer Interface Organisation 

3.4 The Linked H316-M6800 Twin Processor System 

The H316 Minicomputer, through its HADIOS interface, has been 

the main tool for real-time data acquisition and control studies on a 

number of items of process plants (distillation column, double-effect 

evaporator, resin manufacturing plant, chemical reactor, etc.) in the 

Department. As a result, much of the original software has been 

developed and extended to support such applications. In particular, 

the BASIC-16 Interpreter is extended to permit real-time use and graphical 

display of results.
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The M6800 microcomputer has also been used for real-time 

tasks but the applications are limited to using the Analogue I/0 

Hardware for data acquisition and processing from instrumentation. 

The resulting software packages perform satisfactorily but 

in each case, operation is limited to 

Ls A single user. 

2. One sampling frequency. 

The M6800 is also limited in the number and variety of inputs 

and outputs it can handle, and has less supporting software. 

For these reasons, a linked twin-processor arrangement was 

proposed, through which, for instance two users could share hardware and 

software resources or, alternatively two parts of the same task could 

be divided between the computer system. 

3.4.1 System Hardware Overview 

The basic idea here was to design a hardware arrangement in 

the simplest possible way and yet be sufficient for 

Le either computer to be able to send an interrupt 

request to the other 

ne 16-bit digital data to be transferred between the 

compilers (two 8-bit data bytes in the case of the 

M6800) . 

The resulting hardware arrangement for the linked twin- 

processor system is shown in Figure 3.13. It is unique in the sense 

that the M6800 access the process plant via the HADIOS and has to 

interrupt H316 processing to do so. Thus, in a way, the H316 behaves 

as the front end of the microcomputer. 

Three HADIOS subinterfaces are used on the H316 side: a 

digital input (DGIB), a digital output (DGOB) and the alarm inputs. 

On the M6800 side, only a single PIA chip is required. The programmable
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System
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nature of the PIA makes it very suitable for such an application. 

35462 Communication Protocol 

The communication protocol was designed to meet both the 

system objectives and specific subinterface/adapter requirements. 

All the interface devices are TTL-compatible which means the output 

data lines (PBO-PB7) of the PIA B Side can be wired directly to the 

input lines (9 through 16)" of DGIB. Likewise, the input data lines, 

(PAO-PA7) of the PIA A Side can be wired directly to the output data 

lines (9 through 16) of DGOB. Integer formatted data words can therefore 

be transferred between the computers via these I/O ports. 

The M6800 needs to interrupt the H316 to perform the following: 

1. Scan the process variables. 

2. Output control settings. 

35 Send data bytes to the H316 for further processing 

(special codes, further computation, output to paper 

tape or graphical display). 

The first is accomplished via low active CA2 transitions on 

channel 2 of the alarm inputs. The other two are accomplished via. low 

active transitions on channel 1 of the Alarm Inputs. The alarm inputs 

subinterface has been configured so as to generate an interrupt to the 

H316 when a low active transition occurs at any one of its sixteen input 

channels. Note that channels 3 through 16 of the Alarm Inputs are not 

used and remain in open circuit conditions. 

By experimentation, it was found that the operating speed of 

the Alarm Inputs is about 100 Hz and the M6800 must wait in a 

sufficiently long delay loop before attempting to generate the next 

  

etn the H316, the bits are numbered 1-16 from left to right.
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CA2/CB2 interrupt. : This timing problem was overcome by fitting a 

10 uF capacitor between the solder turrets on the input stage of each 

Alarm Inputs channel used. 

The CB2 interrupt acknowledgedin the handshaking scheme is 

a low active CBl transition generated from output pin 1 of DGOB. This 

transition sets the IRQB1] flag and can therefore be detected by the 

M68CO software. 

The PIA A Side, serving as the data input port to the M6800, 

is configured to operate in two modes. This is because the data 

transfer can be initiated either by the H316 or the M6800. The H316 may 

need to transfer data bytes to the M6800 immediately and it can interrupt 

the M6800 by a low active CAl transition generated by the output line 2 of 

DcoB. Therefore, the A Side should have the option to be in CA1 interrupt mode 

The response to this interrupt is to convert the A Side to the hand- 

shaking mode, outputting a CA2 interrupt to the H316 every time the 

M6800 is ready for more data. 

In a microprocessor scan, the A Sideis always switched to the 

handshaking mode. Low active CA2 transitions interrupt the H316 and 

the data transfers acknowledged via the CAl. 

The digital output DGOA is used (not simultaneously) by both 

computers to output control settings to the process plant. 

3.5 Conclusions 

This chapter has described mainly the hardware building blocks 

of the linked H316-M6800 twin-processor system and the arrangement shown 

in Figure 3.13 is the proposed architecture based on the resources 

available at the time of system design. One could use more PIAs on 

the M6800 side and allow more M6800 interrupts to the H316 via the 

remaining Alarm Inputs channels. Clearly, more complex and more



='101 = 

powerful data handling operations can be accommodated. 

As described in Section 3.4.2, the communication protocol 

strongly depends on the hardware arrangement and software objectives 

for the given system. In fact, it directly affects the design and 

operation of the two related Assembly Language executive programs which 

handle the communication between the two processors.
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CHAPTER FOUR 

ON-LINE SOFTWARE DEVELOPMENT
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4. ON-LINE SOFTWARE DEVELOPMENT 

4.1 Introduction 

In the context of this chapter, software development means the 

system design and development of the software packages required to 

operate the linked H316-M6800 twin-processor system for real-time data 

acquisition and process control. The software includes both system 

programs (standard routines or user‘modified) and user-written application 

modules. 

The software support for the H316 minicomputer is already well 

developed. System programs are well documented and source listings 

(assembler listings) are available which make these programs easy to 

modify to suit a particular application. Over the years, various 

packages had been developed and in particular, attention is focussed on 

developing the BASIC-16 Interpreter to permit interactive real-time use and 

graphical display of results. To support these applications, many 

versions of the HADIOS Executive have been written (in DAP-16 Assembly 

Language) to operate the various HADIOS devices. The user's BASIC 

program may then call subroutines in the HADIOS Executive or the Graphics 

Library to meet his particular requirements. 

On the other hand, system software documentation and listings 

for the M6800 are minimal. This means modifying them in the H316 sense 

is a non-trivial task. Also, it means that the detailed organisation 

and operation of important system packages such as the SD BASIC COMPILER 

and the RUN TIME PACKAGES are not fully understood. In one attempt 

to overcome this handicap, a DISSAMBLER was written to decode system 

2) . The binary programs into M6800 assembly language level codes 

exercise on the RUN TIME PACKAGES for instance, was laboriously time- 

consuming and met with limited success.
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Real-time use of the M6800 has been largely confined to the 

use of SD BASIC. This is because SD BASIC, like most BASICs, is a 

familiar language to most users and has many extended features suitable 

for such tasks. An SD BASIC program is interruptible; it can read or 

write into memory locations (for instance, testing an interrupt status 

flag) via its POKE and PEEK statements, manipulate bits via its AND, OR, 

SHIFT, XOR or COM functions, calls on M6800 Assembly Language sub- 

routines, and communicate with data files stored on the floppy disk. 

In fact, a user may not find it necessary to interface assembly language 

subroutines to his BASIC program at all. This is generally true for 

most microprocessor BASICs since microprocessor software is usually more 

hardware dependent than others. But to make useful exploitation of this 

feature, the user must also have a reasonable understanding of the hardware 

building blocks of his microcomputer system. 

The preceding discussions, at the same time, bring about another 

point. While each computer has sufficient software to operate 

individually in real-time mode, extra software is required to handle the 

communication protocol for the twin processor set-up. This is provided 

by two assembly language executive programs, one residing in each 

computer. This chapter describes the design and operation of such 

programs, and the use of existing software to achieve the stated 

objectives of the linked twin-processor system. 

4.2 Software Objectives 

The principal objective of previous software was to enable 

the user to program the H316 minicomputer in BASIC only so that 

programs would be easy to write and modify. The HADIOS Executive 

enables him to specify the sampling frequency, the devices and number 

of scans required. The system is flexible enough for the single user
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to sit down at the VDU/TTY, in the immediate environment of his 

process plant, and conduct calibration or control experiments. Normally, 

his BASIC program would call subroutines (which were originally written 

in FORTRAN or H316 Assembly Language code) stored as machine code for 

further processing of plant information as these lead to faster execution 

times. 

The M6800 user would also retain the interactive feature in 

spite of SD BASIC being a compiled language. This is because editing 

and recompiling programs is efficient as the language (unlike BASIC-16) 

is disk-based and supported by a good operation system (DOS). 

The simplest logical approach for the linked twin-processor 

system is therefore to retain the facility for programming in BASIC and 

develop the software with the following objectives: 

I. To continue the facility for an interactive’ BASIC 

program in the H316 to access a plant through HADIOS 

with an option for on-line graphics. 

2. To provide a facility for a disk-based SD BASIC 

program in the M6800 to access the HADIOS hardware and 

the H316 graphics facility. 

3. The HADIOS hardware to be divided between the two 

processors or accessed by both processors (except 

the counters). This would allow two plants or the 

same plant to be monitored and controlled. 

4. Each processor to control its own real-time clock 

(hence two independent sampling frequencies are 

possible). 

ae Either processor to be taken out of real-time mode and 

used off-line without affecting the other.
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6. To provide a program overlay facility in conjunction 

with the AED3100 floppy disk unit for the H316 user. 

The last objective is included to overcome the problem of user 

core-memory and design limitations. Since the M6800 may interrupt the 

H316 at any (permissible) time, the HADIOS Executive must always be 

core-resident. With additional space provisions for graphics, the H316 

user may soon find that he is short of space to accommodate his BASIC 

program and data storage, and FORTRAN subroutines (which may be large in 

certain applications such as on-line parameter and state estimation) 

necessary for a given computing task. In view of the latter situation, 

the disk to core transfer facility is incorporated in the overall 

software design strategy. 

4.3 Memory Allocation 

Memory consideration is important in the initial stages of 

design as a limited core memory may result in the stated software 

objectives being more difficult to achieve. In this research, the problem 

was more critical in the H316 minicomputer. A consideration of memory 

utilisation aateach computer (Figure 4.1) helps explain why. 

Core memory for the H316 amounts to 16K organised into 

thirty-two (40 octal) 512-word sectors. System requirements mean the 

BASIC-16 Interpreter and the HADIOS Executive must be core-resident. 

The BASIC-16 Interpreter essentially occupies the lowest seven and a 

half sectors of memory (see Section 4.6 for greater details). It also 

requires a high octal pcd-ees (HOA) to be specified to calculate and 

inform the user of the space available for his BASIC program and data 

storage. This means HOA should be made as high as possible. The 

HADIOS Executive and its FORTRAN library routines are relocatable code 

and could be loaded high up in memory.
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Memory allocation is also necessary for the GRAPHICS library, 

user-written FORTRAN subroutines, disk Read/Write routines, and any other 

data areas that used to remain core-resident. For these reasons, a 

value of '17777 is chosen for the HOA giving a BASIC user space sufficient 

for most applications. The HADIOS Executive is loaded high ‘tp in 

memory so that memory sectors '20 through '26 can be used for program 

segments loaded from the disk. (See Chapter 6 for a practical example.) 

In the M6800, the user normally has most of RAM memory locations 

$0000 through $7FFF for program space. For real-time use, the SD BASIC 

Run Time Packages and the user's BASIC program interfaced to the M6800 

Executive must be in core. The Run Time Package (RTP) and its Input 

Output Package (SDIOPACK) occupy locations $3200 through $3862 and $64E3 

through $7FFF respectively. The software also uses page zero ($9 through 

SOOFF) for direct addressing. | Some other RAM locations are used for 

interrupt vectors ($FFF8-$FFFF), I/O Ports address assignments (gF530- 

$F53F) and CPU scratchpad ($FO00-$FO72). The remaining area of RAM 

is available to the user. 

4.3.1 Source Tape Preparation 

In the course of this research, programs and subprograms have 

been written in SD BASIC, Honeywell BASIC, standard FORTRAN, DAP-16 

MOD 2 and M6800 Assembly Languages. In each computer system, a text 

editor was used. 

4.3.1.1 316 Software 

As the H316 is not provided with a disk-based operating 

“system, the H316 Text Editor was used to prepare source programs on 

paper tape or cassette tape. DAP-16 MOD 2 programs were normally 

assembled in the two-pass mode. FORTRAN subroutines were compiled
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using the FORTRAN Compiler Revision E. The object output from both 

operations are compatible and are loaded into core memory using a 

self-contained loader, LDR-APM Revision E. 

_ Since the BASIC interpreter uses most of sector zero (the 

usual base sector) for address constants, buffers and base requirements, 

H316 source programs were written in the de-sectorised mode, FORTRAN 

modules are kept small (within a sector) and perform no I/O operations. 

The starting base address for each sector is specified at loading time. 

For DAP-16 MOD 2 programs, the SETB (Set Base) pseudo-operation may be 

used. The programmer must ensure that sufficient space is reserved for 

base. A base crossing into the next sector is detected by the loader 

(an 'MO' - memory overflow message is output to the VDU) but not base 

which is over-written by program code. An estimate of program size is 

helpful but a successful program load usually requires some initial dummy 

loads or trial and error procedures. 

At one stage, it was thought “five the Honeywell Series 16 

FORTRAN Translator could be used to de-sectorise FORTRAN subprograms. 

The Translator allows in-line DAP-16 MOD 2 coding so that the SETB and 

ORG (Program Origin) pseudo-instructions can be inserted. However, the 

author found the method less attractive as too many iterations were 

required to de-sectorise large FORTRAN programs (as they are in 

estimation studies). Furthermore, the locations of blocks of COMMON 

storage in the various program units must be defined at translate-time. 

This is because the names given by the FORTRAN programmer to particular 

COMMON blocks cannot be passed on for recognition by the loader. 

Another problem was concerned with subroutine reentrancy. 

The FORTRAN library routines are non-reentrant which means certain 

interrupt response code (such as M6800 interrupts) must have its own 

collection of FORTRAN library routines. This requires more space for
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code duplication. The BASIC interpreter has its own library 

routines (the BASIC MTH-PAK) . They are also non-reentrant but very 

similar to equivalent FORTRAN mathematical routines. For this reason, 

they are fully exploited and used by subroutine or interrupt response 

code when BASIC statements are not in execution (such as the RTC 

interrupt response and Graphics). A list of the BASIC MTH-PAK routines 

used is found in Table A4.10 of Appendix 4. Note that several routines 

are not available in the MTH-PAK. These include ARGS and FRAT (used 

in argument transfers) and D$11 (integer division). 

4.3.1.2 M6800 Software 

The disk-based operating system (DOS) in the M6800 makes it 

easy to write and compile programs. The TSC Text Editor and the program 

files are all stored on the disk. For large source files (such as the 

M6800 Executive), a memory patch using the MIKBUG command 'M' was 

necessary to increase the editor's workspace. In the H316, a similar 

patch was not possible. The HADIOS Executive source tape editing had 

to be done in two parts. 

Another advantage in the M6800 is that unlike the H316, the 

M6800 emulates some aspects of stack architecture. The M6800 stack 

grows toward the low end of memory (on a last~-in first-out (LIFO) basis) 

and the instruction set provides fast 'PSH' and 'PUL' (push and pull) 

instructions operating on registers A and/or B for stack manipulation. 

While in the H316 the user has to specify the buffer to save the 

machine status of an interrupted program (in fact one buffer for each 

source of interrupt), processor status in the M6800 is automatically 

"pushed' on to the stack on interrupt. The programmer is therefore 

relieved of this chore but has to make sure that the stack must not 

grow too large and overwrite some instruction or data bytes. Further-
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more, the H316 programmer must be careful not to use common register- 

oriented instructions such as LDA (Load A register) or STA (Store A 

register) before saving the status of processor keys (the C-bit, shift 

count etc.) in the interrupt response code. 

At the assembly language level, the M6800 instruction set 

also offers greater flexibility than DAP-16 MOD 2. The H316 is very 

much single-register (A-register) oriented. The index register is 

useful for temporary storage and addressing and many control instructions 

(SNZ-skip if non-zero, SPL-skip if plus, etc.) work only with the 

A-register. On the other hand, two 8-bit registers (A and B) and a 

16-bit index register are available to the M6800 programmer. Branch 

instructions (BMI-branch is minus, BLS-branch if less or equal, etc.) work 

with all the registers. Furthermore, the index register itself can be 

indexed and is therefore useful in retrieving a 16-bit value from a 

16-bit address. Ample examples of the points just mentioned are found 

in the respective real-time executives. 

The WAI (Wait for Interrupt) instruction however, does not 

work in this version of the M6800 microcomputer system. Due to the 

specific hardware set-up of the interface adapters, a WAI causes the 

VMA (valid Memory Address) line to become inactive and disenables all 

incoming IRQ interrupts. 

Also, the TSC Text Editor can be patched with the following 

assembly code to punch out (at the TTY) H316 compatible source tapes. 

The M6800 can therefore act as an intelligent terminal to the H316. 

Finally, in writing SD BASIC programs for use with the 

M6800 executive the programmer must avoid variable names which have 

already been specified as labels in the Executive. Data structures for 

integers and reals are also different in SD BASIC. The address of a 

variable and its numerical value (real or integer) each takes up six
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A Machine Code patch of the TSC Text Editor to enable the preparation 
  

of H316 compatible source program tapes. 

NAM 
OPT 
ORG 

OUTEEE EQU 
STAA 
EORA 
JSR 
LDAA 
CMPA 
BNE 
LDAA 
JSR 

RETN RTS 
TEMP RMB 

END 

bytes as indicated below. 

Address of Numeric Value 

MCASM 

$7FDO 
$E1D1 
TEMP 
#$80 
OUTEEE 
TEMP 
#$0D 
RETN 
#$8A 
OUTEEE 

Memory grows from left to right. 

  

    

— 

0 * * * ADDRESS 

    

Integer Value 

  

4     
oO * * * INTEGER O s INTEGER < 65536 

    

Decimal Floating Point Values 

  

  

The BCD bytes are base 100 
digits. Floating point 
zero if defined by EXP = 0 
and all BCDs zero.
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Because main memory is volatile in the M6800 and data areas may contain 

‘anything’ on a power-on condition, it is therefore sensible to 

initialise those variables which is assumed by the M6800 Executive to 

be in a real or integer format, at the beginning of the program and 

sustained throughout program execution. However, SD BASIC is flexible 

enough to allow an array to have a mixture of real and integer elements. 

4.4 The HADIOS Executive Revision 03 

The HADIOS Executive Rev 03 is a considerably modified version 

of the previous version. It is written in H316 Assembly Language 

(DAP-16 MOD 2) and contains subroutines callable from a BASIC program, 

and all the interrupt service routines. In this way, the details and 

low-level operations of HADIOS devices remain hidden from the general 

user who would be programming mainly in BASIC and FORTRAN. 

The organisation of the Executive is best understood by first 

listing its specific functional objectives which are as follows: 

Le To enable regular access of HADIOS hardware at the 

required frequency from either computer. 

ae To handlé and service all interrupts to the H316 

minicomputer (real-time clock, counters, CA2 and 

CB2 control, and special data transfers to/from the 

M6800) . 

3. To provide a real-time base for the calculation of 

flowrates from counter inputs (for both computers). 

4. To provide an idling loop to wait for clock interrupts.
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5. To provide a dispatcher table which contains pointers 

for special/background processing. An option is 

provided whereby the H316 may be exclusively used by 

the M6800 user (graphics and/or data processing). 

6. To enable either computer to output control settings 

to the process plant at any desired time. 

T To terminate H316 scanning of HADIOS devices when the 

required number of scans has been done. 

8. To handle error conditions while not disrupting any 

microprocessor operation. 

These objectives are achieved by a combination of subroutines 

callable from BASIC, and interrupt response routines. The use of the 

subroutines will be discussed first with reference to an assembly listing 

of the HADIOS Executive provided in Table A4.1 of Appendix 4. 

4.4.1 HADIOS Subroutines 

The user communicates with HADIOS by CALLs from his BASIC 

program as follows: 

CALL (1, A(O), B(O) 

Subroutine 1 is the basic scanning routine. Arrays A 

(dimensioned 13) and B (dimensioned 86) contain the user's parameters and 

variables. 

A(O) Scanning interval in seconds 

A-Array 

A(1) Devices required 

= 1 Analogue Inputs 

= 2 Counter 1 

= 4 Counter 2 

= 8 Counter 3



A(2) 

A(3) 

A(4) 

A(5) 

A(6) 

A(7) 

A(8) 

A(9) 

=e Lope 

The required set of devices is selected by setting A(1) 

equal to the sum of the appropriate values above. This 

allows easy decoding of the HADIOS devices required by ANA 

(logical AND with A-Register) instructions in the Executive. 

Number of scans required, including the initial scan at 

time zero. 

First analogue etennel: 

Last analogue channel. 

A delay element in the. Analogue Inputs sampling code. The 

specified analogue channels (A(3) through A(4)) are scanned as 

many times as possible over a period of one H316 clock 

resolution (20 ms) and the cumulative sum for each channel 

is divided by that ensemble number. The smaller A(5) is, 

the smaller the delay after each multiplexing operation and 

therefore the larger the ensemble number. This averages out 

the noisy signals giving the effect of a simple filter. 

A(5) = 33 is a typical value and zero is not recommended. 

The Executive returns the current ensemble number in 

A(5) after every Analogue Inputs scan and stores the initial 

value of A(5) internally. 

Counter 1 scan type. 

Non-interrupt mode. 

Counter 1 interrupts enabled. 

Counter 1 preset value (0-255). 

Counter 2 scan type. 

Non-interrupt mode. 

Counter 2 interrupts enabled. 

Counter 2 preset value (0-255).



A(10) 

A(11) 

A(12) 

A(13) 

coh Gace 

Counter 3 scan type 

Non-interrupt mode 

Counter 3 interrupts enabled 

Counter 3 preset value (0-255) 

A program flag in the HADIOS Executive. 

Normal. The H316 scans at its own clock frequency. 

In this mode, the HADIOS devices come under exclusive control 

of the M6800 user. The H316 clock is not interrupt enabled 

and only the following elements of array A need to be specified: 

A(1) = integral multiple of M6800 sampling intervals. 

A(2) = total number of scans required 

The Executive also stores values of Analogue and/or Counter 

Inputs (specified by the M6800 user) into the appropriate 

B array elements. The H316 BASIC program can therefore access 

these values at the interval specified by A(1) and subject them 

to further mathematical eeoecnent and/or graphics. In fact, 

the treated data can also be communicated to the M6800 via 

another CALL to Subroutine 4. 

A program flag in the HADIOS Executive. 

Normal, ON-LINE MODE*.. 

The H316 is in OFF-LINE mode. The H316 is not clock interrupt 

driven for a plant scan but may communicate with the M6800 

which may or may not be in OFF-LINE mode. If the M6800 is 

in OFF-LINE, then the H316 has to interrupt the M6800 through 

subroutine 4 for a H316 to M6800 data transfer. 

The subroutine of A(1) and A(2) is the same as when 

A(Q12) = 1. 

  

* 
ON-LINE means with respect to the process plant only.



B-Array 

B(0)-B(47) 

B(48) 

B(49) 

B(50) 

B(51) 

B(52) 

B(53) 

B(54) 

B(55) 

B(56) 

B(57)-B(86) 

eel 

Analogue Inputs channel readings (each averaged over the 

ensemble number as returned in A(5)). 

Counter 1 interrupt time (sec.). The HADIOS Executive 

Rev 03 (unlike previous versions) upgrades the interrupt 

time at every counter interrupt cycle. It is proposed 

that in general this gives a better measurement of the 

‘instantaneous' value at scanning time (see Section 4.4 

on Counter Code Modifications). This modification applies 

to all counters i.e. B(51) and B(54) as well. 

Counter 1 contents at scanning time. 

Number of Counter interrupts during the last scanning interval. 

Counter 2 interrupt time (sec.). 

Counter 2 contents at scanning time. 

Number of Counter 2 interrupts during the last scanning 

interval. 

Counter 3 interrupt time (sec.). 

Counter 3 contents at scanning time. 

Number of Counter 3 interrupts during the last scanning 

interval. 

Storage area for data transferred from the M6800. 

(0-32767). 

At the BASIC level, subroutine 1 is entered only once. 

The addresses of A(O) and B(O) are passed to the Executive via locations 

PARS and PARS+1 respectively. All other array locations can therefore 

be addressed as displacements from this base taking into account that 

all BASIC variables are REAL in the FORTRAN sense and occupy two 

computer words each.
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The location of the next BASIC line after CALL (1,A(0),B(0)) 

is also stored internally. It serves as the entry point into BASIC from 

the DISPATCHER waiting loop (a scanning interrupt or an M6800 interrupt 

when A(12) or A(13) is non-zero). 

Basically Subroutine 1 initialises some program flags and 

the required HADIOS devices. In the interrupt mode, the clock and the 

counters are initialised by a routine called the Common Interrupt 

Initiator. The program then enters the DISPATCHER loop to wait for the 

first clock interrupt which comes after about 100 ms. 

CALL ‘(2) 

This CALL causes the program to wait in the DISPATCHER loop 

for the next scan (clock interrupt of A(12) = 0 or the relevant M6800 

interrupt if A(12) or A(13) = 1) if all scans requested via A(2) have not 

been done. Else the BASIC program continues from after the statement 

CALL(2). 

CALL (3,N,U) 

This subroutine converts digital output signals into 

analogue outputs via DGOA and extra hardware (a 12-bit DAC and a 

Zero-Order Hold). 

N Analogue output channel (0 - 15). 

U Digital equivalent of the analogue output. For 0 < U ¢ 32767, 

the analogue output is 0 to 10 volts. As DGOB is normally 

interfaced to the PIA A Side, only DGOA is used by this 

  

subroutine. The set-up word output to the DGOA is shown 

below: 

eS 2S aaao 16 

Channel 12-bit integer 
        

N U
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The DGOA can be accessed by both computers. To prevent a 

simultaneous service, part of the code has been made interrupt inhibited. 

CALL (4,1,M,D(0)) 

This subroutine is used to transfer data stored in the D array 

to the M6800. If I = 0 then the M6800 must be in ON-LINE mode and the 

subroutine merely places the data in a temporary buffer (BUFl BSZ 30) to 

be picked up by the M6800 at its next process scan, else I = 1, which 

causes the routine to immediately interrupt the M6800 via a low active 

CA1, thus initiating the data transfer. 

M Number of H316 computer words to be transferred including 

D(O) in one transfer operation (M < 30). 

D(O) Array locations D(0)-D(M-1) are consecutively occupied by the 

M data words. 

4.4.2 Interrupt Handling 

All interrupt requests to the H316 are channelled into the 

standard interrupt line, PILOO, and sorted out by the HADIOS Executive. 

When an interrupt occurs (for conditions, see Section 3.2.4), the program 

automatically executes a JST,'63 (a JUMP and STORE through dedicated 

location '63) to begin the servicing routine. The address SKST of the 

Executive is placed in location '63 so that the software sort may begin 

from location SKST+1. 

The sorting out is accomplished by a sequential testing of 

possible sources using the SKS (skip if sense line set) instruction. 

Once identified, program status is saved in a five-word buffer of the 

‘particular interrupt Link by the Common Interrupt Handler (as opposed to 

the stack concept in the M6800). The program status consists of five 

words:
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Contents X and A-Registers. 

Program Keys (C-bit, Shift Count, Double Precision Mode 

Indicator, etc.). 

Contents of the B-Register. 

Return Address. 

After an interrupt response code has been executed, the program 

exits through a Common Interrupt Return which restores the original 

status of the interrupted program. System requirement means that some 

parts of the interrupt response code are necessarily interrupt enabled/ 

inhibited. 

Figs. 4.2a and 4.2b respectively show the flowchart of 

decoding a particular interrupt source and the saving of program status 

by the Common Interrupt Handler. Note that in sorting out the M6800 

interrupts, the keys are saved first before manipulating the A-register. 

4.4.2.1 The H316 Real-Time Clock (RTC) 

The H316 clock interrupt is primarily used to initiate a scan 

of the required devices. The code is fairly straightforward except that 

some manipulations of the contents of some locations associated with 

the counter response code is done to maintain the correct measure of 

real time. This is because the couneee response code also uses location 

"61 as a time base (see Section 4.4.3). 

Note that the clock resolution is 20 ms. The BASIC user 

merely specifies A(O) in seconds. The Executive multiplies it by 50 

first, then truncates the result to the nearest integer two's complement 

multiple of 20 ms. On a clock interrupt, the clock is normally reset 

to this initial value.
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4.4.2.2 Counters 

Each counter input is driven by pulses received from a 

flowmeter which provides an alternative method of flow measurement 

in comparison to the usual pressure-differential manometer/transducer. 

When programmed in the interrupt mode, a counter interrupts the H316 

when its internal register is half-full (127). The modification to 

the counter interrupt response code is described in greater detail in 

Section 4.4.3. 

Although both computers can access any of the counters, at 

any one time the usage is mutually exclusive. 

4.4.2.3 CB2 Interrupts 

Because the M6800 is interfaced to the H316 via a single PIA, 

the CB2 and the CA2 interrupt response codes make heavy use of steering 

flags or semaphores to achieve different computing tasks. The CB2 

interrupt in particular, is used to provide four basic functions. 

1. _Initialisation 

Normally, the HADIOS Executive Package Revision 03 (BASIC 

Interpreter + Graphics + HADIOS Executive Rev 03) is started by entering 

at location zero (relative) in the Executive. This is because the Common 

Interrupt Initiator needs to configure the H316 to make it CB2 and CA2 

interruptible right from the beginning. A jump is then made to 

location '1000 for the initialisation of the BASIC Interpreter. 

The M6800 can then interrupt the H316 to access the required 

HADIOS devices. The first ten CB2 interrupts are normally assignments 

of HADIOS parameters specified by the user in SD BASIC (see Section 4.5.1). 

2, Control Outputs 

A 16-bit digital equivalent analogue output can be sent by the 

M6800 user using two CB2 transfers. The HADIOS Executive then outputs
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the value via the specified channel of DGOA to the process plant. 

Because any byte containing 254 or 255 is a special code to the 

Executive, the maximum value for the least significant byte of the 

16-bit control word is 253. In other words, the maximum 16-bit 

control output from the M6800 is limited to $7FD. 

3. M6800 to H316 Data Transfer 

The HADIOS Executive can receive up to thirty words (60 bytes) 

from the M6800 at any one time through sixty CB2 transfers. This 

operation must be preceded by another two CB2s which send a byte of 254 

(a steering flag) and the number of words to be transferred. 

4. Error Code 

In the event of an error situation that would require the 

M6800 program to be aborted, a data byte of 255 is sent to the H316 via 

a single CB2 transfer. This causes the HADIOS Executive to initialise 

the H316-M6800 communication mraraccie without disrupting any H316 

software operation. Such an error situation could either arise from 

a genuine program execution error which is detected by the M6800 Executive 

or a user interference which stops M6800 operation when the NMI button is 

pressed. 

Figure 4.3 shows a flowchart of the CB2 Interrupt structure. 

Note that a CB2 interrupt is always acknowledged by a CBl in the 

handshake protocol. 

4.4.2.4 CA2 Interrupts 

The PIA A Side is also configured in the handshake mode except 

that when the M6800 is in the OFF-LINE mode, bit 1 of the control register 

is set, thus allowing the H316 to interrupt the M6800 via a CAl transition.
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CA2 interrupts are used in the transfer of data bytes from the 

H316 to the M6800 which arise in three different situations as described 

below. As in the CB2 interrupt response code, steering flags are used 

‘to achieve different computing tasks as only a single CA2 interrupt line 

is available. 

1. __ M6800 Scanning Routine 

In a M6800 scan, two CA2 interrupts are required to retrieve 

a HADIOS device input (analogue or counter). Each byte of the input 

word is sent together with a CAl acknowledge. The CAl transition does 

not cause an IRQ interrupt to the M6800 as bit 1 of the PIA A Side control 

register has been earlier reset to 0. During such a scanning operation, 

the A Side remains in this non-interruptible .mode. Note that this 

operation also picks up any H316 data that is 'waiting' to be transferred. 

2. _H316 to M6800 Data Transfer 

When the M6800 is not scanning (OFF-LINE mode), the H316 may 

transfer data to the M6800, initiated by a CAl interrupt through the PIA 

A Side. The CA2 interrupt to the H316 is now used as an acknowledge 

signal. Note that in this operation, only the first CAl is an 

interrupt to the M6800. The following transitions are handled in the 

same way as in a M6800 scanning routine except that the role of CAl and 

CA2 are now reversed. 

3 Error Code   

An error situation may also be detected in the HADIOS Executive 

which only affect M6800 operation. These error codes are sent to the 

M6800 via any of the two data transfer operations just described. A 

fuller treatment of error handling by the HADIOS Executive is described 

in Section 4.4.4,
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Figure 4.4 shows a flowchart of the CA2 Interrupt structure. 

Note the two ways in which the CA2 (hence the CAl) can be used 

4.4.3 Counter Code Modifications 

The counter interrupt response code and counter inputs 

handling routines have been modified to achieve the following objectives: 

1. A search for a more accurate value of the ‘instantaneous’ 

flowrate. 

2. Counters under M6800 control to depend also on the 

H316 clock (location '61) for measurement of real time. 

A relatively simple scheme has been devised to achieve both 

objectives. It is based on the continuous running of the H316 clock. 

When H316 scans are not required, the clock is enabled to run only in the 

non~interrupt mode i.e. the transition from -1 to O in location '61 

does not generate an interrupt request via PILOO. 

There are two ways of calculating flowrates, assuming the 

relation between flowmeter pulse rate and flow has been determined. 

For counter 1, the formulae are as follows; in units of pulses received 

per second. 

1. Rate (127-A(7)) /B(48) 

2. Rate = ((127-A(7)) « B(50) + B(49) - A(7))/A(0) 

Formula 1 is an ‘instantaneous’ measure of flowrate if the 

counter interrupt time B(48) is calculated as close as possible to the 

sampling time. Formula 2 is an average measure over the entire previous 

scanning interval, hence the inclusion of the term A(0). 

In previous versions of the HADIOS Executive, B(48) is 

determined for the first counter interrupt after every HADIOS scan but its 

value is only read at the next scan. While this is acceptable if the
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flow does not change appreciably over the scanning interval, misleading 

results can occur if the flow regime changes markedly. For this reason, 

the modified code upgrades location ITM1 (precursor to B(48)) at every 

counter 1 interrupt. 

The modified code, like all interrupt response codes, has been 

kept as short as possible. The main problem in writing a workable code 

was in meeting the, following specific requirements. 

1. All counters depend on location '61 for measurement of 

real-time. 

2. Use of a counter by either computer is mutually exclusive. 

3% The contents of location '61 changes abruptly (by software) 

on a H316 scan or an error condition. 

Tests conducted with a laboratory pulse generator showed that the 

modified code is a better approach to the measurement of flow while at the 

same time satisfying the requirements of the linked twin-processor system. 

4.4.4 Error Handling and Sense Switch Usage 

A proper error handling scheme is vital in the HADIOS 

Executive if it is to support a general, user-interative and real-time 

facility. The fifth software objective in Section 4.2 in fact requires 

that the H316 must not be in the HALT mode else M6800 real-time operation 

would have no practical meaning. 

The existing scheme whereby an error condition would cause the 

program to exit to the BASIC command mode is extended to include several 

more error conditions. The error message has the format ERROR XY LINE NNN, 

where NNN is the BASIC line number and XY is one of the following: 

B= A program BREAK has occurred in the course of program execution. 

Sense switch 1 (S.S.1) has been set. Note that a BREAK prior 

entry to the Executive does not adjust location '6l.
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The H316 user has specified a counter which is already 

under M6800 control. 

Relevant only when A(12) = 1. The H316 was still executing 

the interscan BASIC processing when the next relevant M6800 

scanning interrupt occurs. It is therefore similar to 

error TF. 

The HADIOS controller has interrupted the CPU but the 

interrupting device was not a counter. 

An Alarm Input interrupt has occurred but it was not a CA2 or 

CB2 from the M6800. 

An unidentified interrupt has occurred, 

A Real to Integer conversion error has occurred in a library 

routine, i.e. the conversion of a real number outside the 

range -32768 to 32767 has been attempted. 

The ,H316 clock interrupt frequency is too small and BASIC 

code was still being executed when the next scanning interrupt 

arrives. 

Program execution has been terminated via a user interference 

i.e. S.S.2 has been set and detected in the DISPATCHER waiting 

loop. 

Sense Switch Usage 

Normally used for terminating a BASIC program. If the switch 

is set when H316 is in communication with the M6800, then program 

execution jumps to BASIC command mode via the HADIOS Executive 

error exit routine. 

This switch setting is tested in the DISPATCHER waiting loop. 

If set, program returns to the BASIC command mode.
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Soses The INPUT statement reads data from cassette or paper tape. 

S.S.4 The PRINT statement writes data to cassette or paper tape. 

There are other error conditions that do not disrupt H316 

operation. When they occur, the HADIOS Executive simply communicates 

the condition, to the M6800 at the next earliest scan of analogue or 

counter inputs. The M6800 Executive then takes the appropriate action 

to inform its user (see Section 4.5.3). 

The HADIOS Executive also uses some FORTRAN library routines 

for its own use (for example FSAT, FSER, etc.) although the use of such 

routines has been minimised since many of the routines in the BASIC 

Interpreter MATHEMATICS PACKAGE are similar and therefore can be used. 

All these routines are non-reentrant and cannot be used simultaneously 

by two or more calling programs. This also means that FORTRAN subroutines 

callable from BASIC (for example the GRAPHICS segment or the DISK READ/ 

WRITE facility) must be provided with their private collection of library 

routines. FORTRAN generated errors are therefore possible and these are 

distinguished from the other errors by the characters 'FT'. 

4.4.5 Limitations 

In providing a general purpose package such as the HADIOS 

Executive Package Revision 03, some flexibility is normally lost. 

In particular, the sampling frequency A(O0) is fixed on entry 

and remains constant throughout an on-line run whereas more intelligent 

executives would include a facility for variable sampling speeds in 

response, or in adaptation, to rapidly changing plant operating conditions. 

Another limiation is that is is only possible to scan a single 

group of sequentially arranged analogue channels. If one is to scan 

channels 0 to 7 and channels 36 to 47 in one scanning routine then the
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user has no choice but to scan channels 0 to 47. This means some time 

is wasted in scanning the irrelevant channels. To overcome this problem, 

channels for a single process plant are grouped together as far as 

possible. 

The maximum ensemble number for any channel is 32. Recall 

that a group of sequentially arranged analogue channels is scanned as 

many times as possible over one clock resolution (20 ms). At the same 

time, the cumulative sum for each analogue channel is stored in a buffer. 

The ADC is a 10-bit device and the maximum digital equivalent for a 

5 volt input is 1023. For thirty-two samples at this input level (which 

is practicable), the cumulative sum is 32736 which is within the upper 

limit for a 16-bit two's complement integer word. Clearly, the 

cumulative sum for thirty-three samples would be interpreted as a negative 

number, leading to meaningless results. This upper bound on the ensemble 

number is not included in the previous HADIOS Executive packages. 

Since the HADIOS Executive and the Disk Read/Write routine 

must be core-resident, five locations of the BASIC Interpreter's CALL 

table (which is now located in the Executive) aré permanently occupied. 

Therefore, only up to five other subroutine addresses can be accommodated. 

However, with the disk facility, different program segments can share the 

same address as long as only one program segment needs to be in core at 

any one time. The problem of CALL-table size is therefore regarded as 

an academic observation. 

Her The M6800 Executive 

The M6800 Executive is written in M6800 Assembly Language 

and followed similar lines to the HADIOS Executive. It proved to be 

reasonably straightforward to write given the previous experience on the 

H316 in writing such software.
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As in the HADIOS Executive, the M6800 can be understood by 

first considering the specific functional objectives and discussing them 

in reference to a source’ listing provided in Table A4.2 of 

Appendix 4. 

The M6800 Executive is designed to meet the following objectives: 

1. To enable the M6800 to access HADIOS hardware at the 

required frequency. 

To handle all interrupt requests to the M6800 MPU (i.e. 

NMI, and device generated IRQ, including batch data 

transfers to/from the H316). 

To provide an idling loop to wait for the M6800 scanning 

interrupt (via the MP-T Interrupt Timer). 

To provide a dispatcher table which contains pointers for 

special/background processing (for example, moving data 

from a buffer into an SD BASIC array). 

To enable the M6800 user to output control settings to the 

process plant. 

To terminate M6800 scanning when the required number of 

scans has been done. 

To handle error conditions while not disrupting H316 

operation. 

These objectives are achieved by a combination of subroutines 

callable from SD BASIC, and the interrupt service routines. Together, 

they form the Executive which must be assembled together with the user's 

SD BASIC program. 

The M6800 Executive is normally stored as a file on floppy disk. 

For real-time use, the user merely appends it to an application SD BASIC 

program. The arrays used are A (dimensioned 11) and B (dimensioned 86).
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As with the HADIOS Executive, the M6800 Executive can operate either 

in the ON-LINE or OFF-LINE mode. The user HADIOS parameter and storage 

values take the same significance with the following differences. 

1. Array A must be an integer array. For array B, only 

the elements corresponding to the channels scanned 

[B(A(3)) - B(A(4)) and H316 data transferred 

[B(57) - B(S7 + M— 1)] must remain in integer format. 

2. The control outputs must be converted into integer 

format first (using the INT function) before conveying 

them to the M6800 Executive. 

3. The counter contents used by the M6800 (potentially 

B(49), B(52) and B(55)) are scanned as multiples of the 

RTC clock resolution (20 ms). The user must convert these 

to the required units through program. 

As in the HADIOS Executive Package, there are basically four 

subroutines. However, a call to a house-keeping subroutine (CALL SUBO) 

must be made first. This prints out the high SD BASIC address (in 

hexadecimal) and the high address for the entire program segment (SD BASIC 

and M6800 Executive). This allows the programmer to examine data 

locations which by default (the data storage area can be assigned 

elsewhere via the DATA ORIGIN statement) begin at the top of the SD BASIC 

program segment. 

SUBO also requests the user to specify which mode he wants the 

M6800 Executive to operate in. In the ON-LINE mode, the MP-T Timer 

is used to initiate M6800 scanning interrupts and the Executive is used 

in a way similar to the HADIOS Executive under normal operation. In 

the OFF-LINE mode, the MP-T Timer is not used at all. The M6800 may 

not independently access a process plant but can be programmed to engage
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in asynchronous data transfer operations as part of a distributed 

computing activity between the two processors. 

CALL _SUBI_(A(O) ,B(0)) 

This is the basic scanning routine. It is similar to 

CALL (1,A(0),B(O)) in the H316 except that SUB1 is called once in every 

scan. Note that the addresses of the arrays A and B are transferred on 

to the M6800 stack in the reverse order as they appear in the argument 

list. 

CALL SUB2 

This subroutine call is similar to CALL(2) in the H316 except 

that if the number of M6800 scans required is still not reached, the 

program always return to SD BASIC where it jumps into the DISPATCHER loop 

(via SUB1) to wait for the next scanning interrupt. 

CALL SUB3(N,U) 

This subroutine is similar to CALL(3,N,U) in the H316 except 

that in the M6800, N and U must represent integer values. As in 

CALL SUB] (A(O),B(0O)), the argument addresses are pushed on to the stack 

in the reverse order (see Figure 4.5). Recall that in SD BASIC, the 

address of a variable (as the numerical value itself) takes up six bytes. 

When a CALL is executed, the index register points to the first byte of 

the eudcess of the last argument transferred while register A contains the 

number of arguments involved. 

N = output channel number of DGOA (0-15) 

U = 0 to 32767 corresponding to 0-10 volts 

CALL _SUB4(M,D(0)) 

This subroutine transfers M consecutive data words (two bytes 

each) located in INTEGER array D which is dimensioned 29 (buffer size 

defined by BUFM in the HADIOS Executive). The first CB2 output in the
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sequence transfers a code byte (254) which prepares the HADIOS Executive 

for the subsequent data transfer. Like all data transfers to the H316, 

the CB2 interrupt is used to inform the H316 that a data byte is 

available and the H316 acknowledges receipt via a CBl. 

4.5.1 Interrupt Handling 

A M6800 Executive basically handles IRQ, NMI and SWI interrupts. 

IRQ interrupts are generated by the MP-T Timer (every second if the
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reserved SD BASIC variable TIMER is set to $06, an integer multiple of 

which is the sampling interval) or by the H316 via a low active CAl 

transition to initiate a H316 to M6800 batch data transfer operation. 

Unlike the HADIOS Executive, the M6800 Executive does not 

have to allocate buffer locations to store the machine state of the 

interrupted program. This is automatically done by hardware which 

conserves the status on to the stack. The interrupt handling routine is 

therefore straightforward and as each type of interrupt (IRQ or NMI) is 

channelled through its own dedicated vector, the Executive only has to poll 

the expected sources to identify the active one. 

Figure 4.6 shows the interrupt handling flowchart as used in 

the M6800 Executive. The polling method is used to sort out the TRQ 

interrupts, the MP-T Timer being tested first (IRQB1 flag set?) as it is 

the more likely one under normal ON-LINE conditions. 

There is only one NMI interrupt source i.e. via the NMI button at 

the computer front panel. It is used to cause a user interrupt in a 

manner similar to the functions of sense switches 1 and 2 in the H316. 

The SWI interrupt is used as a run-time debugging aid. In 

using the system, spurious CBls (or CAls) may be generated when data is 

transferred from the DGOA to the PIA A Side. Because the PIA B Side is 

usually programmed in the handshake mode, a spurious low active CBl sets 

the IRQB1 flag. This premature setting causes the next STAA IORBO (send 

a low active CB2 to the Alarm Input subinterface) instruction to be 

ineffective. Subsequent CB2s are effective as the IRQBl flag would have 

been reset by a LDAA IORBO instruction. As a result, the M6800 Executive 

"thinks' that, it has sent out all the required CB2s whereas the HADIOS 

Executive has actually received one less and the effect on the CB2 

interrupt response code is of course, disastrous. Two SWI instructions
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Figure 4.6 Interrupt Handling Flowchart in the M6800 Executive 

are used to check a spurious CB1 (or a CAl). The first SWl interrupt 

response prints a message and restores the MIKBUG SWI vector. The 

second, which is MIKBUG's own, prints the register contents before passing 

control to the monitor.
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4.5.9 Error Handling 

The SWI error handling routine has been described earlier. 

It means an interface hardware check is necessary. As far as the M6800 

user is concerned, the other error conditions may encompass the 

following: 

1. Initialisation errors detected by the M6800 Executive. 

2. SD BASIC Run Time Package (RTP) errors. 

3. FORTRAN errors in the library routines used by the 

M6800 interrupt response code of the HADIOS Executive. 

4. A user interference via the NMI button. 

There are basically two types of errors: those that necessitate 

initialisation of CB2/CA2 response code in the HADIOS Executive and those 

that do not. In the first category, when an error is detected, a special 

data byte (255) is sent to the H316 via a CB2. All relevant program flags 

and buffer locations in the HADIOS Executive are set to their initial values 

so that the M6800 can re-start its communication protocol at any 

subsequent time. 

Run-time (SD BASIC) errors are channelled to the M6800 Executive 

via SUB99 (EN,LN) where EN and LN are assigned the error and line (last 

line number encountered) numbers respectively, and the SD BASIC "ON ERROR 

GOTO" facility. Run-time errors in the HADIOS Executive which concerns 

the M6800 include the specifying of a counter currently being used by the 

H316 user and FORTRAN library routine errors. These errors are only 

passed on to the M6800 Executive for recognition at the next scanning 

interrupt. 

User interference must be via the NMI button once the 

M6800-H316 protocol has started. This is because a hardware reset clears 

all M6800 CPU and PIA registers as well which means there is no way to 

initialise the HADIOS Executive for M6800 interrupts except by stopping 

H316 program execution and patching the flags and buffers by hand.



- 140 - 

SD BASIC can recover from input errors by responding with a 

"INPUT ERROR?" message and ignores superfluous input data before the 

carriage return key is pressed. Each CTRL/O (the CONTROL and O keys 

together) can also be used to 'delete' a previous character input. 

The M6800 Executive error messages are self-explanatory 

(refer to the assembler listing in Table A4.2 of Appendix 4). Of course 

a more user friendly package can be written at the expense of more 

programming effort and space requirements. In the context of this work, 

that extra feature does not seem warranted. 

G25.3. Limitations 

As the M6800 Executive is designed along the lines of the HADIOS 

Executive and to provide the M6800 user with the ability to access the 

HADIOS system, most of the limitations discussed in Section 4.4.5 also 

apply to the M6800 Executive. Other constraints are reflective of the 

fact that the M6800 is a linked system to the H316-HADIOS hardware via a 

single PIA chip. The M6800 user has no access to the plant without using 

some H316 machine time. This and other constraints caused by limited 

hardware and supporting software will be discussed in a later chapter. 

However, M6800 sampling times can go well below 1 sec. (H316 minimum) by 

specifying the appropriate MP-T Timer control code through the variable 

TIMER in SD BASIC. 

4.6 Modifications to the BASIC-16 Interpreter 
  

The original BASIC interpreter is still available but its 

utility is limited Input/Output is only via a TTY and it cannot run in 

an interrupt environment. To meet the requirements of the twin-processor 

system several modifications are necessary. These patches are easily 

made since an assembler source listing of the interpreter is available.
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Figure 4.7 gives an overview of the memory utilisation by the 

interpreter. The initialisation routines (INIT.A) are only used once 

and can therefore be used to store program text. The user's BASIC program 

is stored in a compressed form to facilitate interpretive action during 

program execution. 

  

Statement Index 
  

Dimensioned 
Variable 
Storage 

Simple Variable 
Storage 
  

FOR-NEXT stack 

PUSH down stack 
  

  

Program Text 

  

MTH-PAK 

10S-D 

BASIC 

        

"17777 

Available Memory for User 

(Size varies with application) 

Base Sector 

Sector zero is used by the 

BASIC Interpreter for storage 

buffers and its intersector links 

"7157 (locations '551 to '715). The 

"5463 remaining space, '716 to '777, 

5263 is therefore available to the 

' user. 
777 

) Base Sector 

"000 

Figure 4.7 Memory Utilisation by the H316 BASIC Interpreter 

The ADT1-8 Table 

The ADT1-8 Table (assigned dimensioned variable table) has 

been shifted to location '757 to '766 to allow the use of locations
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"61 and '63 for real-time applications. This is done by the assembly 

language program listed in Table A4.3 of Appendix 4. 

Initialisation 

Locations '166 through '180 are patched so that an initialisation, 

the message "HADIOS EXEC 03 1983" is output to the VDU. Other locations 

patched are indicated below: 

Location Original Patch (Mnemonic + Code) 

"7240 JST TYPE NOP "101000 

"7241 XAC HMAM NOP "101000 

"7242 INO3 JST TYPE NOP '101000 

"7243 XAC AYOH NOP ‘101000 

"7245 LDA C241 JMP '7301 "003301 

where '7301 contains the instruction LDA HOA, and HOA (location '7367) is 

the High Octal Address initialised for this system to 17777. 

The 1/0 MOD 

The I/O MOD program patch allows the BASIC interpreter to read 

in data via a paper tape reader (PTR) when an INPUT statement is executed 

and Sense Switch 3 set. Similarly, if sense Switch 4 is set, a PRINT 

statement will output characters or data to the paper tape punch (PTP). 

The I/O MOD as listed in Table A4.4 of Appendix 4 is written in Relocatable 

format. In this work, the I/O MOD is loaded into locations '720 through 

'752 (the loader usually loads from an even address location). This is 

because location '550 through '715 are used by the interpreter for its base 

requirements. 

The CALL statement 

The BASIC interpreter keeps a ten-word CALL table in locations 

"516 through '527 where the addresses of subroutines callable from BASIC 

are normally hand-patched. Alternatively a software method can be adopted



ee tee 

as done in the HADIOS Executive (refer to its CALL table). 

When BASIC encounters a CALL statement, basically three things 

  

  

  

  

  

  

are done as illustrated below before a jump to IBUF is made from 

location '4012. 

IBUF JST*'515 +N 1. JST* '515 + N instruction is placed 
at the start of the calling sequence 

Argument 1 i.e. in the input buffer, IBUF. 

Argument 2 ox If more arguments follow after N, then 
their addresses are placed in IBUF+1l 
onwards. 

Argument k 3. A zero word is inserted after the kt? 
argument for FORTRAN compatibility and 

0 the sequence ends with an entry into 
BASIC through location '550. 

JMP* 550 
      

Therefore if the HADIOS executive is to maintain its own CALL statement 

processor and table, then location '4012 should be patched with a JMP* '716 

where '716 contains the beginning address of such a code. 

Error routines 

The normal entry-point of the BASIC error handling routine is 

"5243, accessible from all parts of the interpreter outside sector 5 through 

a base link in '551. However, the linked processor system requires a 

certain amount of housekeeping prior exiting to the command mode via '5243. 

The address of the HADIOS Executive error housekeeping routine (ERCL) is 

therefore patched into location '551. The following patches have still 

to be made as they are jumps to the error routine from sector 5 itself 

where the base link is not necessary. 

Location Original Patch 

"S133: Jst '5243 JST* '551 

15742 " " 

"S744 " "
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The program 'BREAK' needs a further consideration since a 

"BREAK' can occur before or after the program has entered the Executive. 

If the break is made before entry then no house-keeping by the Executive 

is necessary else the 'BREAK' is processed like any other error. The 

"BREAK' exit to the command mode in location '3267 (JMP CMOD) is therefore 

patched with a JMP* '717 where '717 contains the address of the 'BREAK' 

handling routine in the Executive. 

Special locations ('63 and '2540) 

Location '63 is patched with the standard interrupt vector (SKST). 

Location '2540 has a more subtle significance. The relevant code is shown 

below to make the point. However, the 'locate simple variable’ routine 

(LSV) returns the program counter to '5237 is the research is. not successful 

Location Original 

"5236 JST LSV 

"5237 EX15 JST ERR 

"5240 BCI 1,UV. 

"5241 JMP EX14 

thereby reporting an ‘Undefined Variable’ error, or to '5240 if the 

search was successful. Location '5240 is therefore interpreted as an 

instruction in the latter context. The Honeywell documentation apparently 

acknowledges this programming mistake and‘says that the "BCI 1,UV" (or 

'152726) will be interpreted as an ERA (Exclusive OR) instruction. 

However, program safety cannot be assured as both bit 1 (the 

indirect address flag) and bit 2 (the index bit or tag) are both set. 

If the index register contains a bit 1 set then it indicates another 

level of indirect addressing, and the process can remain in an indirect 

loop indefinitely. For this reason, location '5240 is patched with '052726 

i.e. with the indirect addressing bit reset.
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BASIC I0S-D Patch 

The following ‘Jump and Stores' were placed into the two 

locations of the BASIC I0S-D module to handle the software patch 

required when using the Newbury terminal and printer. 

Location Mnemonic 

"5344 JST TEST 

"5365 JST TEST 

where TEST = '753 (See also Table A7.3 of Appendix 7.) 

4.7 H316 Tektronix Graphics Package 

The Graphics Library routines have been grouped together to 

form a single segment forming subroutine 5. A steering subroutine 

(124) 
called GRAPH 

to access the 

by specifying 

as follows: 

N= 

For Nae 

listed in Table A4.5 in Appendix 4, allows the user 

different graphical operations from a single CALL(5,N,C(0)) 

parameters N and elements of the C array (dimensioned 7) 

1 Enter graphic mode 

2 Set the windows 

3. perform graphic functions (draw, move, etc.) 

4 to invoke the cursor facilities 

5 output alphanumeric characters to screen 

6 leave graphic mode 

3 A(O) = 1 dark move 

= 2 move and draw the point 

= 3 draw a line connecting the initial and 

final point 

The x and y coordinate values are conveyed through 

A(5) and A(6) respectively. A(0) = 4,5 and 6 also 

perform similar operations if Ax and Ay are given.
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A(1),A(2) = minimum value and range of x coordinate 

A(3),A(4) = minimum value and range of y coordinate 

A(5) ,A(6) = values of x and y to be plotted 

A(7) = to output text on the screen or to invoke the 

cursor facility. 

The Graphics Package was originally written for the Tektronix 

4010 terminal. Using the more advanced Newbury 8510 multi-page 

terminal, two control operations are needed to enter and leave its 

graphic input mode. 

C(7) = 29, N= 5, CALL(5,N,C(0)) - enter Newbury 8510 graphics mode 

C(24) = 24, N = 5, CALL(5,N,C(0)) - leave graphics mode to return to 

standard mode. 

The graphics package was constructed as a self-contained program 

segment. This would allow the segment to be stored on floppy disk and 

loaded into core when required. The graphics package uses some COMMON 

areas and these have been assigned to the top of memory ('37506 - '37777) 

where they remain core-resident. It was decided that to maximise use of 

available memory, the graphics segment should be loaded into sectors 

'20 through '26. To achieve this, the 37 subroutine object tapes making 

up the basic graphics facility, are divided into suitably-sized groups using 

the 'OBCHOP' utility. The package requires its own FORTRAN library 

routines although some space is saved by using BASIC MTH-PAK routines 

where possible. The FORTRAN error routine F$ER requires a different 

patch depending whether the graphics is used in conjunction with the 

HADIOS Executive or not. (See Section 4.9.) 

The loading procedure of the graphics package with the 

resulting memory map are described in Tables A4.6 and A4.7 of Appendix 4.
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4.8 Special FORTRAN and Utility Routines (F$ER, F$HT, BASIC 
  

MIH-PAK POINTERS and SU10 

F$ER_ and F$HT 

Recall that the M6800 interrupt response code of the HADIOS 

Executive requires its own FORTRAN library routines. While this in 

general means duplication, the F$ER and F$HT error routines need 

modifications to suit their special functions. 

F$ER and F$HT used by the H316 clock interrupt response code 

or graphics need a patch such that they exit via the HADIOS Executive 

error handling routine (ERCL). If the Executive is not being used such 

as in off-line simulation and/or graphics, then the routine exits via the 

BASIC error routine. 

F$ER and F$HT used by M6800 interrupt response code must not 

disrupt any H316 program execution. They are therefore modified so 

that on exit, error codes (ERRM and MCOD) are eventually passed on to the 

M6800 (at the next M6800 scanning interrupt) for recognition. 

BASIC MTH-PAK Pointers 

Many of the BASIC MTH-PAK routines are similar to their 

equivalent FORTRAN counterparts. They can therefore be used to minimise 

duplication. There is one difference as far as the real-to-integer 

routine (C$21) is concerned. The BASIC C$21 reports an error (via ERCL, 

patched into location '551 of BASIC) if the conversion results in a 

value outside the H316 integer range. The FORTRAN C$21 apparently does 

not. The various MTH-PAK pointers are taken from the BASIC interpreter 

and passed on to the loader in the form of assembly language EQUs. 

SU1LO 

This DAP-16 MOD 2 routine is designated as subroutine 10 and its
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beginning address therefore occupies location '527 in the BASIC CALL 

table. 

The routine is called from BASIC as CALL(10,X1,X2,X3) where 

X1=0 Output 24 frames of paper tape (leader) 

X1#0 Using the H316 RTC as a timer 

X2=0 start the clock with a large negative number 

X2#0 stop the clock 

X3 = time elapsed in seconds. 

Assembler listings of all the above routines are found in 

Table A4.8 through Table A4.11 respectively in Appendix 4. 

4.9 Software Execution Times 

In many on-line control applications, computer speed is 

often a vital factor in achieving good performances. The faster a 

digital controller determines the error status of a controlled variable, 

the quicker calculated (and optimised) corrective actions can be made. 

This section compares the software execution speeds of the H316 

and M6800. The specified performance based on machine level instructions 

is discussed first, followed by results from a simple BASIC and FORTRAN 

program benchmark test. 

Specified Performance 

Computer performance is not easy to define in exact terms, 

as it is determined by both hardware and software architectures of the 

machine which in turn are function of a rapidly changing technology. 

Nevertheless, a comparison of machine code execution times is a useful 

indication,
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Since the H316 and the M6800 are basically stored-program 

computers, instructions are fetched from memory and decoded by the 

internal logic of the CPU in a clock synchronised operation. The 

nominal memory cycle time in the H316 is 1.6 us which means loading a 

value (LDA) into the A-register, adding it with the contents of a memory 

location (ADD) and then storing the result (STA) would take 9.6 us as 

each of these instructions takes 2 cycles or 3.2 us. In terms of 

cycle times, the M6800 is therefore a faster machine since with a clock 

frequency of 2 MHz, it can load (4 cycles), add (4 cycles) and store 

(5 cycles) in the extended addressing mode in 6.5 us. However, if a 

16-bit data byte is involved, the M6800 basically repeats the process 

and that would require 13 us. Hence, on a per bit basis the H316 

is faster. 

The variation in instruction execution speed is more marked 

in the M6800. There are 5 addressing modes generating 1, 2, and 

3-byte instructions which, as a result gives rise to 197 different 

instructions. Generally, those instructions in the indexed mode are 

among those with the higher cycle times required. The SWI instruction 

has the longest cycle time (6 ys) as the instruction needs to be 

decoded and then the seven byte machine status pushed on the stock. 

BASIC Benchmark Test 

As the user(s) of the system under study would be programming 

in BASIC in either computer, it would be useful to compare the execution 

times in running a short BASIC program. This can be done by using the 

RTC (in the H316) and the MP-T Interrupt Timer (in the M6800) to mark 

the passage of real time.
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Listings of the three benchmark programs, with their 

associated subroutines if any are shown in Tables A4.12 to A4.15 

respectively in Appendix 4. Each program comprises the same number 

of looping operations (IF...THEN...ELSE only in SD BASIC), similar 

GOSUBs and arithmetic operations. The outermost loop index 

(FOR...NEXT in BASIC, DO loop in FORTRAN) N and the variable VALUE 

(or V) must be specified by the user. Note that VALUE can be integer 

or floating-point formatted in SD BASIC Fl and F2 in the SD BASIC program 

are MP-T Timer control codes. When Fl = $03, the timer interrupts the 

M6800 every 1 ms thus its time base. Altogether each program was run 

10 times covering values of N from 0 to 4 (or 1 to 5 for the FORTRAN 

program) and Table 4.1 shows the execution times obtained. 

Table 4.1 Benchmark program execution times in the H316 and M6800 (secs.) 

N VALUE M6800 H316 BASIC H316 FORTRAN 

G 2 3.361 6.92 242 

0 1.556 4.406 8.756 +42 

2 6.694 17.78 84 

1 1.556 8.810 17.88 +82 

2 2 1a.082 26.66 1.22 

2 1.556 13.295 26.82 1.24 

3 2 13.443 35.54 1.64 

3 1.556 17.811 35.76 1.62 

4 2 16.803 44.42 2.06 

4 1.556 22.020 44.68 2.04 

Note: For FORTRAN program i ¢ N¢ 5
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The following observations can be made: 

1. SD BASIC runs 2 to 2.5 faster than BASIC but about 8 times 

slower than FORTRAN code implemented on the H316. 

2. In SD BASIC, the execution times increases by about 30% if 

floating-point arithmetic operand is being used. The 

difference in the H316 is very slight. 

The first observation is due to the fact that SD BASIC is a 

compiled language. An SD BASIC source program is compiled into a series 

of coded numbers (not syntax) which are interpreted at run time. In 

the H316, the BASIC interpreter has to carry out a line syntax (although 

stored in compressed form) before execution takes place. Compiled 

FORTRAN is much faster as the object code produced is usually an efficient 

machine code program. 

The second observation is partly explained by referring 

to the structures of integer and decimal floating point variables in 

SD BASIC (Section 4.3.2.2). Because operations are carried out on the 

fractional and exponential parts of a floating point number, more 

cycles are used. 

4.10 Construction of the HADIOS Executive Package Rev 03 
  

The BASIC Interpreter, the HADIOS Executive and the Graphics 

Package can now be combined together to form a general purpose software 

package which has options for graphics and communication with the linked 

M6800 microcomputer system. 

To construct the package, the three SLSTs (BASIC + HADIOS + 

GRAPHICS) were first prepared. The BASIC Interpreter is already 

available in SLST form. It only required the modifications described



a2 

in Section 4.6. The Graphics Package was loaded into locations 

'20006 through '26774 (see Table A4.7 of Appendix 4). The first 

six locations of sector '20 has been reserved for a dummy subroutine called 

KOMMON which comes into significance in constructing the Kalman Filtering 

simulation package but this ‘aspect will be discussed in Chapter 6. 

Finally, the HADIOS Executive was loaded and together with 

subroutine 10 (SU10) and the required FORTRAN library routines. The 

core image eventually occupies about six sectors i.e. from '20000 to 

'34762. The loading procedure and the resulting memory map are fully 

described in Tables A4.16 and A4.17 respectively in Appendix 4. 

The addresses of subroutines 5 and 10 (GRAPH and SU10) are 

then patched into locations '522 and '527 of the BASIC Interpreter's 

CALL table. The final package therefore consists of a two-part SLST 

tape namely the BASIC Interpreter ('63-'7415) and Graphics/HADIOS é 

Executive ('20000-'34762). Copies were made on paper tape and on floppy 

disk. 

4.11 Conclusions 

This chapter has described the philosophy and the technical 

effort required in providing a general purpose software package for the 

linked H316-M6800 twin-processor system. A user's manual including 

several demonstration programs has been prepared elsevheve 2!) although 

some examples and potential operating problems will be discussed in 

Chapter 7. The package is relatively simple to use and also provides 

a facility for on- or off-line distributed data processing. 

Table 4.2 below summarises the four operating modes of the 

system, Note that the term ON- or OFF-LINE is with respect to the 

process plant.
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Table 4.2 Operating Modes of the linked H316-M6800 Twin-Processor System 

H316 M6800 Remark 

ON-LINE ON-LINE When the M6800 is in off-line mode, the 

ON-LINE OFF-LINE PIA A Side is configured into the interrupt 

OFF-LINE ON-LINE mode and the H316 sends data via a CAl 

OFF-LINE OFF-LINE interrupt. Otherwise, the PIA A and B Sides 

are always in the handshake mode. 

Inter-processor data transfers and control outputs are 

possible in all modes of operation. . Also, it is stated earlier 

(Section 4.2) that the use of floppy disks to overlay program segments 

is incorporated in the software design strategy. The implication of this 

facility on the HADIOS Executive Package Rev. 03 will be discussed in a 

later chapter.
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CHAPTER FIVE 

THEORETICAL DEVELOPMENT OF A KALMAN FILTERING APPLICATION
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5. THEORETICAL DEVELOPMENT OF A KALMAN FILTERING APPLICATION 

Estimation theory plans an important role in the application 

of modern control theory to industrial systems. This has been 

attributed to the fact that in many industrial processing systems, 

the total state vector can seldom be measured and the number of plant 

outputs is much less than the number of states. In other cases where 

the state vector is measurable, the measurements are often corrupted 

by significant experimental error which precludes its use in control 

system design. In addition, the measurement process introduces delays 

and time lags into the control loop while the process itself is subjected 

to random, unmodelled disturbances. 

This chapter describes the application of a sequential estimation 

technique which was first formulated by Kalman >?) (8) and later with Bucy 

at the turn of the 1960s. Known as the Kalman filter, this estimation 

technique has been widely used in aerospace and electrical systems, and to 

a lesser extent in chemical process systems. 

The discussion which follows will only present the Kalman 

filter in a formal way so as to highlight the basic features of an 

operational filter. This is because a full and rigorous treatment of 

these topics requires a thorough background in the theory of stochastic 

processes as well as classical, deterministic optimal control. The 

(97) (98) (99) texts written by Doobs » Bryson and Ho and Jazwinski appear 

to be the standard references for this purpose. 

S21 Introduction to Kalman Filters 

Quite apart from its theoretical importance, the Kalman filter 

is now regarded as a highly practicable technique for state and parameter
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estimation. For a linear dynamic system, the theory is on a 

rigorous basis but an extension of the filter, by means of local 

linearisation, has been a useful approximation when applied to 

non-linear systems. 

The fundamental idea in a Kalman filtering problem is to 

determine the state variables for a given process from only a knowledge 

of the outputs (plant data) and the inputs (controls, disturbances, etc.). 

The underlying assumption is that the process is modelled by a first- 

order, linear, vector-differential equation excited by an additive 

random noise and that some measurements which are some combinations 

of the state variables, are also available, corrupted by experimental 

  

error. This is schematically shown in Figure 5.1. 
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Figure 5.1 Schematic Formulation of a System for Kalman Filtering 
Applications
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The need for some measurements may be intuitively obvious. 

Since x (and z) is now a random variable, and in general a function of 

t, it is possible to envision a time evolution of the distribution of 

possible process states resulting from the stochastic model. This 

is provided by its probability density function p(x,t) and for the 

one-dimensional case this is shown schematically in Figure 5.2a. 

However, if measurements z are available, then it is possible to consider 

p(x,k) 
p(x,k) iN 

i 
4 

\ 

  

  

       

  

Ass2et=k 

t=1 t=1 

p(x,k) 

i t=o 

Figure 5.2a Time evolution of Figure 5.2b Time evolution of 
p(x,t) without p(x,t) with plant 
observations 

  

ons 

the conditional probability distribution p(x(t)/z), which is the 

probability distribution of the state given the set of measurements 

z(t’), O£t' St, With proper use of plant information one can 

devise a procedure to improve the estimates with time as shown in 

Figure 5.2b.
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The Kalman filter algorithm is one such procedure to 

obtain the best (optimal) estimate of the true state according to 

some predefined cost functional. The only difference is that for 

a linear system, the Kalman filter is the best of all from the class 

of both linear and non-linear estimators. In general, a different 

optimisation criterion yields a different estimate (maximum likelihood, 

minimum variance, least squares, etc.) but if the noise is Gaussian, 

they are all identical. 

The engineering practice of using a probabilistic approach 

to modelling and uncertain measurements is adopted because there is no 

other alternative approach that can match it in terms of its extensive 

mathematical theory and sophistication. In particular, attention is 

focussed on the use of continuous, Gaussian, white noise. This means 

its density function is uniquely defined by its mean and variance which 

in this case, is infinite. Thus, past measurements do not help in 

improving future predictions or estimates. In other words, the design 

is based on a ‘worst case' situation (infinite variance) and future 

predictions, often by complex algorithms and heavy computational load, 

are minimised, 

Furthermore, primary macroscopic sources of random phenomena 

are independently Gaussian since these macroscopic random effects may 

be thought of as a superposition of very many microscopic random effects, 

regardless of individual statistical properties. The assumption is 

therefore reasonably practical in most cases. 

5.1.1 Linear Systems 

5.1.1.1 Continuous-time Systems 

The process and measurement models assumed are as follows: 

dx(t) 
ae = A(t)x(t) + B(t)u(t) + D(t)w(t) (5.1)
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z(t) = M(t)x(t) + v(t) (5.2) 

where x(t) 

u(t) 

w(t) 

z(t) 

v(t) 

A(t) 

B(t) 

D(t) 

M(t) 

is 

is 

is 

is 

is 

is 

is 

is 

is 

In fact 

the 

the 

the 

the 

the 

the 

the 

the 

the 

state vector (nx1) 

deterministic control input vector (2x1) 

process noise vector (rxl) 

measurement vector (mx1) 

measurement noise vector (mx1l) 

system matrix (nxn) 

input driving matrix (nx?) 

process noise driving matrix (nxr) 

measurement matrix (mxn) 

without the noise terms, one can immediately see the 

structural similarity with optimal control problems as using the control 

effort u(t), one can force the time evolution of x(t) so as to minimise 

the departure from a known reference trajectory x, (t). 

The following assumptions are usually used to solve the 

problem, 

1. 

and covariance. 

The initial state vector is Gaussian with known mean 

E{x(0)} = x(0) (5:3) 

cov[X(0) ,x(0)] = E{(x(0) - x(0))(x(0) - X(0))7) = P(O,0) (5.4) 

and P(0,0) = P'(0,0), non-negative definite. 

E is the mathematical expectation operator and superscript T denotes 

transpose. 

2. The process driving noise w(t) is white, Gaussian, with 

zero mean and known covariance, ¥t 2 0. 

E(w(t)) =O ¥t > t (5.5)
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cov[w(t),w(t)] = EB [w(e)w'(r)] = Q(t) 8(t-r) (5.6) 

where Q(t) = ait), non-negative definite Vt > 0. 

6 (t-t) is the Dirac delta-function 

The measurement is also white, Gaussian, with zero mean and known 

covariance matrix ¥t, i.e. 

E(v(t)) = 0 vet (5.7) 

cov[v(t), v(t)] = EL(v(t).v"(x)] = R(t) 8(t=1) (5.8) 

with R(t) = R(t) vt 

Also, the processes x(0), v(t) and w(t) are mutually independent, i.e. 

cov[x(0), w(t)] = 0 ¥t (5.9) 

cov[x(0), v(t)] = 0 Nts (5.10) 

cov[w(t), v(t)] = Oo Om 1st (5.11) 

The solution to the continuous problem of (5.1) and (5.2) 

is well known and is given below: (3 

x(t) = o(t,t,)x(t) + | o(t,t)B(t)u(t)dt + B(t) (5.12) 

where o(t,t) is the state “o transition matrix (nxn) given by 

o(t,t.) = exp(AAt) where At = t-t.. (5213) 

8(t) is an n-vector, zero mean, Gaussian white noise. 

5.1.1.2 Discrete-time Systems 

In discrete-time, the Kalman filtering problem is formulated 

as follows: Consider the linear, discrete-time, multi-variable system 

defined by 

x(k+1) = ®(k+1,k)x(k) + B(k)u(k) + w(k) (5.14) 

z(k+1) = M(k+1)x(k+1) + v(k+1) (5.35) 

where the symbols carry the same significance as before except that 

(5.14) and (5.15) are valid only at the instant k of time. 

The system is shown in signal flow formation in Figure 5.3.
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Figure 5.3 Signal Flow diagram for the Discrete-time System Formulation 

Furthermore, the noise is zero-mean, Gaussian, white and stationary. 

Ew (k)w0" 5) I H 0554 = Q rk (5.16) 

= 0, j+k 

ELv(k)v"(j)] Bee 

Also, to solve equation (5.14), an initial estimate of x(0) is required. 

Since x(0) is now Gaussian, this is given by its mean and covariance 

respectively: 

E[x(0)] = %(0) (5.17) 

E[(x(0) - %(0))(x(0) - %(0))7] = P(0,0) (5.18) 

As before, w(k), v(k) and x(0) are mutually independent.
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The Kalman filtering problem is then to determine the 

estimate x(k+1,k+1) so as to minimise the following quantity Jy. 

Je =F CeCe, k) ~ KCk,K))P7 Cesk) Ge(eyk) (eK) 

k-1 
1 . ‘ Aes : ‘ 2 yr : 
5) Ea MC§+1) C5413) R54 [2 G41) MCG +D)KG41, 5D (5.19) 

570, 

where superscript -1 denotes matrix inversion, and x(k,j) is the 

estimate obtained at time k given the set of observations through time j. 

The problem can be solved in several eta yielding the 

following recursive set of prediction and estimation matrix relations 

for the case of unit process noise driving matrix and open-loop situation 

(u=0) . 

Prediction step: 

R(k+1,k) = O(k+1,k)X(k,k) (5.20) 

P(K+L,k) = Q(k+1,k)P(kk)¢" (k+1,k) + Q (5.21) 

Estimation step: 

K(k+L) = P(k+1,k) MT (k+1) -{M (c+1)P (+1, 4) MT (k+1) + RTT (5.22) 
R(k+1L, k+l) = R(k+L,k) + K(k+1){z (+1) - M(kc+1)¥ (k+1,k) } (5.22a) 
P(k+1,k+1) = {I - K(k+1)M(k+1)} P(k+1,k) (5.23) 

or P(k+1,k+1) = {I - K(k+1)M(k+1)} P(k+1,k). 

(1 ~ K(c+1)M(k+1)}7 + KO+1) RK" (K+1) (5.24) 

where R,Q,x(0,0) and P(0,0) are given and I is the unit matrix (nxn). 

(95) has shown that provided the system remains observable Kalman 

and controllable (complete observability is a sufficient condition for 

the existence of a steady-state solution and complete controllability 

will ensure that the steady-state solution is unique) , the estimate 

x(k,k) and the filter algorithm are stable for all k. 4 

Clearly, the Kalman filter equations (5.20-5.24) are easily 

implemented on a digital computer. Since the algorithm is recursive, 

storage requirements are kept to a minimum. In fact, the storage and 

computational requirements per iteration have been discussed by Mendel oo
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If the order of the system is high, say, in the order of 50 state 

variables, so that the on-line storage and computation times become 

prohibitive, multi-level filters can be designed such as the two-level 

form due to Netonao 

In this research work, the prediction step of equation (5.20) 

is accomplished by the integration of the filter process model thus 

removing any inaccuracies due to the computation of ¢(k+1,k) and 

cos) has shown via equation (5.24) is used instead of (5.23) as Aoki 

a sensitivity and error analysis of the filter that (5.24) is better 

conditioned for numerical computation since the right hand side is the 

sum of two symmetric positive definite matrices. This will ensure the 

symmetry and positive definiteness of the estimated error covariance 

matrix P(k+1,k+1) which is the inherent assumption in (5.19). On the 

other hand, (5.23) is at best the difference of two positive definite 

matrices. 

Unfortunately there is no systematic way of choosing R,Q, 

and the a priori information x(0,0) and P(0,0), so as to achieve a 

desired filter performance. Much depends on the user applying judicious 

estimates after coming to grips with the physics of the problem. 

However, qualitative and semi-theoretical guidelines are available. 

The initial state estimate x(0,0) and its error covariance 

matrix P(0,0) determine the basic speed of response of the filter. 

The magnitude of the initial state error (x(0,0) - x(0,0)) will cause 

an initial error in the covariance matrices which results in an initial 

error in the gain or weighting matrix K(k+1). The initial error 

increases the time required for the filter to reach steady state. 

Similarly if P(0,0) is large, the filter gain K(k+1) will initially 

be large. This also increases the time to reach steady state as a 

high gain filter would rely more on current noisy measurement residuals, 

2(k+1) - M(k+1)&(k+1,k).
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Equation (5.22) therefore determines the response 

characteristics of the filter. If the gain is large, the filter 

relies more on current observations to determine the estimates. 

When the gain is small, the memory weighting is large i.e. the filter 

tends to use past information, paying less attention to new measurements. 

The error covariance P(k,k) basically describes how uncertainty 

propagates in time. It gives a maeacce of the spread of the distribution 

of x(k,k) about the true state x(k,k) which is unknown (except in 

simulation). Normally, the magnitudes of the elements of P(k,k) will 

increase initially, often reaching a maximum before stabilising the 

steady state values. 

The assignments of the noise intensity matrices Q and R are 

also interpreted in a similar way. If the dynamic model of the plant 

(or certain sections of it) is subjected to modelling errors, then the 

elements of Q can be increased (or corresponding elements of it) so as 

to 'mask’ out the effects of error propagation in steps (5.21) and (5.22). 

A large Q causes a high gain and the effect has been mentioned earlier. 

The values of R are relatively easier to determine as one is usually less 

uncertain about his sensor equipment. Normally, accurate measuring 

instruments are reflected in small values of R. This could also mean that 

we want the filter to rely more on measurements to make up for a process 

dynamics which is not well understood (as propagated by the integration 

of the process model). Large values of R therefore tend to make the 

filter gain small which causes current measurements to be disregarded. 

Clearly, the assignment of (0,0), P(0,0), Q and R constitutes what is 

known as, in the parlance of today, 'tuning' the Kalman filter.
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5.1.2 Non-linear Systems - the Extended Kalman filter 
  

It must be remembered that the Kalman filter is a linear, 

(discrete-time) finite-dimensional system. For a non-linear application, 

the system process (and measurement) models must be linearised about a 

known and suitable reference trajectory and the deviation variables are 

then processed through the filter equations (5.20-5.24). 

Consider the multivariable system 

=> = £(x,u,t) + w(t) (S225) 

z = h(x) + v(t) (5526) 

where f is a non-linear lumped-parameter model of the plant, 

h is a non-linear function of the state vector x(t), and the 

rest of the symbols have been defined earlier. 

By Tinearising (5.25) and (5.26) about a reference vector 

Xe (Taylor Series expansion and omitting second and higher order terms), 

one can obtain the following linear system for the discrete-time, open- 

loop case: 

6x(k+1,k) = %(k+1,k) x(k,k) + w(k) (5.27) 
° 

6z(k+1) = M(k+1) 6x(k,k) + v(k) (5.28) 
oO 

where (k+1,k) = 1+ Jat (5.29) 
oO 

is the first order Taylor Series truncation of the matrix exponential 

expansion of equation (5.13) and J is the Jacobian matrix 

af[x(k,k)] 
ox(k,k) 

at = tee 7 &
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m(e+) = nL] (5.30) x(k, k) 

Since at time thar the 'best' knowledge of the plant can only come 

from the latest estimate x(k,k), it is not surprising that x(k,k) is 

often chosen to be the reference trajectory. The implication is that 

linearisation would have to be done at every sampling instant to obtain 

new values of ® and M with obvious overhead on the computation. The 

filter therefore provides the deviation estimates and the state estimates 

at time t 1 which is simply given by 
k+ 

K(k+1,k+1) = X(k,k) + SX(k+1,k+1) (5.31) 

Note that the estimates obtained may no longer be optimal. 

In fact, it can be shown that conditions of optimality is guaranteed 

ato) hence the name sub-optimal only for an infinite dimensional system 

filters. Furthermore, divergence and bias effects may effect the 

numerical stability of the filter algorithm. The main reason for these 

observations is the violation of the linearity assumption. Although, 

the sequence of relinearisation about a new estimate as soon as it 

becomes available does help to prevent large estimation errors from 

propagating through time, there is still no way of predicting that the 

linearised process (and measurement) models are valid at each statistical 

experiment where a statistical experiment is defined as the realisation 

of one of the many possible states at the sampling time. This is 

because we do not have specific control over the outcome of a white 

noise process and therefore we cannot guarantee that the system does not 

deviate significantly from the region in which the linearisation is more 

or less valid.
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Higher order filters can be formulated by retaining more 

terms in the Taylor series expansion and/or the time interval can be 

made smaller to make the system 'more linear’ but often these measures 

do not meet the requirements of on-line applications. 

Figure 5.4 shows the flow diagram for the application of a 

discrete-time, extended Kalman filter on a digital computer. 

So3) Chemical Engineering Applications 

Relatively speaking, there have been few applications of 

Kalman filtering theory to industrial process estimation and control. 

Some of the reasons are coupled to the same inertial effects that the 

digital computer has to overcome to be acceptable to the chemical process 

industry. Other factors include the fact that accurate process models 

are rarely available, and the statistical nature of observation errors 

and random inputs to large industrial processes is difficult to predict. 

Even where reliable plant models are known, the system is often non-linear 

and too complex for on-line repetitive calculations. Nevertheless, 

one would expect that with more powerful and cheaper microcomputers 

increasingly available on the market, low-order filters or even single- 

loop single variable filters may soon find their way in. 

One of the earliest reported chemical engineering applications 

ional, in the on-line of the Kalman filter was by Noton and Choquette 

identification of a reactor train for the Polymer Corporation in Canada. 

In this pioneering work, the computer was initially used to make off-line 

computations during open-loop experiments. Later, closed-loop 

experiments were conducted and significant improvements over manual 

control were reported. 

Other applications soon followed notably those by Coggan 

(107) (109) 
and Noton and Sargent and co-workers In particular, Coggan



~~ 100 — 

  

       Measurement 

Yes 

  

Compute 

Measurement 
and State 
Deviations 
  

  

Compute filtey 
gain K(k+1) 
and estimates 

&(k,k) 
  

  

Refine filter 
process model 

and error 
covariance 
P(k,k) 
      
Integrate 

filter procesq 
model to k+l 

  

a 
Compute 

O(k+1,k) 
and 

P(k+1,k) 

1 

  

  

  

Compute 
M(k+1) using 

x(k, k)       

   
Yes      Scans over 

Figure 5.4 Flow diagram of the discrete-time Extended Kalman Filter
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(108) 
Wilson suggested a model reduction technique, prior to 

estimation, to minimise the number of state variables required to 

describe a system. They also reported an on-line implementation of 

a 10th order system on a 4K microcomputer including an investigation of 

computational times per filter cycle for various dimensions of the state 

(110) 
vector Sargent and Colaean 200) described the application of an 

extended Kalman filter to state and parameter estimation of a ’simulated 

distillation column and a fixed-bed catalytic reactor with superimposed 

Gaussian and rectangular noise. The work though informative is based 

on disturbance-free process models i.e. Q= 0. A comprehensive review 

of other applications in the process industry, especially in open-loop 

situations, can be found in the work of webb e) 

However, the most informative compilation of the application 

of modern control theory and estimation, applied to chemical processes, 

(112) 
has been done by Seborg and Fisher The research mainly conducted 

on a double-effect evaporator demonstrated that the incorporation of the 

Kalman filter into a multi-variable control design results in 

(113) (114) 
significantly better process control. Payne and Coleby also 

worked on the double effect evaporator using non-stationary forms of the 

filter. They implemented their on-line algorithms on a 16-bit H316 

minicomputer for open-loop conditions. 

(115) (116-118) 
More recently, Dahlqvist and Brosilow et al. have 

applied the filtering exercise to distillation columns. Date !9 has 

shown, under simulated process conditions, that an estimator-aided 

feed-forward (EAFF) controller delivers a better performance than a 

digital PID controller in tackling large, load disturbances that enter 

a binary distillation process.
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An industrial scale application has been described by 

ee). It involves the on-line estimation of centre temperature 

profiles of steel ingots in a soaking pit. An off-line model-fitting 

was first conducted and the resulting model used in a locally linearised 

form for on-line state estimation. A MODCOMP II/2 process control 

computer was used to collect plant measurements connected by a data 

link to a host computer where the filter algorithm resides. 

bees Design of a State and Parameter Estimator for a Distillation 

Column 

During the development of the HADIOS and M6800 executives, 

(119) 
Daie completed a research effort which included the modelling, and 

state and parameter estimation of a binary distillation process. The 

liquid used was a mixture of trichloroethylene and tetrachloroethylene. 

Although Daie successfully constructed a model for the process which was 

checked against experimental data, estimation and some work on an 

estimator-aided feedforward (EAFF) control of the distillation process 

were done on much more powerful mainframe computers (the ICL 1904S and 

Manchester University CDC 7600) for simulated conditions. Typically, 

22 first-order differential equations were used to describe the process 

dynamics of the 1l-plate column and its filter model. The matrices 

involved were therefore large (the error covariance matrix P(k,k) would 

be 26 by 26 if 22 states and 4 parameters were being estimated) and 

calculations time-consuming. In particular, when Daie tried to use 

constant plate hold-ups for his filter process model he was forced to 

raise the number of process measurements to at least six for an 

operational filter. 

It therefore seemed appropriate. to extend Daie's work and 

investigate the feasibility of applying such a filter to an on-line
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situation using the linked H316-M6800 twin processor developed in this 

work. In doing this, several considerations were immediately obvious 

to the author. 

The first of these is available storage space in the H316 

minicomputer. Initial calculations showed that since the BASIC 

interpreter, the HADIOS Executive and some data areas would have to be 

core-resident, it is not practical to implement any of Daie's original 

filters. For example, the 26 by 26 P(k,k) matrix alone would need 

1352 words (about 2} sectors) of storage space. The problem dimensionality 

must therefore be reduced and even at the early stages, it was envisaged 

that the floppy disk facility would have to be used for program overlay. 

The second conerns computational speed. In his simulation 

work, Daie proposed a sampling interval of 18 seconds. Longer sampling 

intervals led to the deterioration of filter performance. Even with a 

reduced dimensionality, the meaningful minimum being the estimation of 

11 plate liquid compositions from 3 temperature measurements i.e. for 

open-loop estimation or stochastic feedback 'optimal' control, it was 

unlikely that a sampling interval of 18 seconds could be achieved. In 

earlier on-line Kalman filtering work on a double-effect evaporator, 

oe) required 120 seconds for an Bo order system and Webbe =) Payne 

required 100 seconds for a qe order system. The bulk of computation 

time was taken up'by the integration of the filter model in the prediction 

step of the filter algorithm. 

The final computational aspect concerns accuracy. The 

single precision ‘integer and floating-point number formats of the 

Manchester CDC 7600 and H316 are compared in the tables below. 

It is clear that the reduction in going from the two mainframes 

to the process control minicomputer is very significant. The effect is 

that a filter that works well in the CDC may not necessarily maintain
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Table 5.1 Number representation in the mainframe and minicomputers 

H316 Double 
cdc _7600 H316 Precision 

Integer: 

Number of bits 60 16 32 

Approximate range #299 +32768 dace 

Floating Point: 

Number of bits 60 Oo?) 48 

Range HOR 2oitonion 2 +1938 +1038 

Accuracy approx. 14 decimal digits pee? 2739 
(= 7 decimal 

digits) 

its performance in a much smaller minicomputer. Double-precision numbers 

may be used with the H316, each consuming another 16 bit word and 

improving the range and accuracy as shown in the last column of Table 5.1, 

but the overhead in computational time makes it prohibitive given the 

scale of the on-line application requirements. 

The filter algorithm and integration of filter process model 

would be best done in FORTRAN given the findings of Section 4.9. 

BASIC statements would be mainly used to initialise the estimator, scaling 

and conditioning plant outputs, plotting in conjunction with the Tektronix 

Graphics package and other L/O tasks. These would save some previous 

computation time while maintaining a reasonable level of user interaction 

with his on-line program. In order to grasp the magnitude of the problems 

involved, simulation experiments would be necessary and these are 

detailed in Chapter 6. . The rest of the discussion in this chapter is 

directed to describing the experimental background to the filter exercise, 

followed by the theoretical development in designing a suitably-sized
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Kalman state, or state and parameter, estimator for the binary 

distillation process. 

See Apparatus and Process Description 

Sela Introduction 

The distillation column and its accessories were donated to 

the Department by the I.B.M. (U.K.) Ltd., together with some parts of 

its instrumentation and data conditioning equipment. A schematic 

diagram of the column is shown in Figure 5.5 and a laboratory view is 

shown in Plate 5.1. The construction of the column has been described 

in detail by Daie. Only the main features will be mentioned here. 

At present, the column hardware includes: 

ioe an enriching and a stripping section with six and 

four 3-inch diameter sieve trays respectively and one 

temperature measurement well per tray. 

2. a 3-inch diameter standard glass total condenser plus 

the reflux drum, 

3. a 2.4 kw, double-circuit Isomantle electric heater. 

4. a l-metre long, 3-inch 0.D. glass pipe section, 

above the enriching section. 

5. two cylindrical feed tanks. 

6. two spherical product tanks - for top and bottom 

product respectively. 

Te three stainless steel centrifugal pumps. 

The column was designed by IBM to be an all-purpose distillation 

column capable of handling corrosive liquids. For this reason, the 

materials used for its construction and piping were limited to stainless 

steel, glass and P.T.F.E. All the pipelines are made of }-inch 0.D. 

heavy gauge stainless steel. However, the vapour line connecting the
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Plate 5.1 A Laboratory View of the IBM Distillation Column  
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column to the condenser is made of a 3-inch diameter glass section. 

The main characteristics for a typical tray are listed in 

Table 5.2. A small heat exchanger is installed in the bottom line to 

prevent boiling liquid reaching the pump thus avoiding possible cavitation 

problems. The entire column is also lagged with }-inch standard fibre 

glass lagging. 

Table 5.2 Main characteristics of a typical tray 

' Tray diameter 0.0762 m. 

Downcomer diameter 0.0105 m. 

Tray thickness 0.0002 m. 

Diameter of the Perforations 0.00011 m. 

Number of Perforations 145 

Weir Height +0003 m. 

5.2.1.2 The Motorised Valves 

As indicated by Figure 5.5, five motorised values are provided 

on the column. Each value can be driven manually from the remote signal 

condition unit or from the computer through the use of CALL(3,N,U) 

(°F SUB3(N,U) in the M6800). ‘The range of the valve input signal is 

0 to 10 volts from fully closed to fully open stem positions. Each 

valve can be calibrated in situ by outputting a voltage signal from the 

computer and measuring the volumetric flowrate by the stopwatch and 

bucket method. The valve characteristics can therefore be expressed 

into the form 

output voltage = f (volumetric flowrate) 

or volumetric flowrate = g (output voltage)



Sd Oe 

where f and g are generally non-linear functions. The polynomial 

fit for each valve is given in Appendix 5. Valve 4, the condenser 

cooling water valve, was not calibrated as it was always set to fully 

open during experimental runs. 

5.2.1.3 The Reboiler 

The reboiler is essentially a 2.4 kw isomantle electric heater 

which can be driven by a maximum of 10 volt input from the computer or 

manually from the remote signal conditioning unit. The reboiler 

characteristics have been studied by Daie and may be used for the purposes 

of this research. These are as follows: 

Q = .3312 - 0.17724V + .0792v" = .00524v> (5.31) 

or alternatively 

V = 3.62 - 3.869 + 6.5997 (5.32) 

where Q is the heat transferred kJ/s 

V is the input voltage, 0 to 10 volts. 

These correlations were found for a 12 kg reboiler liquid 

contents. Clearly, the heat transfer area (hence Q) changes with various 

amounts of reboiler liquid, hence necessitating a correction factor. 

The actual heat transferred QW is then given by 

% 7 E49 (5.33) 
where R =h (mass of liquid in the reboiler, M kg) 

= -0.9183 + 0.485M - 0.0442 M2 + .00191 M> 

5.2.1.4 Temperature measurements 

Altogether five thermocouples were used to monitor the feed, 

reflux and three tray temperatures. The feed and reflux stream 

thermocouples are of the Lee-Dickens type and accurate to + 1coe They 

derive their power supply from the mains. On the other hand, the three
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tray thermocouples are accurate to + ae and battery powered. The 

characteristics of the three tray thermocouples, normally the top, feed 

and bottom trays, and the feed and reflux streams are given in 

Appendix 5. 

5.2.1.5 Continuous Level Measurements 

The reflux drum and reboiler levels need to be monitored 

continuously for open-loop and control experiments. This is done via 

two air differential pressure transducers, isolated from the liquid by 

an air-lock. Transducer characteristics of the form 

Hold up (volume or mass) = z (output voltage) 

were found to be linear and they are given in Appendix 5. The 

correlations are: 

Reboiler: M, = -60.0 + 40.1V (5.34) 

Reflux Drum: Mey —.05864 + .541V (5.35) 

52.1.6 Flow Measurements 

In the original column set-up, four pressure differential 

transducers were provided for the measurement of feed, bottoms, reflux 

and distillate flowrates. The flowrate could be correlated to the 

transducer output (0 to 5 volts) and a correlation obtained in a way 

similar to previous transducer calibrations. However, the use of 

these transducers were grossly inaccurate and unreliable and they were 

therefore not used for flow measurements. 

The high inaccuracy (up to + 50 m/min for a 150 cc/min flow) 

is basically due to the low flowrates available because of the 

limitations on the reboiler heater capacity. Flowrates are computed 

via valve opening characteristics instead.
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5.2.1.7 Remote Signal Conditioning Unit 

The H316-HADIOS hardware is connected to the column via a 

remote signal conditioning interface as shown schematically in Chapter 3, 

Figure 3.2. A total of 12 analogue inputs and 6 digital outputs are 

used as it stands at present. The channel numbers assinged are given 

in Table 5.3 below. 

The remote signal conditioning unit prepares transducer 

electrical outputs (usually in the order of millivolts) for H316-HADIOS 

compatibility. Thus, all analogue outputs are converted into the range 

0 to 5 Volts D.C. As the ADC set-up word (shown below) requires 2 bits 

to differentiate any one of four multiplexers (at present only three are 

used) and a further 4 bits to decode any one of 16 channels per multiplexer, 

  

i 10 11 12 13 16 

‘10-bit Multi-' ch 1 
Analogue Input plexer| ae 

          

only a 10-bit ADC can be used to represent an analogue input giving an 

accuracy of about 0.12. Also contained in the unit are: 

1b; line drivers for the transmission of digital signals. 

2. power supplies for the transducers, motorised valves 

and reboiler. 

3. the analogue output device. 

4, the manual/automatic switches for the values and 

the reboiler required to start up the column. 

The signal conditioning unit was built by Departmental 

electricians and is situated adjacent to the plant for convenience as 

well as to minimise the effects of electrical noise during the



Table 5.3 Analogue Inputs 
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and Digital Output Channel Numbers 

  

  

Analogue Inputs 

C36 

C37 

C38 

c39 

c40 

C41 

C42 

C43 

C44 

C45 

C46 

C47 

Digital Output Channel 

Al 

A2 

A3 

A4 

AS 

A6 

Location and Function 

Lowermost tray, thermocouple Tho 

Topmost tray, thermocouple Ty 

Feed tray, thermocouple T, 

Feed flow, pressure transducer (PT) 

Bottoms flow, PT 

Distillate flow, PT 

Reflux flow, PT 

Condenser cooling water, PT 

Reboiler Level Indicator, PT 

Reflux Drum Level Indicator, PT 

Reflux stream, thermocouple 

Feed stream, thermocouple 

Reflux stream, motorised valve (MV) 

Bottoms, MV 

Feed stream, MV 

Condenser cooling water, MV 

Distillate, MV 

Reboiler Heat 
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transmission of signals to the computer. 

5.2.1.8 Process Operation 

A typical process operation includes start-up, manual/ 

computer control and shut-down. The recommended procedure is as 

follows: 2)4 

1. Turn on the mains power supply by switching on the 

MASTER switch of the remote signal conditioning unit. 

2. Put all valves and reboiler heater into manual mode. 

3. Switch on the H316 computer, the HADIOS power supply 

(switch 1 in Plate 3.1) and the digital output line 

driver power supply (switch 2 in Plate 3.1). 

4. Load the HADIOS Executive Package Rev 03. 

Ss Empty the reboiler and reflux drum. 

6. Recycle the feed stock a couple of time to ensure 

good mixing of components. 

7. Disconnect all transducer connections at the pressure 

transducers to allow air into the transducers. 

8. Manually open and close the valves to ensure that they 

are in working condition. 

9) Fill the reboiler to the required amount, connecting the 

transducer connections as soon as the dead zone is ; 

covered (about the first 200 cc.). 

10. Connect all transducer connections making sure that 

all U-tubes and air-locks are intact. 

ll. Turn on the cooling water for the condenser and the 

bottoms product line heat exchanger. 

12. Switch the reboiler heater on and run the column at 

total reflux for at least 20 minutes to ensure that the 

trays are filled (the reflux valve fully opened).
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13. Switch the feed pump on and open the feed valve 

gradually to allow the feed into the column. 

14. Set the reflux valve to the required opening. 

15. Switch the thermocouples on and switch to automatic 

mode of operation to let the computer take over. 

16. Allow about 30 minutes for the column to reach steady 

state after which disturbances can be introduced and 

experimentation can begin. 

Shut-down 

as Switch the heater, all pumps, manual and motorised 

valves off, in that order. 

ae Switch the thermocouples off. 

3. Switch off the HADIOS, computer system and associated 

peripherals. 

4. Switch the MASTER-switch off. 

5. Allow the column to cool down for at least 30 minutes 

and turn off the cooling water taps. 

Secae Formulation of Process Models 

Two mathematical models of the binary ‘distillation process 

are formulated - one to simulate the actual column operation and the 

other to be used as the filter process model. Both models are based 

on the work of Daie with some modifications to adapt them to the storage 

and other computing requirements of the H316 minicomputer. 

Essentially, distillation behaviour can be approximated by 

modelling a typical tray with a defined vapour-liquid equilibrium and 

stepping this up from a single tray to a column with a number of similar 

trays. The models of the reboiler and condenser can then be added to 

complete the mathematical description of the system.
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A typical tray is shown in Figure 5.6 with the following 

assumptions made: 

  

liquid height in the downcomer 

liquid height over the weir 

height of the weir 

plate liquid hold-up 

liquid and vapour flow rates respectively 

liquid and vapour compositions of the MVC 

Figure 5.6 Schematic Diagram of a Typical Tray 

1. Liquid on the tray is perfectly mixed and incompressible. 

2. The time constants for the fluid and thermal transfers 

are negligible compared with that for the mass transfer.



Total continuity: 
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3. Vapour hold-up is negligible compared with liquid 

hold-up. 

4. The column is adiabatic. 

Se Vapour and liquid are in thermal equilibrium (but not 

in phase equilibrium). 

d iS es S ae nets ere) (5.36) 

Component continuity 
for the more 
volatile component 
(MVC) : d = = \ - 

M, de *n ~ Ll (1 x,)* a Yn) 

eT Crna (5.37) 

Energy equation: Wy = (yh + Vos tne ie Lh) Hy (5.38) 

Fluid Dynamics: Ly = (Mm -A) /B (5.39) 

where A,B are Brambilla constants nae 

Actual vapour js i 
composition for MVC: ya aru EL, a You) (5.40) 

* 

where y, is the vapour composition is equilibrium with x, 

(through bubble-point calculations) 

, is a Murphree vapour-phase efficiency term for tray n. 

Model of the Feed Tray 

Total continuity: aa i CL y7h,) + We - ) # Fi) (5.41) 
+1 

where F is the feed rate (mol/hr.)



eS Dr 

Component continuity 
dx 

for the MVC: M n 
See, Li Gr *,) Z Vy tq Yn) 

+V - x,) + F(x, - x) (5.42) nt) ner 

where Xp is the feed composition (mol fraction of MVC) 

Energy Balance equation: V_ = (L_Jh + 
n eloele ot nels Lh, 4 Q,) /H, ee 

where = FIq.x. and q. =C_ .(T,-T ) 
Ne 2 a 

T, = feed temperature, +; = reference temperature (273K) 

Fluid Dynamics: Ly = (M-A) /B 

Actual vapour composition * 
for MVC: yaaa se eta EQ, = va? (5.44) 

5.2.2.1 The Actual Process Model - Model I 

26 Model of a Typical Tray 

With reference to Figure 5.6, the following energy balance 

can be written for a typical tray n: 

d 
dt (aun? x (hy by = Vie oer) i (ah z vi (5.45) 

where U = internal energy term (kJ/mol) 

M = molar liquid hold-up 

L = liquid rate from the ee tray (mol/hr.) 

h = liquid enthalpy (kJ/mol) 

Vv. = vapour rate from the ae tray (mol/hr.) 

H = vapour enthalpy (kJ/mol). 

The accumulation term, 4 (MU) is negligible compared with the heat 

fluxes through the tray giving the following equation for the calculation 

of vapour rate leaving each tray.



where 

3. 

Total continuity: 

S86 i= 

G-1"n-1 * Ynerns 7 Sota 
n H 

n 

joa
 " = Be a is liquid mole fraction of component j 

H =f H5y;> Yj is vapour mole fraction of component j 

ye 

h, = | c dT 
a P>J 

- 
° 

H, = h, +A 
J j a: 

a reference temperature (273K) 

latent heat of vaporisation of the a component 

heat capacity equation for component j (function of 

temperature, T) 

Model of the Reboiler 

d = os | 
dey (eel i Yn 

where Ly = bottoms rate (mol/hr.) 

d 
Component continuity M. ——- x =L (x -17* py) + Ie 
for the MVC: 

Energy equation: Vas (L 

ndt “n n-1°"n 

nt n=1 a ls # /H, 

where Q = heat duty (kJ/hr.) 

Fluid dynamics: LL = MA) /B 

* 
Actual vapour composition: = - u pour comp ° Yin Meat Be Veco) 

n 

(5.46) 

(5.47) 

(5.48) 

(5.49) 

(5.50) 

(5.51)
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4. Model of the Condenser and Reflux Drum 

5 eee et 6 ne totes 
Total continuity: ae Mp = vy Q-D ($452) 

where Lp = the reflux rate (mol/hr.) 

D = the distillate rate (mol/hr.) 

c t continuity: oy = Vv (y,-x,) (5.53) component continuity: M) at *p 1 9y-%p = 

where M) = reflux drum molar hold-up 

Xp = the reflux composition for MVC 

y, = topmost plate vapour composition 

5.2.2.2 The Filter Process Model - Model II 

In the work of Daie, it was observed that the percentage 

variations of plate liquid hold-ups are small when compared with 

corresponding variations in liquid or vapour compositions. In view 

of this and the limitations imposed on the H316 minicomputer, the filter 

process model is a much simplified version of Model I with the following 

assumptions: 

(i) Constant molar hold-ups. 

(ii) Equimolal overflow: vey = ve = Viel =v 

(iii) the feed and reflux streams enter the column as 

saturated liquids at their bubble points. 

(iv) constant column pressure. 

(v) negligible time-lags in the reboiler and condenser 

responses. 

ie Model of a Typical Tray 

Total continuity: i =L =L (5.54)



. = te = 

where L = reflux rate, Lp> is in the enriching section 

=I, +F is in the stripping section. 

Component continuity dx 
for the MVC: M = = Li-1 Go *,) + Vey i Jn) 

* 

EG s ) Actual vapour composition: y_ = Yast * ena 7 na 
n 

2. Model of the Feed Tray 

Total continuity: Lo =L +F 

Component continuity dx 
for the MVC: Mo = = 

* 
Actual vapour composition: = + = 

P Ps Yn ~ Yne1 nn n+1 

3s Model of the Reboiler 

Total continuity: L =L =v 

Component continuity: M “I = Ley eee Lx, = Ae 

Energy equation: V = Q/\ 

where \ = average latent heat of vaporization for the mixture 

Actual vapour composition: as Yee, 

4. Model of the Condenser and Reflux Drum 

Total continuity: L, =V=D 

(5.55) 

(5.56) 

(5.57) 

(5.58) 

(5.59) 

(5.60) 

(5.61) 

(5.62) 

(5.63) 

(5.64)
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Component continuity for di 
the MVC: My ae ) (5.65) eV yes 

5.2.2.3 Tray Efficiencies 

It was also observed in Daie's work that the calculations of 

Murphree plate efficiencies based upon the A.1I.Chem.E. method“1-> were 

not only time-consuming but that the resulting efficiencies did not vary 

much over the simulated process operating conditions and disturbances. 

In this work, the tray efficiencies for the two models are those obtained 

off-line for a typical operating condition. This will be discussed 

again in Chapter 6. 

Dee.2 The Kalman Filter Algorithm 

For the purposes of this research work, the discrete-time Kalman 

Filter algorithm can be restated as a set of prediction and estimation 

steps as follows: 

Prediction: 

Sel 
X(k+1,k) = X(k,k) + { £(x(k,k))dt (5.66) 

tk 

P(k+1,k) = o(k+1,k)P(kyk) Ge (k+1,k) + Q (5.67) 

Estimation: 

K(k+1) = P(ket1, kM! (ke+1) . (M(k+1)P (+1 ,k)M! (#1) +R} (5.68) 

x(k+l,k+1) = X(k+1,k) + K(k+1).{2(k+1) - M(k+1)x(k+1,k)} (5.69) 

P(k+1,k+1) = {I-K(k+1)M(k+1) }P (k4+1,k) (1-K (k+1)M(k+1) }2 (5.70) 

+ K(k+1) RK (k+1) 7
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To start the filtering computation, R,Q together with $(0,0) and 

P(0,0) must be known at time zero (k=O). 

The distillation models described earlier are clearly non-linear 

and the extended Kalman filter applies. The approach taken is to process 

the state and measurement deviations (from a known reference trajectory) 

through the linear filter algorithm and convert them back into actual 

estimates. 

trajectories 

1. 

This procedure is described below where the reference 

are derived from the previous estimates. 

Set k=O: Estimate (kk) and P(k,k) and derive 2(k) 

from the filter process model. 

Compute $ based on x(k). 

Compute predicted state vector x(k+l,k) at next sampling 

instant by integration of the non-linear differential 

equations (filter process model) starting from x(k,k). 

Compute the predicted state deviations and the measurement 

deviations as new measurements z(k+l) become available: 

Sx(k+1,1) =“K(k+1,k) - X(k,k) (Sem) 

6z(k+1,k) = 2(k+1) - 2(k) (5072) 

Process the deviations through the linear filter to 

obtain x(k+1,k+l). 

Sx(k+L,k+L) = Sx(k+L,k) + K(k+1) {52 (k+1) 

= M(k+1) Ox(k+1,k)} (5.73) 

Compute x(k+1,k+1) using x(k+1,k+1) = X(k,k) 

+ Gx(ke+1k+1) (5.74) 

Compute 2(k+1) using the filter model. Note, 

x(k+1,k+1), Z(k+1) now become the new reference 

trajectories. 

Set k=k+l1, jump to step 2 and continue.
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5.2.4 The State Vector x 
nxl 

A typical problem was to estimate 11 plate liquid compositions 

and 4 process variables regarded as parameters. The resulting state 

vector is therefore 15xl: 

< x = (x teers oF sx, VeLQ) (S575), eres 

where F, x,, V and Lp are feed rate, feed composition, boil-up and Fe? 

reflux rates respectively. 

5.2.5 The State Transition Matrix ¢ 
nxn 

The state transition matrix $ can be calculated given the 

latest estimates R(k,k) as follows: 

From equation (5.29), 

o(k+1,k) = I + J(k) 6t (5.76) 
df (x.) 

where J(k) is the Jacobian matrix =e is computed 

j 
at the latest estimated state. 

Berets? mice ag (5.77) 
j ox. Ox, 

2 n 
ax. 

J f 

of of 
oe ay 
ox. ox vr
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From the filter process model, and noting the equilibrium 

relationship ¥irK yx; and that the feed plate is plate 7: 

to 

f = {Lp Oxy, ) + V(yg-y,)} MM, (5.78) 

af, 
ey = {K, (Lp-V) ~ Lai /My (5.79) 

af, 
ie, = VEIN (5.80) 

af 
ar ne ¥. = 3,11 (5.81) 
— j 

In addition, if F, x,, V and Lp are treated as pseudo-state F? 

variables or parameters and being estimated: ' 

af, 
7.7 { (5.82) 

af 
w= (5.83) 

*F 

ae, 
Ww” (yg-y) My (5.84) 

ae, 
oy = (947%) My (5.85) 

to {Lp (x4 -X,) + V(y3-¥y) }/My (5.86) 

ae, 
ie =) (5.87)



2 
2 mh

 
m
i
n
 

SEE 

= ~(Ly + VK) /My 

VK /M, 

= 0 ¥j = 4,11 

(y3-¥)/My 

(x) -x5) /My 

{Lp (5-3) ap V(y,-¥3) }/M3 

= (Lp + VK3)/M3 

= VK,/M, 

(5.88) 

(5.89) 

(5.90) 

(5.91) 

(5.92) 

(5.93) 

(5.94) 

(5.95) 

(5.96) 

(5.97) 

(5.98) 

(5.99)
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= 0 ¥j = 5,11 

(yg7¥3) Mg 

(xy7-x3)/M3, 

{Lp (x3-x,) re Vey5-¥4) }/M, 

mae VK,,)/M, 

0 j= 6,11 

(5.100) 

(5.101) 

(5.102) 

(5.103) 

(5.104) 

(5.105) 

(5.106) 

(5.107) 

(5.108) 

(5.109) 

(5.110) 

(5.111)



STLgS > 

= 0 

= (ys — y,)/M, 

= (&, ~ x) /M, 

{L, (,-%5) + VCye-¥5)}/Ms 

= (Lp + VK.) /M, 

= VKe/M,, 

= 0° ¥} = 7511 

= (y6-¥5)/M, 

(5.112) 

(5.113) 

(5.114) 

(5.115) 

(5.116) 

(5.117) 

(5.118) 

(5.119) 

(5.120) 

(5.121) 

(5.122) 

(5.123)
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£6 = {Lp (x,-x,) + V(ya-¥6) }/Mg 

6 : 
See oO ¥j = 1,4 

ij 

af 
oe 

I, eee 

a, 
rere = ~(Lp + VK 6) /Me 

6 

af 6 
aes 7G 7 

af 
— = 0 ¥j = 8,11 

xX. 

ij 

fects 
oF 

fe 
Ox. ms 

F 

Stacy 
a 1767 '"6 

af, 
oy = (x5-%6) /Me 

(5.124) 

(52125) 

(5.126) 

(5.127) 

(5.128) 

(5.129) 

(5.130) 

(5.131) 

(5.132) 

(5.133) 

(5.134)



where 

=O = 

f= {LpX6 - Lyx, + V(yg-y7) + Fx,}/M, 

Uw ly 2vi = 7,11 

af, 
set 0 W145 

ij 

af 7 — = L, /M. 
x6 Rio7 

af, 
Recep = Cee 

af 7 iy 7 Mel, 

af, 
we 7 OO Mj = 9,11 

j 

at, 
pF Ope) My 

af 
set FM, 

*e 

af 
ay (Yg¥7) /My 

ag : 
Alea ee toaty) 7 

a 

fg = (Lyx, ~ Lgxg + V (yg7¥g) }/Mg 

(5.135) 

(5.136) 

(5.137) 

(5.138) 

(5.139) 

(5.140) 

(5.141) 

(5.142) 

(5.143) 

(5.144) 

(5.145)
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" 0 ¥j = 1,6 

——— L,/M, 
8 

gun lg * VKa) /M, 

—— = VKg/Mg 

nel Oe 43 = 10,11 

OF (77%g)/My 

af. 

Frese F 

= OO av 19 %87 7 "6 

as (x5-x,) /M, oLR Tse 

£y = {Lgxg - Loxg + V (¥)97¥q)} /My 

of, 
9 i ao O ¥j =1,7 

= Lg/Mg 

(5.146) 

(5.147) 

(5.148) 

(5.149) 

(5.150) 

(5.151) 

(5.152) 

(5153) 

(5.154) 

(52155) 

(5.156) 

(5.157)
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LOO. as 

ar (Lg + VK) /Mg 

VK} 0/Mg 

(9197 Yq) /Mg 

(g-%9) /Mg 

(gXq - Lig®1o + VOVq1-¥10)} Myo 

= 0 ¥j=1,8 

= 1g/Mig 

= =10)* ¥5i5)/Mio 

VK /Mio 

(5.158) 

(5.159) 

(5.160) 

(5.161) 

(5.162) 

(5.163) 

(5.164) 

(5.165) 

(5.166) 

(5.167) 

(5.168) 

(5.169)
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ax. 

  

= 200 — 

(9-10) Mio 

117%10)/"ro 

(-*10)/Mio 

(hy 9%19 ~ Baya 7 Yai 

TO. EY 

= -(,, + VK) My 
11 

x, ,/M. 
10) 41. 

(5.170) 

(5.171) 

(5.172) 

(5.173) 

(5.174) 

(5.175) 

(5.176) 

(5.177) 

(5.178) 

($2179) 

(5.180) 

(5.181)
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13, 

14. 

15. 

5.2.6 

S20: = 

  

  

  

  

fio abenee 

af 12 Pt i a Oo ¥j =1,15 
J 

dx, 
eee es 

Sra emmeraty > 

of 1 ae we 0H 1,15 
ij 

= iW ce 
Sade S 

af 14 é sot = 0 Vj = 1415 
ij 

dl, 
£ fe = ob 
15 at 

af 15, cm %, o ¥j = 1,15 

The Measurement Vector z 
UCU mi 

(5.182) 

(5.183) 

(5.184) 

(5.185) 

(5.186) 

(5.187) 

(5.188) 

(5.189) 

‘The measurement vector comprises five plate temperature and 

two flow measurements: 

5.2.7 

T z = (,,T3.T5,T7sT9>F oly) 

The Measurement Matrix Mo 

Since the state variables are not measured (on-line 

(5.190) 

composition measurement is normally a more involved task), a functional 

relationship h is needed to relate temperature T to plate liquid 

composition x, i.e. T = h(x).
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Consider the following: 

On a tray, 

  

i . " ‘° ° a 
by Raoult's Law: P, (7) + P,(T) x,P) (7) + X5P,(T) Pp (5.191) 

where P = total pressure, mm.Hg. 

Pj = partial pressure of component i, mm.Hg. 

= = vapour pressure of i, mm.Hg. 

P - P5(t) 
Thus, MeL aa oes (5.192) 

P) (T)-P,(T) 

Further, by using Dalton's Law: LA = y,P (5.193) 

° Be 
and the Antoine relationship log Ps (T) = Ay I ts (5.194) 

it can be shown that 

5; {p°¢r) - Po¢r)}? 
ole 1 2 (5-195) 

aS oe b ap,0(T) ap (T) ds 
> oF {P) (T) <7 Po (T)} ait eee eee Tipe Po (T)} 

) 
oP; (T) 2.303 Be 

where Sr. a Ps (tT). 

(Cc; 47) 

Thus, the measurement matrix, M consists of zero elements 

everywhere except



= eeOS) =: 

eT, aq, aT. 

MAL) = st, MQ2,3) = 52, MGS) = 52 Y ox, . 8x4 ax. 

oT. oT, 

M47) = a2, MO5,9) = 5 
7 2. 

M(6,12) = 1. and M(7,15) = 1. 

If instead of temperatures, compositions were measured, then the 

non-zero M-matrix elements described above are all unity. 

S205) Filter Initialisation and Tuning 

To start the filter operation x(0,0), P(0,0), R and Q must be 

specified. An off-line simulation of a Mcabe-Thiele analysis of the 

distillation for a typical operating condition, yields the temperature, 

hold-up, liquid and vapour, and composition profiles which can be used 

to initialise the actual and filter process models for simulation purposes. 

Typical values for P(0,0), R and Q are given below: 

P(0,0) = diag (0.001, ... 0.001, .04, 0.01, .04, .04) 

R = (diag (.02, .01,, 01, 201; .01, 1.0, 1.0) 

Q = diag’ (01,01, .01, .01,,-.01, 01, ~005, 005, 005, 

3005, 005, 1:0; 15, 10; 1.0) 

The significance of these numbers will be discussed in the next chapter. 

Be2s9, Conclusion 

The theoretical background of a Kalman filtering application 

has been described in this chapter although the emphasis has been on 

simulation on the H316 minicomputer. However, simulation and off-line
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modelling are normally the first steps in an on-line estimation work. 

The preceding discussions have indicated that considerable model 

development in the context of limited computing resources is necessary 

before applying a Kalman filter to a process plant. In this case, the 

plant dynamic models are more or less established. The case may be 

similar in an actual industrial situation for good plant management 

would have some record of a plant's dynamic behaviour which may have been 

required for other design or control purposes. 

The next move is to examine the filter performance in simulation 

on the H316 minicomputer before an on-line attempt is made. This is the 

essence of the material covered in the next chapter.
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6. TOTAL SIMULATION PACKAGE - PROCESS MODELS AND ESTIMATION 

The ideas formulated in Chapter 5 are put together into a 

digital simulation package which is described in this chapter. 

6.1 Software Objectives 

The total simulation package includes modules which allow 

dynamic response studies of process models as well as estimation for a 

fixed dimensional system in an interactive manner. The objectives of 

the package are basically two-fold: 

1. To investigate the feasibility of implementing on-line 

estimation and control of a distillation process using 

the linked H316-M6800 twin processor system. 

2. To allow the user to become familiar with the physics 

of the process and the operational features of a Kalman 

filter. 

In terms of program structure and philosophy, the package is 

basically similar to that implemented by Daie. In terms of software 

resources used and computing constraints, it is completely different. 

In fact the dimensionality of the filtering problem had to be reduced 

to suit the requirements of the H316 minicomputer system. 

The simulation package allows the user to investigate the process 

dynamics of both the filter and actual process models ‘simultaneously’ thus 

helping the designer to make judicious assignments to the Q matrix for a 

filtering experiment. For example by disturbing certain parameters in 

the process and noting the response of the state vector, one can derive 

a feeling for the 'stiffness' of the column. 

The prime concern however is speed and to a lesser extent, 

storage. The numerical integration process would be expected to consume 

much of machine time in model response studies on estimation. The
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package allows the user to investigate the possibility of using larger 

integrator step lengths for a meaningful application, thereby 

shortening computation times for a given sampling interval. 

The simulation package is also constructed with an on-line 

application in mind. In other words, use of storage areas which would 

normally be occupied by core-resident modules such as the HADIOS Executive, 

is minimised. It was quickly learnt that the use of floppy disks for 

program overlay is inevitable. 

The estimation modules allow the user to tune his filter and 

study aspects of numerical stability and filter divergence. Having 

found a reasonable filter operating range, he can then start formulating 

his on-line package. 

6.2 The! Simulation Package 

Although the simulation package allows the user to conduct 

dynamic response and digital control studies in an interactive manner, 

estimation is restricted to a particular filtering problem only. This 

is because the COMMON areas used by different program modules have fixed 

addresses for a given problem dimension. Thus, several packages are 

actually available, each having a different state and/or measurement 

vector dimensions. 

6.2.1 Software Requirements 

It was decided that the user is interfaced to the fixed modules 

of the simulation package via interpretive BASIC. This would allow him 

to specify important variables such as integrator step-length, filter 

tuning and graphics package parameters, etc. with ease. The fixed 

modules of the package i.e. the process models, the filter algorithm, 

the integrator, etc. are implemented in FORTRAN, basically for faster
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‘execution. BASIC mathematics library routines are used as far as 

possible. 

Note that the BASIC interface has provided some degree of 

flexibility in the sense that the integrator step-length can be altered 

during computation and one is free to specify the type, magnitude and 

time of a process disturbance. For studying controller designs 

implemented at the BASIC level, two controller outputs (reflux rate and 

reboiler duty) have been provided. Input/output tasks are exclusively 

handled by BASIC statements. 

6.2.2 The Need for Program Overlay and Construction of the Package 

The problem of ‘using the floppy disk for secondary storage on the 

(123) H316 was first tackled by Jordon and Gay and was first used in an 

on-line environment by Mukesh ‘124? , The existing software allows program 

segments, previously stored on the disk using the utility routine A$D14, 

to be overlayed thus greatly increasing the size of available memory. 

However, its core image occupied unfavourable locations. A new core 

image was constructed for the purpose of the simulation package. The 

procedure is described in Table A6.1 of Appendix 6. 

Because the simulation package is too large for the available 

core, it was decided to split the package into 5 segments, one segment 

of which will be in core at any one time. The construction of the five 

segments are described in detail in Tables A6.2 to A6.6 of Appendix 6. 

Basically, the schematic representation of the package is shown in Figure 

6.1. The names listed which are not defined in Figure 6.1 refer to the 

FORTRAN subroutines used in the total package. Clearly, several 

subroutines can now share the same starting address as indicated by
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'o "7160 "20000 '27000 "33143 
  

KOMMON, INIT, INIT1{COMN, MATADD, | 
User INIT2, INIT3, SDBUB, DIAADD,! | comMon 

P10F10, TRANS, FDTX, SDINT, t 
ee Space MATMUL, MATTPX KALMAL, MaTTPs | | YOTd” 

INTPAS, INTJS, 
MATHS, DTOC 

  

  

KOMMON, DCOL, DCOL1 
DCOL2, DCOL3, DCOL4 

i. a DCOL5, DCOL6, STEP, - a 
SWAVE, RAMP, 
PERTUB. 
  

  

KOMMON, SIMUL, 
SIMULX, VECTOR, 

" " KALMAN, MATINV, " . 
P1OF10, DIAMUL, 
DIASUB, MATTPX, 
TRANS, PKK, MATVEC 
  

  

GRAPHICS 

Package 

(37 subroutines 
+ MATHS.) 

  

  

KOMMON, KOMN               
  

Figure 6.1 Schematic Construction of the Total Simulation Package 
  

Table 6.1, which shows the contents of the BASIC CALL table. 

A description of all the FORTRAN subroutines is given later 

in Section 6.2.4. DTOC is a FORTRAN interface routine for the slightly
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modified Read/Write Sector (RWSC) routine of the disk utility A$D14. 

  

Table 6.1 Subroutine Assignments in the BASIC CALL table 

No Location in Subroutine 

~ BASIC peal 
1 '516 DTOC 

B "517 KOMN, GRAPH, SIMUL, DCOL, INIT 

3 "520 P10F10 

4 521. COMN 

5. ‘522 KALMAN 

6 "523 PKK 

7 "524 PERTUB 

8 £525 DISTUB (not in estimation) 

9 "526 * 

10 "527 SU10 (location varies) 

where * means unused location. 

6.2.3 

6.2.31 

Steady-State Profiles 

Mcabe-Thiele Calculations 

Address 

"30000 

"20006 

"24000 

"27000 

"22000 

"26000 

"25000 

"23000 

"33620. 

Due to storage limitations and since steady-state profiles 

for a given process condition are used only once by the filter and 

actual process models, steady-state calculations were done in BASIC. 

The first program, listed in Table A6.7 of Appendix 6, calculates the 

time-invariant, average Antoine constants, 3 for each component.
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The equation used is that of equation (5.194). 

log Po (T) *A,- gaa , 

The second program, listed in Table A6.8 of Appendix 6 does 

a Mcabe-Thiele analysis of the column for a given operating condition. 

Thus, for a given feed rate, temperature and composition, reflux ratio 

and temperature, top and bottom product specifications, top or bottom 

product rate, the program calculates the heat duty and the following 

profiles: 

1. Plate liquid and vapour concentration profiles for the 

MVC. 

25 Plate hold-ups (mol.) 

35 Plate temperatures (2c) 

4. Liquid rates (mol./hr.) 

5. Plate Murphree vapour-phase efficiency, Be 

The reflux ratio is calculated using a Wegstein algorithm 

to speed up convergence. The boil-up rate becomes the vapour rate 

through the column which is constant. The plate efficiency calculations 

(122) 
are based on the A.I.Ch.E. method » originally developed for binary 

mixtures on bubble cap trays and was later extended to other types of 

(125) i 
trays For a detailed description of the method, references (119), 

(122) and (125) should be consulted. 

6.2.3.2 Refined Steady States 

The Mcabe-Thiele calculations provide approximate profiles 

for the actual and filter process models (models I and II respectively). 

As indicated in the program in Table A6.8, the model used to calculate 

these profiles is basically model I except that an option for plate
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efficiency calculations is offered and that the vapour rate throughout 

the column is constant. Since model II is a much simpler model than 

model I, it is not surprising that when the two models are initialised 

with the Mcabe-Thiele profiles, the state vector in model II moves to 

a new point in space driving its differential equations to zero while the 

state generated by model I basically needs little adjustment. This point 

is shown by the corresponding variations in composition, vapour and 

temperature profiles in Figures 6.2 to 6.3. The final steady-states are 

termed refined steady-states and may be used to initialise the filter or 

the dynamic simulation modules by punching them out first on to paper-tape. 

6.2.4 FORTRAN Subroutines 

Excluding the graphics steering routine, GRAPH, and the utility 

SU10, the total simulation package contains 38 FORTRAN subroutines, 

10 of which are accessible from BASIC. The modules and their functions 

are described below. Their source listings are found in Tables A6.9 to 

A6.11 of Appendix 6, where the arguments in the CALL statements are also 

defined. 

KOMMON - This is a non-executable routine. Basically it contains all 

the COMMON blocks used in package. Its purpose is to align the COMMON 

variables in all the segments correctly. For this reason, it is the 

first object module loaded in the construction of any of the 5 segments 

that constitutes the simulation package. 

KOMN - BASIC statement - CALL(2,C(1),L6,L7,L8,L9). 

It is called to retrieve array values (P,Q,R,M and matrix inverse in 

filter simulation experiments) which are returned columnwise in the 

vector C.
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COMN - BASIC statement - CALL(4,C(1),D(1),E(1) ,RO,QO,E2,E3) 

This routine is among the 10 FORTRAN modules that are core resident. 

It is used to retrieve current profiles (compositions, flowrates, 

temperatures, etc.) of the two process models. The estimated profiles 

are returned in vector E. 

Since it can be called anytime (or anywhere) in the BASIC 

program to change the reflux rate (RO) and heat input (QO) to the actual 

process model, the routine can also be used to output the control vector 

{RO,QO} in digital control simulation studies. 

INIT - BASIC statement — CALL(2,C(1),D(1),E(1),E1,E2,E4,V1) 

This is an initialisation routine. Other related routines are 

INIT1, INIT2 and INIT3. 

DCOL - BASIC statement - CALL(2,T1,T2,21) 

This, in conjunction with DCOL1, DCOL2, DCOL3, DCOL4, DCOL5 and DCOL6, 

forms the actual process dynamic model. Note that Tl is time, T2 is 

integrator step-length and Zl is integration-method option. The 

variables are specified in BASIC which allows easy changes to be made. 

PERTUB - BASIC statement - CALL(7,T1,S(1),R(1),W(1) ,F1,F2) 

This routine simulates actual process disturbances at the desired times 

(step, ramp or sinusoidal of up to 5 process variables: feed rate, 

temperature and composition, reflux rate and temperature). It therefore 

calls subroutines STEP, RAMP or SWAVE where appropriate. 

DISTUB - This is similar to PERTUB except that the disturbances affect 

only the filter process model. It is usually used in modelling studies 

of model II. 

SDBUB - This routine calculates bubble points and vapour equilibrium 

compositions. It includes a Newton-Raphson iteration with an adjustable 

limit in the bubble point accuracy.
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SDINT - This routine, in conjunction with INTPAS and INTJS forms 

the integrator. Numerical integration methods offered are simple and 

modified Euler methods only. 

SIMUL - BASIC statement - CALL(2,T3,T4,22,T9) 

Together with SIMULX, they constitute the filter process dynamic mode. 

Note that T3 (time), T4 (integration step length) and Z2 (integration 

method option) can be different to the ones used in Model I when both are 

being 'simultaneously' integrated. T9 is a steering flag. If zero, 

normal integration; else the secondary variables (flowrates, temperatures, 

etc.) are updated with the latest estimated state vector. 

P1OF10 a BASIC statement - CALL(3,S9) 

This routine, in conjunction with TRANS (transition matrix calculations) 

computes the predicted error covariance matrix P(k+1,k). S9 is the’ 

sampling intervals in hours. 

PKK - BASIC statement - CALL(6) 

This routine computes the estimated error covariance matrix P(k+1,k+1). 

KALMAN - BASIC statement - CALL (5,Y(1),U(1),K(1),M(1),L(1) ,P9,D9) 

Together with KALMA1, they constitute the main Kalman filter estimation 

steps. Noisy process measurements are passed to the FORTRAN subroutines 

via vector Y. 

FDTX - This routine is used to compute temperature-composition 

derivatives required for the measurement matrix (equation 5.195 in 

Chapter 5) of the extended Kalman filter. 

The rest are matrix and vector manipulation routines. 

MATMUL - Matrix Multiplication. The product matrix is returned to 

the calling subroutine via either one of the matrices in the argument list. 

VECTOR - Vector addition or subtraction. 

MATINV - Matrix inversion based on the Gauss-Jordan method. 

MATVEC - Matrix-Vector multiplication.
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DIAMUL - Matrix multiplication, the first being a diagonal matrix. 

DIASUB - Matrix subtraction, the second being a diagonal matrix. 

MATTPS - Matrix transpose. 

MATTPX - Matrix transpose but unlike MATTPS, it puts the answer in 

the matrix to be transposed. 

MATADD - Matrix addition. 

DIAADD - Matrix addition where one of the matrices is diagonal. 

6.3 Simulation of the Dynamic Response of the Process Models 
  

The total simulation package allows the user to conduct dynamic 

response studies of both process models simultaneously. A typical flow- 

chart for such a simulation exercise is shown in Figure 6.4. Each model 

may be initialised with its steady-state profiles and then subjected to 

multiple Bracean bisearbaneen! Since it is useful to know how well the 

filter process model appresimate the 'true' plant (Model I), each model 

is integrated using the same step length and subjected to the same 

disturbances at the same points in time. 

6.3.2 Response to a single step disturbance in feed rate 

When the process models are subjected to a single 40% step 

change in feed rate, the typical responses for plate liquid compositions 

of the MVC are shown in Figures 6.5 and 6.6. The response of plate 

temperatures are shown in Figure 6.7. In this case, the models have been 

initialised with their individual refined steady states and the 

integration step length, using the simple Euler method, is: .0001 hour. 

The results show that dynamically, the filter process model 

(Model II) is a reasonable approximation to the 'true' plant although its 

steady-state behaviour is markedly different. For example, the liquid 

composition on plate 4 settles to about .84 in Model I whereas in the
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filter process model, the corresponding value is about .61. The 

bottom product compositions are hardly affected because of the dampening 

effect of the relatively large reboiler hold-ups. Also, the responses 

above the feed plate (plate 7) are slower, increasingly so as one moves 

up the column and away from the feed plate, than those in the stripping 

section. This is because distillation is a stagewise process and the 

effect of a feed rate disturbance is translated into changes of compositions 

and internal flowrates which eventually work their way up the column. 

6.3.2 Response to multiple disturbances in feed rate and composition 

When both models are initialised with the steady-state profiles 

of Model I, and then subjected to multiple disturbances in feed rate and 

composition, the typical responses in plate liquid compositions for the 

MVC are shown in Figure 6.8. Clearly, in the stripping section, the 

behaviour is reasonably well modelled but above the feed plate the 

response from Model II is unsatisfactory. The results in Figures 6.2 

and 6.3 suggest that because Model II is initialised with the steady state 

profiles of Model I, the driving force pulling Model II to its steady 

state values is significant (in fact the drive is stronger above the 

feed plate) thus swamping the effect of the load disturbances. 

6.4 Kalman Filtering Simulation 

In terms of software development carried out in this research, 

a considerable portion has been directed to the simulation of the Kalman 

filtering application formulated in Chapter 5. Several simulation 

packages are available, each differing in problem dimension in the sense 

of number of states and/or parameters to be estimated, and the number of 

process measurements. Only two such packages are discussed as they 

adequately reflect the typical findings and problems encountered. A
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flowchart for such a simulation experiment is shown in Figure 6.9. 

6.4.1 State and Parameter Estimator: EKF1 

Given the limited size of core memory in the H316 minicomputer 

the original filtering problem considered by Deve), i.e. a 26 by 

26 process model, a 22 by 22 filter process model and 3 measurements, 

has been reduced to the following: 

a 15 by 15 process model (11 states and 4 parameters) 

an 11 by 11 filter process model 

and 7 process measurements. 

The number of measurements, plate liquid compositions or temperatures, 

has been increased to compensate for the poorer predictions resulting 

from a simplified filter process. model. The theoretical development for 

this exercise has already been covered in Chapter 5. 

6.4.1.1 Initial estimate of the state 

The refined steady-state profiles for Model I are usually used 

as an estimate of the state vector at time zero. Typically, this is 

for the separation: 

Feed Rate F = 10 mole/hr 

Feed composition x, = 4 mole fraction of MVC 

Top composition Xp = 95 ‘mole fraction of MVC 

Bottom composition Xp = .05 mole fraction of MVC 

Reflux ratio R = 2.0 

6.4.1.2 The Initial Error Covariance matrix, PO 6.15 
  

P(0,0) is diagonal and its typical value is given by 

P(O,0) = diag (001, i600 .0. 0.00% pe sein sine elses O01 504s Ola «04, 04)
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This means that the standard deviations of the initial composition 

estimates, feed rate, feed composition, reflux rate and boil up rate 

are about 3%, 2%, 10%, 3% and 2% respectively. 

6.4.1.3 The System Noise Matrix, Qi 5x15 

The system noise matrix is also diagonal and its typical 

value is given by 

Q = diag (.01,.01,.01,.01,.01, .01, .005, .005, .005, .005, .005,1.0,.15,1.0,1.0) 

Thus, during the prediction step, a noise term of longer amplitude is added 

on to the error covariances of the compositions above the feed plate as this 

region is less well modelled as evident earlier. 

6.4.1.4 The Measurement Noise Matrix Roy 

This is given by 

R = diag (.01,.01, .01,.01,.01,1.0,1.0) 

The standard deviations of the thermocouples, feed rate and reflux rate 

Measurements are therefore about aC, 10% and 16% respectively. 

6.4.1.5 Simulated Gaussian Noise 

Since the pseudo-random number generator is BASIC has an 

approximately flat probability distribution profile, a crude Gaussian 

noise is used based on 50 numbers generated by the RND function. The 

temperature measurements are corrupted by a sequence characterised by 

(0,¥.01) and the flow measurements by (0,¥0.5). 

6.4.1.6 Observability 

The discrete observability matrix Log for this estimation 

problem for up to k sampling instants is given by



eed = 

Log [o7(1,0)M" (1) ,07(2,0)M"(2),..2.+57 (k,0)M! (ke) J (6.1) 

The condition for observability for k sampling instants is that Log has 

rank nies) » where n is 15. Since ¢ and M vary with time, and Log grows 

with k, the task may be carried out by some numerical means. It can be 

shown however, that since the feed flowrate F is being estimated in EKFl, 

a feed tray temperature (or composition) measurement must be included in 

the measurement vector. If not, the system is unobservable for all k. 

6.4.1.7 The Effect of Sampling Interval 

It was observed that estimation performance is sensitive 

to the choice of sampling interval, At. Figures 6.10, 6.11 and 6.12 

graphically illustrate this point for sampling intervals of .002, .004 

and .005 hour respectively. The rest of the filter parameters are the 

same. The filter became unstable as reflected in large values in the 

error covariance matrix when a sampling interval greater than 0.005 hour 

was used. The results in Figures 6.10, 6.11 and 6.12 show that although 

the filter's performance is acceptable, a combination of a less well 

modelled enriching section and a larger sampling interval has resulted 

in a larger bias in the composition estimates above the feed plate. On 

one hand, the larger At generates a poorer state transition matrix ¢. 

The other contribution to the loss of performance is due to the fact 

that if the integration parameters (method and size of step-length) are 

kept constant, model predictions are likely to be less accurate since more 

step-lengths are required over a larger At. 

Figures 6.13 and 6.14 show, for a sampling interval of .003 

hour, that a different initial estimate affects only the initial response 

of the filter. The first disturbance occurs at t = .1 hour which means 

that the filter is able to track the composition on plate 10 after about
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15 plant observations. Examination of the filter gain K(k+1) during 

this period, shows relatively large values of elements corresponding to 

the five temperature measurements. This is because for the same 

Measurement noise matrix R, the filter weights the measurements in 

Figure 6.14 more heavily than the case in Figure 6.13 as model predictions 

are less reliable during these transient conditions. 

6.4.1.8 Estimation of Process Parameters F, xp ,LpsV 
  

The motive in estimating the four parameters F, Xp Lp and V 

is linked both to estimation and control. The calibration experiments 

in Chapter 5 Section 5.2.1.6 have demonstrated the difficulties associated 

with the orifice-plate based flow transducers used to measure F and Lp 

such that flows are determined from valve openings instead. These are 

therefore pragmatic solutions and it may be possible that the flow values 

obtained may not be accurate enough. For instance, the values sometimes 

suffer from mechanical and electrical strictions and the flow for a 

given valve opening is not calibrated for varying upstream pressure. 

In the latter case, the reflux rate may not be sensitive since under 

normal operating conditions, the reflux drum level would be under 

regulatory contol. However, this is not so for the feed rate. For 

a complete run, the change in liquid level in the feed tank can vary by 

as much as a metre and the effect of decreasing head in feed rate 

entering the column is therefore significant. Estimating F and Lp 

therefore provides the ‘software’ alternative. 

Varying feed composition Xp is relatively more difficult to 

track and even more so the boil-up rate, V. The filter not only 

provides estimates but generates additional benefits in the sense that 

it helps in understanding the internal dynamics of the column. The 

other bonus is control. A ‘degrees of freedom' analysis for a typical



= 234) 

column operation yields only two manipulative variables to effect the 

state vector for the system. Normally, Lp and the heat duty q are chosen 

since they represent convenient energy inputs to the column. Although 

q is not estimated directly, its effect, V, is. It is therefore possible 

to envisage some feed forward control applications where the effect of a 

feed disturbance on L, and V (hence, q) can be predicted by the filter and 

the necessary manipulative measures are than made. 

For the case of EKF1, with conditions the same as in Figures 

6.13 and 6.14 except that the sampling time is .005 hour, the estimates of 

F, Xp lp and V are shown in Figures 6.15 through 6.17. In particular, 

in Figure 6.17 the estimated boil-up rate ¥ is compared with the 'true' 

boil-up rate and the vapour rate leaving the top plate. 

Figure 6.15 shows that the filter is producing reasonably good 

estimates of F and Lp despite large variations in feed rate. Part of the 

reason is due to the fact that both flows are also measured. The reflux 

rate remain constant as the process is under open-loop, steady-state 

(with respect to reflux and reboiler level) conditions. 

Figure 6.16 shows that the estimated feed composition - is 

able to track unmeasured variations in xp, but the filter seems unable 

to eliminate a consistent positive bias. 

On the other hand, the estimated boil-up rate v is relatively 

insensitive to changing process conditions. This is shown in Figure 

6.17. The filter process model assumes a constant vapour throughput 

up the column. While the actual variations in the stripping section 

(as evident in+a data print-out) are relatively small, vapour rates above 

the feed plate appear to be more markedly affected by changes in feed rate. 

This behaviour is absent in the filter process model and since it is 

significant, it is suggested as a cause for filter instability especially 

at larger sampling intervals. In fact, using relatively larger Q elements
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Figure 6.15 Parameter estimation with EKF1: Feed and Reflux rates
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corresponding to the compositions above feed plate also did not seem to 

improve the performance in any significant way. 

6.4.1.9 The BASIC program 

The BASIC program used in EKFl is listed in Table A6.12 of 

Appendix 6. With a slight modification, the same program can also be 

used to simulate the dynamic response of process models as described by 

the flowchart in Figure 6.4. 

6.4.2 State Estimator using three tray temperature measurements: EKF2 

A more practical filtering problem as a first step toward an 

on-line application is the estimation of 11 plate liquid compositions 

using 3 temperature measurements. The memory maps for the four segments 

(the Graphics segment is the same as for EKFl) are listed in Tables A6.13 

to A6.16 of Appendix 6. The feed flow rate and composition, reflux rate, 

reflux drum and reboiler levels were fixed. 

6.4.2.1 Filter initialisation 

As in EKF1, the steady-state profiles of Model I are used as the 

initial estimates. The matrices POO a1? R ae Oo ie a 
typically as follows: 

B(O,0) = = diag (20015 < .0)s cin cins eines 001) 

Q = diag (.009,.009, .009,.009, .009, .009, .004, .004, 

004, .004, .004) 

R = diag (.01,.01,.01) 

6.4.2.2 The Measurement Vector and Measurement Noise Matrix 

It was decided to spread the temperature measurements through 

the column. As the feed tray temperature is considered important, the 

remaining two thermocouples are allocated to the top (plate 1) and
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bottom (plate 10) trays respectively. 

The measurment vector Za is therefore 

i: 
z= (Ty, T), T1) (6.2) 

and the measurement noise matrix Mya 43 at time t = (k+1)At is a matrix 

with elements zero except for the following: 

  

  

ar, 
M(1,1) = ox (6.3) 

it 

aT, 
M(2,7) = re (6.4) 

y 

oT 
10 

M(3,10) = (6.5) 
e 8x19 

As in EKFl, a crude Gaussian noise characterised by the 

sequence (0,”7.01) is added to the temperature measurements at each sampling 

instant. 

6.4.2.3 Effect of changing integration methods 

The previous simulation results for EKFl are obtained when 

both process models are integrated using the simple Euler method with 

the critical step length of .005 hour or 18 seconds (this figure is 

critical only for the integration of Model I). The estimation result 

for EKF2 is shown in Figure 6.18. The first four disturbances 

are due to feed rate and the fifth which occurs after .4 hour is due to a 

12.5% step change in feed composition. In the stripping section, the 

estimate and the actual values are virtually indistinguishable while 

above the feed plate the behaviour is reflective of earlier difficulties 

except that the filter seems to respond better to a disturbance in feed 

composition.
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A similar behaviour is indicated in Figures 6.19 and 6.20 

where the filter process model is integrated using the modified Euler 

method with larger step-lengths. While the performance in the stripping 

section is unchanged, a slight deterioration is indicated by the use of a 

larger integration step-length, which in Figures 6.19 and 6.20, are 10 

and 25 times that used in Figure 6.18. 

6.5 Considerations for an On-line Filter: EKF3 

The results obtained from the simulation of EKF2 suggest that 

an on-line version of the filter, EKF3, should be investigated. The 

various aspects to be looked at include memory utilisation, execution 

times, filter initialisation and some real-time requirements which would 

have to be satisfied. 

Bed) Memory utilisation 

The basic memory configuration for the on-line package is 

similar to that for EKF2 except that the HADIOS Executive is now 

incorporated. Noisy measurements are made at each process scan. 

The true state of the plant is now unknown. 

A feasible memory utilisation using only two segments is shown 

schematically in Figure 6.21. The Graphics package, if required, forms 

the third segment. Since Model I is irrelevant in the memory utilisation 

of EKF3, the storage requirements are less critical. For instance, the 

COMMON base have gone up from '34735 to '35413 thus enabling the HADIOS 

Executive ('27000 through '34762) to be accommodated. In fact, in EKF3 

none of the estimation FORTRAN modules needs be core-resident. However, 

the disk overlay routine DTOC has to be divided into two parts. The 

main body resides in sector '35 while the rest are loaded into the unused 

locations of the HADIOS Executive. The memory allocation is detailed
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Figure 6.19 Estimation with EKF2: At = .001 hour, Modified Euler 
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'o "7160 "20000 "27000 "35413 

KOMMON, SIMUL, HADIOS 
SIMULX, P10F10, EXECUTIVE COMMON 

User MATMUL, TRANS, Rev 03, d 
BASIC MATTPX, DIAADD, DTOC, INIT1, vari- 

Space SDBUB, SDINT, INIT2 + MATHS] ables 
INIT, INIT3, 
INTPAS, INTJS 
  

  

KOMMON, KOMN, 
COMN, MATMUL, 
FDTX, KALMAN, 

i ty KALMA1, MATTPX, 
MATTPS, DIAADD, 
MATVEC, MATINV, 
PKK, DIASUB, 
MATADD, DIAMUL               

Figure 6.21 Schematic Construction of EKF3 

further in the corresponding memory maps found in Tables A6.17 to A6.19 

of Appendix 6. 

6.5.2 Execution Times 

Besides memory requirements, the other vital factor in an on-line 

implementation is machine execution time. Faster program execution times 

would permit smaller sampling intervals thereby improving estimation 

performance. Using the timer routine SU10 in conjunction with EKF2, the 

execution times required in a typical estimation exercise are shown in 

Table 6.2 below. 

For an on-line application, the total time incurred would be 

the sum due to 3, 4 or 5, 6, 7, 8, 9 and, if plotting is required, 10 and 

ie Further time would also be required for a certain number of I/O tasks.
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Table 6.2 _H316 Execution times in a Kalman Filtering application 

- Function Time (secs) 

1. Loading Segment 2 3.1 
Zn Integration of Model I (per step) 3.8 Simple Euler 

3. Loading Segment 3 3.1 
4. Integration of Model II (per step) 2.3 Simple Euler 
2) Integration of Model II (per step) 6.7 Modified Euler 

Estimation step: 

iG Subroutine KALMAN (inversion, etc.) 252 

is Refinement of filter process model Zen 
8. Calculation of P(k,k) 9.8 
9 Calculation of P(k+1,k) 8.1 

10. Loading Segment 4 (Graphics) 2.8 
Lee Plotting 4 variables 0.44 

Note: 3,4 or 5,6,7,8,9 are necessary for ON-LINE. 

The time for steps 3 and 6 to 9 which are relatively constant is about 

25 seconds which means the user can only minimise program execution times 

by a suitable choice of integration procedure. 

By trial and error it was found that the critical step length 

for the integration of the filter process model using the simple Euler 

method is approximately .0012 hour i.e. about 12 times the critical 

step-length for Model I. Using the modified Euler method, a step-length 

of .0025 hour has been found to be acceptable as indicated earlier in 

Figure 6.20. It can be shown that because the first method requires 

more integration step lengths (although 3 times faster per step) for a 

nominal sampling interval, it uses much more computation time and hence 

becomes a second choice.
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The minimum sampling interval for EKF3 is therefore about 

(25 + 72) seconds where & is a positive iitener and 7 is a rounded 

figure for step 5. Using a step-length of .0025 hour, the meaningful 

value for £ is 12 or greater since the integration time of about 

12 x 7 = 84 seconds and the 25 second estimation/overlaying step can be 

accommodated within a sampling interval of 12 x .0025 x 3600 = 108 seconds. 

A step-length of .003 hour can be used, giving poorer predictions, but 

&% would be reduced to 7 and the sampling interval to about 76 seconds. 

Unfortunately, the filter could not cope with such values of 

At, even when At = 27 seconds as shown by Figure 6.22. The estimates start 

to oscillate afer about 15 sampling instants and filtering operation breaks 

down. The chief reason for instability is attributed to a poor value of 

¢ as At enters directly into its first-order Taylor series truncation. 

Under the circumstances, EKF3 is therefore unlikely to be practically 

feasible. 

6.6 Conclusions 

Basically, this chapter has shown that a major simulation 

exercise is feasible on the H316 minicomputer although at considerable 

programming effort and long execution times. The simulation results 

have shown that while it is possible to design an operational filter for 

a given process, an on-line implementation is not practical unless further 

steps are taken to reduce the sampling interval, At, or alternatively 

a better approximation of ® is found.
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Figure 6.22 Estimation with EKF2: At = .0075, Modified Euler
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CHAPTER SEVEN 

EXPERIMENTAL RESULTS AND DISCUSSIONS
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7. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The three major aspects of this research emanating from the 

main and secondary objectives stated in Chapter 1, Section 1.4 will be 

discussed in the following sections. In view of what has been done 

these aspects can now be restated as follows: 

1. Construction of the linked H316-H6800 twin processor 

system. 

2. Using the software package for the linked-processor 

system, 

3. Kalman filtering feasibility studies. 

Tel Construction of the Linked H316-H6800 Twin processor System 
  

It must be noted that the development of the linked twin 

processor system has been done within the context of the hardware 

resources available. It turned out that the extra hardware interfaces 

required is minimal (a single PIA chip at the micro-end and an Alarm 

Inputs subinterface for the HADIOS) and with sufficient technical 

support the data and control links proved to be rather straightforward. 

However, it also turned out that this solitary dependence on a single 

PIA has both been a major factor.in the logic design of the software 

protocol and defines ce limit of the facilities the linked processor 

system can offer. The case of data transfers between the computers 

clearly illustrates these points. 

TeVed Constraints due to a single PIA chip 

During system development, it was desired that the H316 should 

be able to send data immediately to the M6800 even if the latter is 

on-line. The purpose may be to alert the microcomputer to undertake
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some immediate and specific computing task. To achieve this, the 

PIA A Side would have to be configured in the interrupt mode so that 

the H316 may interrupt the M6800 via a CAl active transition. The 

micro may or may not be required to acknowledge the data transfer 

accompanying this interrupt. If it does, then the CA2 is likely to 

be used. However, since the micro is in on-line mode, a split second 

situation can arise whereby the mini sends a CAl just before the micro 

sends out its first CA2 to interrupt the mini for a process scan (a 

frequency which is independent of and unknown to the mini). The mini 

is therefore interrupted on the wrong footing so to speak and the 

protocol may never recover. For this reason, the PIA A Side has been 

made CAl interruptible in the off-line mode only. The M6800 still 

retains the ability to interrupt and send data to the H316 via the PIA 

B Side output port. Thus, when the M6800 is on-line, the action of 

CALL (4,1,M,D(0)) in the H316 is only to place the data {M,D(0),D(1),..., 

D(M-1)} in a temporary buffer for M6800 collection at its next process 

scan. The effect of the data D(0),D(1),...., etc. on the computation in 
  

the M6800 is therefore felt at the most, one M6800 sampling interval later. 

Clearly, a second PIA chip removes some of these limitations. 

In fact, it can be dedicated to process alarm signals and I/O parallel 

data transfers between the M6800 and the H316 or any other piece of equip- 

ment capable of doing so. The M6800 microcomputer system must provide 

a Port address for it while at the H316 and, unused Alarm inputs interrupt 

lines and DGOB output pins are readily available. The software effort 

in either executive would include extra interrupt polling steps and 

their corresponding response codes and no major revamping of existing 

logical paths is necessary.
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7.1.2 Alternative Designs in linking the two Processors 

During system design, alternative approaches to provide a 

linked twin processor have been considered. Three technically feasible 

designs can be identified. For the sake of discussion, they will be 

called Method 1, 2 and 3. The first two are RS232-based and are 

therefore serial data methods and the third is a completely parallel 

data technique. 

7.1.2.1 Serial Data Methods 

The first alternative design is schematically shown in Figure 7.1. 
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Figure 7.1 A Serial Data Link for the H316-M6800 system: Method 1 

An ACIA chip is interfaced to the M6800 data and address busses and 

basically converts 8-bit data bytes into a serial format suitable for 

an RS232 output port. At the H316 end, another RS232 will receive 

the transmitted data and channel it to an ACIA look-alike which is 

interfaced to the minicomputer system bus. This ACIA look-alike needs 

to be developed in-house as the logic involved must be upgraded,
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acceptable and unambiguous for the H316 digital circuitry which is 

basically DTL-based (Diode-Transistor Logic). 

Although the RS232 links provide a simple approach in the 

sense that it only involves three wires (Transmit, Receive and Common) 

and the standard hardware usually accepts only ‘true’ signals, the 

method is inherently slow. The advantage of being able to transmit 

and receive ASCII data (eight bits with perhaps one or two start/stop 

bits), thus permitting the transfer of floating point numbers and 

strings, programs, etc., is off-set by the need to develop sufficient 

software modules to check for incorrect data. This is because the 

serial link does not check the contents of the data to be transferred. 

Avoiding the use of the ACIA look-alike at the H316 end leads 

to Method 2 schematically shown in Figure 7.2. Here, one avoids the 

extra logic design but is forced to use the only RS232 port available on 

the H316 which is currently used with the Newbury 8005 terminal. As 

far as the H316 is concerned the M6800 is now just another (complicated, 

intelligent) VDU. 

Graphics 
VDU 
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Figure 7.2 A Serial Data link for the H316-M6800 system: Method 2 
 



=e oe 

7.1.2.2 Parallel Data Link 

As an alternative to the parallel data link used in this 

research, Method 3, schematically shown in Figure 7.3, avoids the use 

of the HADIOS system altogether. 

  
  

  

  

  

P PIA 

M6800 De look- \% >) H316 

& alike                   
  

Figure 7.3 A Parallel Data Link for the H316-M6800 system: Method 3 

This method requires the in-house development of a PIA look- 

alike at the H316 end. The advantage of fast data transfer rates and 

avoiding the HADIOS which was not originally designed for processor to 

processor communication of this sort, are again off-set by the need for 

a considerable podcavecul digital design to cope with the different 

(and older) DTL technology of the H316. In addition, control signals 

specific to the H316 data and address bus, and the necessary low-level 

software support would have to be provided. 

Summary 

The preceding discussions have shown that the method used 

in this research is a close second to the 'best' technique of Method 3.
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The extra logic design is minimum and data transfer rates are reasonable. 

Of course, as Figure 7.4 shows, such links for a microcomputer to 

microcomputer system is relatively straightforward. Basically, two 

  

  

ucl < PIA PA k= uc2   

                  

  

uC = Microcomputer 

Figure 7.4 _A Microcomputer to Microcomputer Link 

PIAs are required. Each microcomputer is merely another I/0 device 

to the other. 

eked The M6800 interfaced directly to a Process Plant 

The present M6800 microcomputer system can be configured to 

be interfaced directly to a process plant via family compatible ADC/DAC 

chips. In fact, a limited study 2072)? has shown that it is practically 

feasible. In the context of this research, the M6800 system could have 

been interfaced directly to any of the process plant signal conditioning 

units via an analogue card. Figure 7.5 shows a diagrammatic view of two 

possible arrangements.
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Figure 7.5 The M6800 system interfaced directly to a Process Plant 

The dark line configuration is closer to industrial practice 

as it removes microprocessor dependence on a host minicomputer for its 

data acquisition and control operations. The function of the analogue 

card is to prepare the plant analogue inputs for microprocessor (and 

ADC) compatibility and channels microprocessor digital or analogue 

control outputs to the plant. The ADC typically can be an 8-bit 

ADCS-80 or its 12-bit version obtainable at a very reasonable price. 

The dotted line configuration adds more flexibility and distribute 

control power on top of the existing twin processor facility. A separate 

PIA would have to be provided but much more powerful control schemes can be 

designed if future development of this research is to blossom in this 

direction, 

7.1.4 Noise and Spurious Interrupts 

Besides having to cope with new methods of working (requiring
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familiarity with microprocessor technology), the system designer is also 

faced with signal interferences which may consume many man-hours of 

program development effort. (A particular problem that plagued the 

linked processor system developed from time to time is that created by 

spurious interrupts generated by.CAl or CBl control inputs to the PIA. 

Low-active CBl transitions are less problematic since the 

PIA B Side is an output port and data is normally sent out of the M6800. 

The PIA A Side is quite a different story. As Figure 3.12 in Chapter 3 

shows, bits 1 and 2 (CBl and CAl lines respectively) and bits 9 to 16 of 

the DGOB are used for data transfer operations. It was observed (with 

the aid of a CRT oscilloscope and a digital logic analyser) that 

occasionally the CAl input line is energised, generating spurious spikes, 

when certain data patterns appear on the data lines (bits 9 to 16). The 

downward edge of this spurious pulse upsets the program logic in the 

M6800 Executive by setting the IRQAl flag prematurely if the PIA A Side 

is in the normal handshake mode and creates a spurious IRQ interrupt 

request otherwise (M6800 in off-line mode). 

The exact cause of the problem was never identified but a 

temporary solution by providing a separate screened cable for the CAl 

control input line seems to eliminate the problem. Possible causes may 

include signal mismatch due to improper impedance at cither end, 

unfiltered voltage spikes from the DGOB or even faulty chips. Such 

"random assaults' on the system integrity can be monitored by running 

special test or debugging programs from time to time especially before 

a major on-line exercise. 

Other ai eeurpances are more predictable. They are mainly 

noise generated from switching mains power supplies for the HADIOS 

and its digital output drivers (switches marked 1 and 2 in Plate 3.1 of 

Chapter 3). These phenomena may be pathological to the power supply
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and noise rejection designs of the existing hardware but it is not a 

ny it is best serious problem. As suggested in the operating manual 

to switch on all relevant power supplies first before loading the system 

and application software. 

7.2 Using the Software Package for the Linked processor Facility 
  

In using the linked H316-M6800 twin processor system, the user 

must realise that the M6800 is a linked computer, completely dependent 

on H316 machine feycles for its process data acquisition and control. 

This may be seen as an inherent disadvantage as in practical industrial 

situations, one would wish the microcomputer to be as autonomous as 

possible - both in the hardware and software sense of the word. The 

linked-processor facility developed in this work is therefore unique in 

the sense that it is a pragmatic solution in optimising the human and 

material resources available. 

7201 Development of and Running User Application Programs 

The detailed steps involved in program development have been 

described by way of examples in the user's manual of Reference 94. 

Only the important operational points will be mentioned here. 

Basically, the user enters the HADIOS Executive Rev 03 

package at location '27000. The Executive initialises the HADIOS for 

M6800 CA2/CB2 interrupts and starts the H316 Real-Time Clock (location 

'61) in the non-interrupt mode before jumping to location '1000 for 

normal BASIC interpreter initialisation. Location '61 which is 

incremented once every 20 ms is used as a general-purpose real-time 

base. If the user strictly does not want to allow M6800 interrupts, 

then he should enter the package at location '1000 which is the normal 

entry point of the Interpreter.
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H316 

In the H316, the user may write programs in BASIC with 

FORTRAN and DAP-16 MOD2 Assembly Language subroutines. The disk 

overlay facility can be used if core storage is insufficient. rg 

he does not wish to use the on-line graphics package, then before 

entering the package, the High Octal Address (HOA) for the BASIC 

interpreter (location '7367) should be patched with '26777, thus 

providing him with an extra seven sectors of core space (the graphics 

and the Executive are self-contained segments). 

Note that CALL (3,N,U) and CALL (4,1,M,D(0)) are independent 

of CALL (1,A(0),B(0)) and CALL (2) which are mutually related. This 

allows the user to conduct control valves calibrations in situ or 

transfer data to the M6800 in off-line distributed processing. 

In on-line work, sampling intervals can be kept small by 

reducing inter-scan BASIC processing to a minimum. However, developing 

FORTRAN subroutines may take hours as there is no operating system as 

such for the H316. Program debugging is normally done by switching 

the H316 into single-instruction (SI) or Memory Access Mode (MA) and 

examining bit patterns in individual memory locations. The HALT in- 

struction in location '31046 of the Executive, though undesirable in 

real-time software, is deliberately included for detecting a fatal 

error. 316 execution also halts if its instruction decoder fails to 

interpret a given bit pattern as a recognisable operation code. The 

most common execution errors arising out of using FORTRAN and DAP-16 

MOD-2 subroutines include those caused by improper allocation of base 

when loading in the desectorised mode, and improper use of the index 

register and indirect addressing mode.
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M6800 
Although a combination of SD BASIC, the M6800 Executive, 

additional and disk-based file I/O facilities provides a wide range 

of on-line applications, the major constraint is still speed, and a lack 

of general purpose mathematical routines. The SD BASIC could not be 

modified in (Honeywell) BASIC sense, and its mathematical package is 

non-reentrant. (as is BASIC MTH-PAK) and inaccessible from user assembly 

language subroutines. If FORTRAN is supported then it may be possible 

to emulate the Tektronix Graphics routines for use with the Newbury 

terminal. With a modified RS232, the baud rate can be increased from 

the present 300 to a maximum of 9600. 

In the M6800, CALL SUB3(N,U) and CALL SUB4(M,D(0)) are normally 

used between CALL SUB1(A(0),B(0)) and CALL SUB2. If the user wants to 

use only CALL SUB3(N,U) and/or CALL SUB4(M,D(0)) then the steering flag 

M680 in location '27001 of the HADIOS Executive should be manually set 

to non-zero before initialising the package. 

Also, in a normal M6800 operation (off- or on-line mode) the 

reset (RES) button may be used to stop program execution provided the 

first CB2 interrupt (via the first CALL SUB1(A(0),B(0)) has not been 

sent out else the NMI button should always be used. This is because a 

hardware reset also clears all PIA registers and the M6800 Executive 

would not be able to re-initialise the microprocessor response code in 

the HADIOS Executive. 

Tadind Use of Counters - Some Operational Constraints 

As indicated in Chapter 4, Section 4.4.3, a counter may be 

used by a H316 on a M6800 user. The modified counter handling code 

does give better estimates of flowrates provided certain precautions are 

taken.
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A counter, driven by a turbine flowmeter or otherwise, has 

two operating modes. In the non-interrupt mode, the user must ensure 

that his maximum flowmeter output pulse rate does not exceed 255 within 

a sampling interval (the user can minimise this by presetting the counter 

to zero at each sampling instant). Failing to do this would lead to 

incorrect readings of counter contents during scanning time since the 8-bit 

counter register overflows to zero. 

The situation is slightly more involved when the counter is 

used in the interrupt mode. Consider the schematic timing diagram of 

Figure 7.6 showing instances of a counter and computer scanning interrupts. 

Clearing the last counter interrupt time, ITM, is the best estimate, from 

  

  

t=k t=k+1 

ITM, ITM, TIM, | ITM, 

ak ees | 

: z Time 

Figure 7.6 A Timing Diagram for Counter and Computer Scanning Interrupts 
  

the set of {ITM, ,j=1,N}, of instantaneous flowrate at time k+l if ITMy 

does not include significant time delay which may arise if the counter 

tries to interrupt during system interrupt inhibited. In fact, 

_ significant error is embedded in ITM, if it includes the 20 ms delay 

when a computer is sampling analogue inputs. This is a plausible situation
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as for example in the double-effect evaporator exercise (see Section 

7.2.3.2) where the maximum flowrate used corresponds to about 200 Hz 

(4 counter increments per 20 ms) the error for an interrupt time of 

one second (corresponding to a counter preset value of (127-50) = 77) 

is about 8%. Since the preset value is fixed for a given run, the 

percentage decreases with decreasing flowrate but the preset value must 

not be so low that the number of counter interrupts becomes less than 

two. The counter flowrate formula 1 in Section 4.4.3 becomes meaningless 

in this situation. The user can minimise these difficulties through 

suitable choices of counter preset values for a known flow operating range. 

In addition, the values of counter interrupt times B(48), B(51) 

and B(54) are meaningless (they are zeroed in the case of the micro) at 

the first process scan (time pers) and should be ignored. 

The preceding discussions suggest that using the counters in 

the non-interrupt mode with a preset value of zero is more preferable. 

As a general rule in real-time software design, the system should not be 

burdened by handling extra interrupts unless it is absolutely necessary. 

A multiple interrupt situation is always a potential source of erros, 

fatal or otherwise. 

The counter experiments also indicates the disadvantage of 

going digital in this specific case. A better counter set up would 

contain in-built logic (e.g. an embedded micro) to calculate the counter 

inputs and then merely presents them for collection during a process scan. 

In this way, the computer saves valuable processor time and system 

reliability improved. 

7.2.3 On-line Demonstration Experiments 

The litmus test for a real-time data acquisition and control 

software is actually to use it on-line to a process plant. The linked
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processor facility has been used on the IBM distillation column and 

the double-effect evaporator. The experience is summarised below. 

7.2.3.1 Microprocessor Control Of Reboiler and Reflux Drum Hold-ups 

in the IBM Distillation Column 

The experiment described here was chosen because it 

demonstrates a suitable role of the M6800 microcomputer in using the 

linked processor system for a possible open-loop, on-line estimation 

exercise. 

Basically, the H316 is placed in the OFF-LINE mode, i.e. 

A(12) = 1, while two P or P+I controllers are set up in the M6800 which 

also scans the plant (Analogue Inputs channels 36 through 47) every one 

or two seconds, Because A(12) = 1 in the H316 BASIC program, process 

information is available at each M6800 scan. The H316 can then use 

this information for further data processing or plotting. 

The SD BASIC and BASIC programs required for the exercise are 

listed in Tables A7.1 and A7.2 of Appendix 7. Note that the SD BASIC 

program sends the two M6800 controller outputs [p(o) ,DQ) in SD BASIC, 

into B(57) and B(58) respectively in the H316] during every sampling 

interval. Also, at a specified time, the H316 program places a non-zero 

value into B(57) in SD BASIC to instruct the M6800 to affect a step 

change in the feed valve to the column. 

The column operation is first started using the procedure 

described in Chapter 5, Section 5.2.1.8. After initialising the 

software package, the simple BASIC program below 

10 INPUT N,V 

20 U = 32767*V/10 

30 CALL (3,N,U) 

40 GOTO 10
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can be used to bring the column approximately to steady state. 

The various valve readings (N=1 to 5) are noted and can be used as 

initial valve settings in the SD BASIC program thus allowing a bumpless 

transfer. 

The arrangement allows the evaluation of M6800 controller 

performance by plotting control and manipulative variables on the H316 

VDU. To do this, the value of A(1) in the H316 program must bé set to 

1 so that the plotting interval is also the M6800 scanning interval. 

Figure 7.7 shows such a plot where the M6800 controller outputs 

are indicated by the two histograms. The controllers, though needful 

of proper tuning, seem able to keep the two levels reasonably constant. 

The reboiler level in particular is considerably noisy due to the 

boiling liquid. The noise in the reflux drum level is mainly due to 

condensed vapour droplets which fall directly on to the liquid surface. 

The spurious dots and occasionally missing segment are due to, presently, 

unsolved difficulties when using the Newbury 8005 VDU in an interrupt 

environment. Apparently, the VDU 'loses' a character, or plots a 

different or several different ones instead, if the 1316 is interrupted 

(by the M6800 or a counter) at the moment when it is about to output a 

character to the VDU. The plotting action is initiated by the first 

CA2 interrupt in a process scan. Since during each sampling interval 

the M6800 interrupts the H316 a total of 42 times (28 for analogue inputs, 

8 for control outputs and 6 for M6800 to H316 data transfer), it is not 

possible to pin-point which interrupts are responsible. 

This phenomena also causes editing problems in BASIC when 

the micro is connected on-line to the plant. A machine code patch for 

the BASIC IO0S-D module has been made in an attempt to recover a possibly 

"lost' character during an input mode but outstanding problems remain.
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The patch, located in sector zero, is described in Table A7.3 of 

Appendix 7. 

When the column is kept under steady-state conditions by 

microprocessor control action and the column subjected to an 

approximate step disturbance in feed rate, the response of the 

three tray temperatures are shown in Figure 7.8.
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7.2.3.2 Microprocessor Control of Temperatures in a Double-Effect 

Evaporator 

A parallel research effort in the Department is undertaken 

by Nawari 6128) and is concerned with the modelling and control of a 

double-effect evaporator. The process model developed is to be 

ultimately incorporated in the design of a Wiener—Hopf controller ‘129+130) 

applied to a multivariable case. It was decided to demonstrate the 

feasibility of using the microprocessor in such a control scheme. 

The control problem is schematically shown in Figure 7.9. 

It is proposed that the microprocessor regulates the cyclone outlet 

liquid temperature Ty and the feed preheater outlet temperature rT using 

P+I action. In an actual Wiener-Hopf implementation, the set-points 

for the M6800 controllers would be generated by a Wiener-Hopt controller 

model residing in the H316. The H316 in this sense acts as a 

supervisory computer in a basically servo-control type of set-up. 

Since the Wiener-Hopf controller is yet to be fully developed and the 

prime consideration is to test the practicality of the control system 

architecture, a P+I model is used to generate the new set-points instead. 

Figure 7.10 illustrates the control philosophy in block diagram form. 

The temperature T) is regulated by controlling (to a set-point) 

the preheater outlet flowrate. The microprocessor measures the flow 

via a counter, driven by a turbine flowmeter, and adjusts the downstream 

valve (high pressure to close) accordingly. The temperature Ty is 

regulated by controlling (to a set-point) the input stream flowrate to 

the lst effect. The microprocessor measures the steam rate via an 

analogue input channel connected to an orifice plate-based pressure 

transducer and adjusts the downstream valve (high pressure to open)
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Figure 7.10 Block Diagram of a Double-Effect Evaporator Control System 
Design 

accordingly. Because the hot vapour outlet from the lst effect is 

used to heat the feed, the outlet temperature of which is being 

regulated by adjusting liquid flow which then feeds back into the 

lst effect, the two control loops are inherently interactive.
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The SD BASIC and BASIC programs for a control experiment 

is listed in Tables A7.3 and A7.4 of Appendix 7. Figure 7.11 shows 

the microprocessor controller performance. As in the distillation 

case, the H316 is in OFF-LINE mode. The sampling interval is 2 seconds 

to allow the plotting of microprocessor control outputs (histograms) at 

every process scan. When microprocessor control outputs are not plotted, 

the sampling interval can be reduced to one second and the H316 may send 

new set-points to the M6800 once in an integral multiple of the latter's 

sampling interval. Figure 7.11 shows that even with set-points generated 

by a relatively straightforward P+I model, Tr is reasonably well regulated. 

The 'pulse' at about 250 seconds is ‘due to a deliberate flow disturbance 

introduced by affecting manually a secondary valve in the preheater 

outlet line. The regulation of T, is less satisfactory and needs further 
b 

controller adjustments. 

Note on On-line Experiments 

Admittedly, the number of on-line experiments is limited. 

This is because most of the time in this work has been directed at 

system and software development. However, the experiences with the 

distillation column and the double-effect evaporator demonstrated the 

practicality of the linked H316-M6800 twin processor facility for 

real-time applications.
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73 The Total Simulation Package 

In this section the results from the total simulation package 

described in Chapter 6 are reviewed. 

7.3.1 Overview of the Simulation experiments 

The simulation experiments, besides being a design aid, have 

created a better understanding of the problems associated with the 

application of an Extended Kalman filter. The Departmental H316 mini- 

computer was chosen for such purposes because the simulation exercise 

was conducted with an on-line application in mind. Thus, the memory 

utilisation and software design of the package are reflective of this 

point. 

Although the techniques of interfacing BASIC, FORTRAN and 

DAP-16 MOD2 programs are well established in the H316, thereby permitting 

the design of interactive simulation packages, there is virtually no 

operating system. The disk operating system, built around the A$D14 

routine is primitive and handles only batch transfers. In the existing 

arrangement, it is not possible to edit programs using the Text Editor 

and store them directly on to floppy disks. A relatively minor 

modification to a FORTRAN subroutine would require the complete segment 

which it is in to be reconstructed. A change in the size of any 

COMMON block in any of the FORTRAN subprograms requires the entire 

simulation package to be reconstructed. This is to preserve the 

correct address alignments since the same variables may be referred to 

in different program segments. Changing the dimension of the filtering 

problem therefore requires a major effort. It is an unattractive 

feature of H316 operation which the user has to cope with. 

The other aspect of the H316 that limits the running of 

simulation experiments is its slow speed by today's minicomputer standards.
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A typical simulation run for EKF2 for instance, requires about 

9 hours for a real problem time of 0.7 hour. The execution times 

for EKFl are longer still. As a result, the simulation package was 

normally left to run overnight. 

7.3.2 Dynamic Process Models 

The results from the dynamic response studies have revealed 

certain weaknesses of the filter process model. This is particularly 

relevant in the enriching section which is basically two thirds of the 

column. Earlier, Figure 6.8 has shown the inability of the filter 

process model to predict the significant variations in vapour rates in 

this region. This weakness is partly associated with the assumptions 

of equimolal overflow and a simple heat transfer reboiler model 

incorporated in its formulation. The effect of a load disturbance on 

vapour throughput is only propagated through the relation V = Q/A 

(equation 5.62) and since changes in reboiler compositions are relatively 

small (see equation 5.61) due to the large hold-up, the changes in i 

(hence, V) are therefore minimal. 

There is less difficulty with composition changes due to 

disturbances in feed rate and/or feed composition. The model of the 

feed tray (equation 5.58 in particular) ensures that the feed tray 

composition x7 is affected and hence the disturbance propagated through- 

out the column. In general, Model II is perturbed to a lesser extent 

as is evident from the response of tray compositions starting from their 

respective steady states, but which modelling aspect this is due to is 

difficult to pin-point. 

In the bubble point calculations, the values of activity 

coefficients for the conditions tested were found to be in the range
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0.94 to 1.0. To save some space and execution times, the activity 

coefficients could be simply assigned to unity for the filter process 

model mithone seriously affecting the prediction of equilibrium vapour 

compositions. In the bubble point iteration routine, if the limiting 

accuracy (EPSIL in subroutine SDBUB) is significantly less than .OO1 

(on 0.1% of 1°C) say, EPSIL = .01, then the composition predictions 

becomes unsatisfactory. In fact, by doing so, the saving in computation 

times is not significant (about 1 second over a typical sampling interval). 

7.3.3 Estimation 

The simulation study has shown that the application of an 

Extended Kalman filtering problem on a minicomputer involves the careful 

consideration of memory space available, the software resources and 

process modelling. If the filter is to be implemented on-line than an 

appraisal of program execution times is necessary. 

Since a Kalman filter essentially manipulates information from 

a process model and plant measurements, the quantiative nature of these 

dual contributions being reflected in the filtering equations 5.20 

through 5.24, a sufficiently accurate filter process model is therefore 

desirable. In fact, a better model results in a better ¢ and hence, 

better filter operation. However, at the moment there is no 

theoretical method of saying how good a particular model should be. 

A similar situation arises in selecting the number of process 

measurements. With more measurements, one may be able to compensate 

for the effect of some modelling deficiencies but it also increases the 

demensionality of the filtering problem. In the on-line implementation, 

extra sensors would have to be installed. A more crucial problem 

associated with measurements is the question of system observability.
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In this work, the discrete observability matrix Loa helps in the 

selection of measurements so that one is assured the system is not 

unobservable at all times. On the other hand, unless it is 

computationally determined, one also cannot guarantee observability 

at each sampling instant. Thus, it pays to have as accurate a filter 

process model as possible since in regimes of unobservability, the 

filter tends to weight model predictions more heavily and ‘ignores’ 

the measurements. 

In general, the states associated with the measurement 

variables have been better estimated. The estimates usually converge 

to steady values and the corresponding elements in the error covariance 

matrix are small in magnitude. It is when the filter starts to be 

unstable that elements of the error covariance matrix become unduly 

large and physically meaningless (for example, the composition error 

covariances becoming greater than unity). 

7.3.4 On-line estimation and the linked twin processor system 
  

The simulation results with EKF2 have shown that the on-line 

filter EKF3, is only practical if the sampling intervals do not exceed 

18 seconds The study suggests that filtering operation breaks down 

due to the poor approximations of the true state transition matrix. 

Little can be done about program execution times except through the 

use of hardware techniques and more efficient matrix manipulations. 

The other approach is to find a better % which is not too sensitive 

to the At. 

EKF3 has also been developed in line with the requirements 

of the linked H316-M6800 twin processor system. In an on-line 

situation, the microcomputer can be given the task of regulating the 

reflux drum and reboiler levels, and other fast flow loops which
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require relatively high sampling frequencies. It is therefore 

suggested that the H316 operates in the OFF-LINE mode. Although 

process information is available at every M6800 process scan, the 

estimator uses the measurements at a suitable multiple of micro- 

computer sampling interval. 

The estimates can be calculated as soon as process measure- 

ments became available. This is because the filter gain and the 

predicted error covariance matrices can be precomputed. Such a 

situation is particularly important in a stochastic control application 

since corrective actions should be output to the plant as soon as the 

latest estimates become available. The linked processor facility can 

cope with all these requirements quite readily. 

* As shown in Section 6.5.2, the computational overhead for estimation 

requires a sampling interval of at least 76 seconds.
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CHAPTER EIGHT 

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK
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8. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 

This research has shown that microprocessor technology can 

be readily applied to problems of industrial process control by proper 

consideration of both the hardware and software resources available at 

the time of system design. If the application is a first one for a 

particular person, then it also involves a learning process which can 

consume considerable time and development effort. 

8.1 The Linked H316-M6800 Twin Processor System 
  

The linked H316-M6800 twin processor system developed in this 

work is an example where the use of a microcomputer has considerably 

extended an existing real-time data acquisition and process control 

facility thereby creating a more powerful and flexible computing base 

for research and experimentation. In particular, the system is 

sufficiently general-purpose to support two users with independent 

sampling frequencies and control configurations. Alternatively, a 

single user may use the linked facility for a wide range of data 

processing activities including OFF- and ON-LINE implementations. With 

proper consideration of timing and resource limitations, the user may 

also program the facility to provide for distributed processing and 

control of chemical plants. The experience with the double-effect 

evaporator, though limited, has indicated that advanced control strategies 

can also be readily implemented. 

Like many other independent initiatives in microprocessor 

applications, hardware and software aspects are integrated and considered 

important factors in system design. In this research, the design of the 

interfacing requirements and the communication protocol have been found 

to be relatively straightforward and additional hardware has been kept to
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aminimum. Attention is focussed on the use of a single PIA at the 

microcomputer end. In fact, the design has demonstrated the power and 

programmability of a single peripheral interface chip which is typical 

of microprocessor-based devices. Clearly, more powerful designs can 

be constructed if more peripheral interfaces are used. 

The principal software objective in the linked processor system 

is to allow interactive access to a chemical plant. In either processor, 

BASIC provides the means for this. The general user therefore need not 

be too concerned with two-level programming in a particular application. 

However, more specialised applications normally require additional 

FORTRAN and assembly languages routines. As the simulation of a Kalman 

Filtering application shows, this involves the careful consideration of 

memory Otiiisarions the software resources available and program 

execution times. 

The development of the linked facility also highlighted some 

problems which are commonly encountered in the application of micro- 

computers. Spurious signals and power supply transients were the main 

problems since interfacing problems were minimum as both the HADIOS and 

M6800 interfaces are TTL compatible. Nevertheless, the service of a 

microelectronics staff has been found to be indispensible. 

8.2 Simulation of a Kalman Filtering Application 

In an attempt to apply an Extended Kalman Filter to a binary 

distillation process, this work has also demonstrated the value of 

interactive digital simulation, both as a design aid and as a means of 

understanding the mechanics of the filtering problem. In particular, 

the use of the floppy disk overlay facility has permitted the combined 

parameter and state estimation study for up to a 15th order system.
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For a sampling interval of 18 seconds and below, the filter's 

performance has been found to be satisfactory. 

More critical than space limitations turned out to be the 

speed of the H316 minicomputer. An on-line attempt of an 11th order 

state estimator was not possible because the sampling interval required 

for a stable operation was too small. 

8.3 Recommendations for Further Work 

8.361 The linked processor facility 

The linked processor facility developed in this work has created 

more avenues for research into process control problems, in particular 

the implementation of microprocessor-based controllers. Because of 

available human and material resources at the time of system design, the 

communication protocol depends heavily on the use of a single PIA for 

data I/O to and from the M6800. It is suggested that an extra PIA 

be added to the system to relieve this burden. The additional PIA could 

be used for data transfers between the two computers or even interfaced 

directly to an item of process plant. 

Admittedly, the number of on-line experiments using the 

linked facility is limited. A more exhaustice series of experiments 

should be carried out to check the robustness of the software developed 

because a piece of real-time software is almost impossible to be ‘bug’ 

free. Using it on-line can help define the operating conditions and 

precautions, the adherence to which would normally result in satisfactory 

use of the linked processor system. 

The recommendations to improve the operation of the IBM 

Distillation Colum and its associated instrumentation have already 

been suggested by Daie in his work. The recurring problem is still 

the lack of properly designed flow transducers and to a lesser extent,
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stiction in the motorised valves. It was also observed that the rate 

of condensation of top vapour product is relatively low. This is due 

to the limited reboiler heater capacity and the phenomenon of parasitic 

reflux in the connecting pipe above the enriching section. Because of 

this, the distillate and reflux valves could not be set to large opening 

values as this would simply empty the reflux drum in a matter of several 

minutes. Any major control work on the column should therefore consider 

these operating limitations very carefully. 

8.362 Kalman Filtering Application 

Since it was shown that the on-line state estimator EKF3 works 

reasonably well in simulation, methods of finding a better state 

transition matrix ¢ and keeping the sampling interval small should be 

sought so that an on-line implementation becomes practical. A more 

accurate > may be obtained by formulating a better filter process model 

or considering higher-order terms in its Taylor series expansion. 

Alternatively, an adaptive design such as the one experimented by 

webb ‘t11) could be considered. The last two approaches may incur 

considerable overheads in execution times. This means programs should 

execute faster. It is recommended that a hardware-based multiplication/ 

divide option or a floating point processor be used with the H316. This 

should solve many of the difficulties described in the filtering exercise. 

The possibility of the M6800 doing some of the interscan 

calculations should also be considered. One may start with the 

preparation of a library of general purpose mathematical routines, 

written in M6800 Assembly Language. Matrix and vector manipulations 

can then be achieved using the library package. Alternatively, some 

of the microcomputing load can be done in SD BASIC. If future work is
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to develop in this direction then it is best to experiment with 

small order systems first. In the final analysis, the question of 

timing and accuracy, and general aspects of concurrent programming can 

be important considerations. 

8.3.3 Possible re-design of the estimation procedure 
  

The possibility of redesigning the estimation procedure based on 

a constant gain extended Kalman Filter should also be investigated. Such a 

filter would reduce the computational overhead since the calculations of the 

error covariance and filter gain matrices are no longer necessary. The 

optimum gain would still have to be determined by trial and error although 

the steady-state values obtained in this work may be used as starting 

values. The method would also reduce the size of the sampling interval thus 

increasing the possibility of an on-line application.
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3.1 Construction of a self-contained '16000' loader - Memory map 

+L OW 1eRn5e 
*START 13000 

*HIGH 1BE0¢ 

¥NAMES 34007 

*COMN 37777 

*BASE 13571 

*RASE 19774 

*PASE ERTTSE 

*bASE 14774 

TMC 1A21S** 

ISCh 1A2PT¥* 

INHAL7 13444 

Mr 

An SLST of the loader is punched out to paper tape 

Subroutines I$MC and I$CB were not loaded since in using the loader, 

the use of magnetic or card input medium is not expected.



Mnemonic 

ADD 

ALR 

ALS 

ANA 

ARR 

AOA 

ARS 

CAS 

CRA 

DIV 

ENB 

ERA 

HLT 

IAB 

IMA 

INA 

INH 

INK 

IRS 

JMP 

JST 
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Table A3.1 DAP-16 MOD2 INSTRUCTIONS 

Meaning Mnemonic 

Binary add to A register LDA 

Logical left rotate of A LDX 

Arithmetic left shift of A LLL 

Logical AND to A 
LRL 

Logical right rotate A 
MPY 

Add one to A 
NOP 

Arithmetic right shift of A 
ocP 

Compare and skip 
ocT 

Clear A 
OTK 

High speed divide 
SKP 

Enable CPU interrupts 
SKS 

Exclusive OR to A 
SMI 

Halt 
SMK 

Interchange A and B 

SNZ 

Interchange A and memory 
location SPL 

Input to A from peripheral SSM 

Inhibit CPU interrupts STA 

Input keys STX 

Increment, replace and skip SUB 

Unconditional Jump ‘SZE 

Jump and store current location TCA 

Meaning 

Load A 

Load Index Register 

Long left shift of A 
and B registers 

Long nightshift of A and B 

High speed multiply 

No operation 

Output control pulse 

Octal constant 

Output keys 

Unconditional skip 

Skip if sense line set 

Skip if A minus 

Set mask 

Skip if A +0 

Skip if A> 0 

Set sign minus 

Store A 

Store index register 

Subtract 

Skip if A =0 

Two's complement A
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PROGRAMMING INSTRUCTIONS FOR HADIOS 

HADIOS CONTROLLER 

SKS 'XXYY 

DIGITAL INPUT 

INA 'IIYY 

DIGITAL OUTPUT 

OTA 'OOYY 

COUNTER INPUTS 

INA 'CCYY 

OTA 'DDYY 

SKS 'CCYY 

OCP 'CCYY 

OCP 'DDYY 

ANALOGUE INPUTS 

OCP 'AAYY 

skip if controller not interrupting 
YY is device address of controller (70) 
XX is controller highway address line (17) 

input to A register 
II is the digital input highway address line 
DGIA - II = 11 

DGIB - II = 10 

Output from A register 
00 is the digital output highway address line 
DGOA - 00 = 13 

DGOB - 00 = 12 

Input to A register from counter 8 bit register. 
Counter register is automatically cleared after an INA 
CC is the counter input highway address line 
Counter 1 CC = 04 
Counter 2 CC = 06 
Counter 3. CC = 02 

Output from A register to present the counter 8 bit 
register 
DD is the second counter input highway address line 
Counter 1 DD = 05 
Counter 2 DD = 07 
Counter 3 DD = 03 

Skip if counter not interrupting 

Enable half-full counter interrupts 

Reset counter interrupt mode 

Starts ADC conversion cycle 

AA is the first analogue input highway address line 
Corresponds to DATA in the HADIOS Executive 
AA = 00
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INA-'AAYY - Input data to the A register is conversion has 
completed; data enters the 10 MSB's of A. 

- The previous contents of A must be cleared first. 

OTA 'BBYY - Output set up word to ADC. 
- BB is the second analogue input highway address line (01). 

The set up word format is as follows: 

O 000 010 000 MMM NNN 

where MM = 00, 01, 02 (multiplexer number) 
N NNN = 00 to '15 (channel number) 
bit 6 is set to logic '1' to force the ADC to be in the 
sequential address mode. 

CONTROLLER INTERRUPT BIT 

In an interrupt mode, the HADIOS controller interrupt bit must be set 

with a SMK '20 instruction issued with bit 13 set in the A register. 

ALARM INPUTS 

INA 'LLYY Input status of alarm input channels into A register. 
- LL is the device input highway address line (14). 

OPA 'LLYY - Sets the alarm inputs option into ‘input' mode. 

SKS 'LLYY - Skip if alarm inputs not interrupting.
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Table A3.2” Summary of DAP-16 MOD2 Pseudo-Operations Used 

Mnemonic 

ABS 

BCL 

BSZ 

DAC 

ORG 

REL 

SETB 

VFD 

ak 

Meaning 

Instruction following to have absolute addresses 

Binary coded information 

Block set set to zero 

Define address constant 

The location of the next instruction or data 

Instruction following to have relocatable 
addresses (relative) 

Set base . 

Variable Field Descriptor 

Zero address code 

Indirect operation (when in operation code) 

Address of this location (when in address field) 

Octal constant 

Literal constant
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Table A3.3 M6800 Instruction set ‘!3!) 

ACCUMULATOR AND MEMORY INSTRUCTIONS 

  

  

  

   
  

  

  

  

  

        
      

    

   
    

    

    

  

                                                      
    

      

      

  

ADDRESSING MODES, BOOLEAN/ARITHMETIC OPERATION 
ACCUMULATOR ANO MEMORY wea | oinecr 1woEX EXTNO TWHER alles) sfe]ayziife 

OPERATIONS MNEMONIC | OF) = | # | OF a fop)- |=} or) ~ | #}or)- | # vic 

Md noon [any 2 tata fe paw ys | apap ado ROM OR ue 

soos feu] 7) 2fon}a]a|imls|rimle da vom on t}s 
‘Aut Avie AWA mya rfarnea a}t 

Jed wih Carty aoca eo |r| 2tor la }2 fasts} 2fusta]a Aeon tle st 
avce foo] 7 ]2fos}at2efs}zfesta ls sme te tit 

ang awoa fu] 2|2toefa|2faals|2feele|s AM ok ele ale 
anos foe] 2|2foelaj2fels|2irejala bene a ale 

er Te wf2{2fs|s|2fas|s|ztes|« la Aen ole ale 
o|2|2fos}a|a2fes|s|2fi}ata Bem ele ale 

Cae ow lrfalatets om ale ala 
ae} af rfon +a els ale 
se} 2] 1 {oo -e ele ale 

Com ap2} zie fa} 2farys|aperpaya aw ele ye 

ofa}2foriaf2teis}2taje]a om ele |: 
Compare Aeris nfafrjacs ele t]t 

a}rjoja 3 mow ele als 
coma afelrfacs ale als 
coun sl2frle-s ele ays 

NEG w}rf2tols]a om ale oa) 
NEGA an {2 |rfon aca efel ] 10/0) 

nto wi fa | sloo wow ele] es} 2]ola) 
baa wa || 0 | Samet ase nem crac | | g | 

vec oalrt2|m|e|a wow ele . 
ECA anfafata ren elels ° 

‘oEce sata] tye oie elels|t1@le 

Enctusve OR tora Jar] 2]2}oela]2 fasts |2]os| «| 3 Aa on ele ale 
cons es} 2 |2jos|a|2lee|s|ziesje}s new on ele ale 

Increment ne sc]r|zjr}e}s metom ele oe 
tea ac] af rfacrea ele | « 
nce selalrlwcree s|s @ls 

ead Remit twoaa Jacl 2}2iae fs] 2fas|s|2iacjeya moa : 
10A8 col 2|2joe)a} zie} s)}2}reya)a La ele ate 

0, tneuse onan Joa} rz} atoala|2|aato]atuale|a ASW elels|rlale 
onan fea} 2] ztontat> feats] atiala la heen slelr}a]ale 

Pas tate PSA wpa] at acme a ose slelelelele 
rs ae fa | a | m eatge se a ose slelelelele 

Patt PULA [a] rf set esr. aa on elelelelele 
rus afer] seen oseatge -8 elelelelele 
ROL olriz2}ale]s * elelslslol: 
ROLA atrlrfa . ele ol 
ROL weielilel * elelals|a}s 
ROR se jr fzjelela “ elepr]rlopt 
ARORA am] rprta ate ele sl sioyt 

RORB wl2|rfel * efefs|s]Olt 
‘Sheth Lett, Aratnmet ASL se} ry} 2[m)e)a mI > eleprisiet 

Asta alrite + EDs @ elels| sale 
Asue wehaipel co: se elefrlrl@lt 

Sot Right, Antnmene AS oo frl2iafels Mone elels} slo}: 
ASRA ayaa «) PGuning i elef rl rl@Ols 
ASRB se}7jfafe i elelrlrl@lt 

Sot Rab, Lope tsa w}afelalels " SOG On 

tsne wfofofe elel alloys 
‘emits STAR awlelafale}2tu|s|a ac efels]sfale 

‘STAR weyata jer, e)zperps)a om elelritiale 

‘Subtract ‘SUBA MW) 2,2 iw Pap2laols | 2}oya ys AMON eloprispaye 

sues foo] >| 2]oofa}2feo|s|rtrola ls 8 mow efefrfafale 
Sabnact Au sna wld ba acacia elelatalete 
‘Suote. wth Carry ‘SBCA mi) z]2zjsz}a)2 jazps | 2fezpays AM ejetsprpaye 

sauce fer] 2}2for}s]2|els|2[atals om efelrfafale 
Transfer Aerie mas wir frtacs elejt]tfale 

a wpe i pea eyeltptiare 

Test, Zoo oF Miu 1st sofa }2}wfe]s 4 00 efeltfilala 
STA ao} 2} ra oo elelrftlaln 
1318 sofz |r fe-oo efeltftfale 

LEGEND: Msp Contents of memory location 00 Byte Zero, R Reset Always 

OP Operation Code (Hexadecimal); paened te Se Seek Pewee: Ho Hall carry trom bot 3; S Set Always 
~ Number of MPU Cycles; + Boolean Inclusive OR; ti Annerropt mask Test and set if true, cleared otherwase 
= Number of Program Bytes; Boolean Exclusive OR; NN Negative (sgn © Not Attected 
+ Arithmetic Plus; MH Compternent of M; 2) gant CCR Condition Code Register 

Arithmetic Minus; Transter Into; v Overflow. 2’s complement LS Least Significant, 

+ Boolean AND; 0 Bit= Zero; © Carry trom tt? MS Most Significant
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JUMP AND BRANCH INSTRUCTIONS 
  

  

  

  

  

  

   

  

  

    

    

JUMP AND BRANCH RELATIVE] INDEX exTND WHER stefatepi fo 
OPERATIONS mnemonic [or] ~] =| or] ~| «|or] -] =| or] ~ |= RANCH TEST w[tfufelvye 

arch nays ena ola] 2 owe elelefelel> 
tranch i Cary Cleat acc Jule} 2 cro slelefelele 

Branch Ht Cary Set wes fos} a] 2 ct elelelelele 
Beanen t= 2a wea ar tada ze elelelelele 
Branch ace fac} a] 2 hoveo elelelelele 
soen it wor Ja tada ZeOrvied slelelelele 

nit om fale cez+o elelelelele 
raoan me fadale zeseves slelelelel> 
ranch Lower Or Same us fatal cert slelelejele 

ranch Zetw wt folal er tinved alelelelel> 
ranch At Manas wu fw} ad 2 med slelelelele 
eave it Not Equal Zev om fw} ada zo elelelelel« 

och Ovation Cleat we fu lel2 veo elelelelel> 
anch Hf Ovetiow Set ws fm }a} 2 vet elelelelele 

tan 1 wn fatale neo elelelele|> 
neh Tu Subroutine usa uu o | 2 elelelelel> 

Jump To Subeo Ish sola} 2tuols ta slelelelele 
fu Ooetatan wor o}2fo eances Prog Cutt Only slelelelels 

Heturn From tes mt swf] 
Return From Subroutine as als|s 
Software Interrupt sui het] [eee one 
Wot for taeroot wal ac} sf   

  

                        

  

                  

  

  

INDEX REGISTER AND STACK MANIPULATION INSTRUCTIONS 
  

  

  

  

  

  

   

  

    

  

                              

  

              

  

  

  

  

  

  

      

            

  

            

        

      

      

     

    

   
  

  

  

INDEX REGISTER AMD STACK MED omnect INDEX. EXTND WHER slept ye 
romrenorenations mnemonic | or] ~ | =| or | ~[ = [or | ~ [+ or] ~[ «| or = | sooceanantnmeric ovenation | x] s [me [z |v le 
Compare inden Reg cx fac] a{alac|«|2lacle]2locl{s|a Oey XU WM *|° (Ol: jo] 

Decrement ings Rep ex ow fel K-vex elelelrlele 
Decrement Sta Patt oes ulate sho osP slelelelele 
Icrement Indes Reg nx ow fala Kelex slelelrlele 

Aneramnt Stach Pt ns a fel tse elelelelele 
wx fer} a fafocfe}2fecte}2 els] Moy Me MR elelojrtale 
ws fufafafalelafale|2fuds|a Mary (Mo 1 SP ele|Glilale 

six ofstotejel2tatela yy Mk Me lolli tale 
Store Stak Pray sts wls|afarfafaftorte|s Shy MPC Me elelalitale 
tds Hey *Sta8 Ps hs Fn 1 elelelelele 

Sta Pate te Hey 18K w fala elefelelele 

CONDITION CODE REGISTER MANIPULATION INSTRUCTIONS 

CONDITIONS FOOL ALGISTER INHER ‘Pepe CONDITION CODE REGISTER NOTES 
sDOLLAN (Wit soto test os 1rue and cleared otherwise) 

Ore PATIONS mncwome | or [= | = |orenation tu fife lziv |e Win Vi Test esate » 100000007 
vat Coy uc fm fata [ ov ofefe fe [ela fii ©) uit ? Cat interaat a ar foe Pada | on elalelelele : ae : Ser age Saal ieatesat be eel ets kes (lat C) Test Decvnal value of most sgniticant BCD Character greater than 
we coed aati ealin teerie eho elles (Hot cieatea if preewusly set) 
Set mere Ma ti ofrte} ae elsfelelele @) (WV) Test Operaved » 10000000 print to execution? 
0 sev fou J2 Jaf rev slelelels le (lot VI Test Opersnd + O1111111 prior to execut 

Acmits 8 °CER i a Alot) Test Set equal to result of NC after shit hes ocurred 
Sess. ee ee tort sy tut at moat simticant (RSS). byte ot result © 4? 

tiny overtiow trom subtraction of MS bytes? 
tnt vit ess han zero? (But 15 = 1) 
(Ai Load Condituns Code Reguter trom Stack, (See Special Operations) 

‘ (Hit Set whew viterrupt occurs. Hf previously set, a Non Mashable Insert 
fequott to west the wa sate 

9 (ALL) Set accurdiog 16 the contents of Accumutator A 

 



oooi 
gage 

oo03 
oaa4 
ao0s 
ocas 
o007 

gods 

ooo? 
oaia 

oo1l 

aoLiz 

0013 
aai4 
oo1s 

co1s 
o017 

oo1s 
ooLls 
oo20 
oo21 

auze 

oos4 

    

hen 
h 

ho 
hh

 
O
N
G
.
 

cose 
0033 
oas4 
0035 
o0ss 
0037 
cass 
o037 
ooga 
oo41 
cadZ 
o043 
oa4d4 
oo4s 
oad 

o047 
ca4ss 
047 
cosa 
Oost 
aos2 
0053 
oos4 
ooss 
o0sé 
00S? 

Table A4.1 Assembler listing of the HADIOS Executive Rev. 03 

cooo7a 
000170 
caa270 
000370 
ooa470 
ooos7a 
ooo670 
000770 
ocia7a 
001170 

= 

*
e
K
 

e
K
 

H
K
 

K
K
 

K
K
 

R
K
 

O
K
 

* 
e
e
 

OK
 

* 

Di 

aa ole 

PAGE 1 

HADIOS EXECUTIVE REV OS for the 

linked H316-Mé6800 twin processor system. 
Listing of version dated 15.2.1783 
Prepared by A.F.B. SHAFII 

Normally loaded from ’27000 onwards.... 
Must be core-resident as MéSa0 has 
independent access of HADIOS system. 

Software Package shauld be entered at 
*27000 .. If user does not want any MICRO 
interrupts then package should be entered 
at P = “1000 

REL 
ENT HADIOS,PDCS Entries for 
ENT SKST Loader memory 
ENT CALM Map .. 
ENT CALG 
ENT IFLG 
ENT ERRM 
ENT McOoD 
ENT  ERCL, ‘ 
ENT CB2 

ENT CA2 
ENT ABUF 
ENT MBUF 
ENT C123 
ENT CTRS 
ENT MCTR 
ENT TIME 
ENT TABL 

ENT IcTi 
ENT MO 
ENT CAZ2 
ENT SUBI1 
ENT SUB2 
ENT SUB3 
ENT SUB4 

SETB BASO 

General form of HADIOS 1/0 Commands is 
YYY ’XX70 where YYY is an 1/0 command .. 
XxX is device Line address and 70 is HADIOS 
Controller address 

ATA EQU -aa7a 
ANAG EQU “0170 
CTR3S EQU “a270 
SETS EQU “0370 
CTRi EQu -o4a7a 
SET! EGU “0570 
CTR2 EQU “a6é70 
SET2 EQU “o770 
DGIB Equ “1070 
DGIA EQU 71170



ooss 
aoss 
0060 
ode 
0062 
Goes 
aoé4 
aoes 
0066 
cas? 
0068 
ane? 
oo70 
cat 
oa72 

ooes 
ooss 
0s? 

  

o10s 

o1ds 
o107 
0108 
a1a9 
o11g 
Gill 

o1i2 
O113 
g1ii4 

    

ooo00 
caaai 
oooo2 
gacos 
oooad 

* cocas 
coos 

cooa? 
goo10 

S coat 
ooo12 
ooo1s 

ooao14 
aoois 
cools 
aoai?7 
coazo 

001270 
001370 
o01470 
aoi77a 

ocog2a 

000220 
o00a34 
000037 
ooaz30 
000515 
ou4064 

000675 
000676 
a00gé53 
000654 
ooaés70 
000674 

1ooo00 
coooaa 
0 02 00635 
G a4 aoadi 
14 0020 
a a2 00650 

04 02572 
10 00247 
000156 
001637 
10 00247 
000171 

0021460 
ooo4al 
Q 02 00745 
Q 04 O1552 
oO o1 01000 

o
o
a
c
o
o
c
e
a
 

* 

DGOB 
DGOA 
ALRI 
HAD 
* 

CLK 

SIP 
SBP 

cus 

of 

w
R
 

K
O
R
 
R
O
K
 

K
O
K
 

SCLK 
SIP 
SBP 
IBUF 
CJST 
ss 
* 

* BASIC Maths. 

EQu 
EQU 
EQu 
equ 

Eau 

IBUF ji 
te 

table 
BASIC Interpreter. 

EQu 
Equ 
EQU 
EQu 
Equ 
equ 
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“1270 
“1370 
“1470 
“1740 

“20 

PAGE Z 

BASIC statement INDEX POINTER 
BYTE POINTER 

s BASIC input BUFFER 
BASIC statement 

Ss one lecation before BASIC “CALL” 
+2. See CALL statement PROCESSOR 

e220 
“34 
‘37 
“230 
“S515 
“4064 

Package Pointers...Library 
* routines are similar to corresponding 
* FORTRAN Library routines 
* 

Ciz2 
C21 
L22 
H22 
Db22 
M22 
* 

EQu 
EqQu 
Eau 
EQuU 
Equ 
Equ 

“$75 
“$75 
“653 
“654 
“670 
“$74 

*Start CLOCK in non-interrupt mode 

*Initialise CA2,CB2 Interrupts and program 
#¥flaq 
* 

Pocs 
Mésa 

* 
K
e
 O
K 

s 

SKP 
BS2 
LDA 
STA 
ocPe 
LDA 
STA 
JST 
DAC 
DAC 
JST 
DAC 

DAC 
ENB 
LDA 
STA 
JMP 

1 
NMAX 
“él 
CLK 
MCKK 
ABFO 
cil 
LNRE-2 
CB2 
cir 
LNRF-2 

CA2 

=-10 
Az0 
“1000 

Interrupt entry point 
Save processor KEYS first before decading 

interrupts via ALARM INPUT sub-interface.. 

mae Mlk loacation’é3



G1is 
o116 

a1? 

o113 

O11gy 
0120 
G121 

0122 
G123 
o124 
o125 
0126 

a127 
0128 

Q129 
o130 
13 
0132 

133 
O134 

viss 
0136 

G137 
o138 

Ors? 

o14d0 

oii 
0142 

0143 

o14d4 
o145 
146 
aia? 

0143 
a14ay 

o1so 
G151 

0152 
o1s3 

o1S4 

o1s5 
O1ss 

O1S7 
0153 
O1s9 

OLeo 

O1es 
Gls? 

ora 
Gi7d 

ooa21 
oco2z2 
o0023 
cooz4 
o0025 
aodzs 
aqo27 

oo030 
aoass 
ao032 
ao0ss 
aoo3s4q 
c0035 
00036 
co03?7 
ooo4o 
aodds 
00042 
aonds 
oo044 
co04s 
oo04s 
ooad? 
oocaso 
oa0si 
ooose2 
ocos3 
ooas4 
co0ss 
ooasé 
ooas?7 
00060 
cogs 
oous2 
co0és 
ooos4 
codes 
a006s 
code? 
oo070 
aoa71 
oo072 
oaa73 

  

   

aoar4 
00075 
oo102 

0 oooo00 
34 0020 
0 01 00074 
34 1770 
@ 01 00030 
Oo 10 03603 
147322 

34 0470 
O G1 Go107 
34 0670 
a a1 G0122 
34 0270 
G@ O1 00135 
34 1470 
GQ O1 Goa42 
G0 10 03603 
147303 
0 13 00071 
caocags 
o0000S 
G a4 Goa72 
14 1470 
54 1470 
oO O01 00047 
a 04 00073 
100400 
QO 01 oooéa 
G 02 00072 
171020 
0 13 o0071 
G G1 Oo1S0 
0 03 00744 
taio4a 
O O01 00065 
Oo 10 a3603 
197315 
@ 02 00072 
171020 

o 13 aoa71 
0 01 00163 
cocooa 
ooooco 
cooooa 

G 10 00176 
ooo000 
coooa1 

* 
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PAGE 3 
* A device may interrupt iff it is ready,its 
* interrupt MASK flip-flop is set and the 
* system interrupt is enabled by the ENB 
* instruction . 
* 

SKST DAC 
SKS 
JMP 
SKS 
JMP 
JST 
BCI 

* 

* HADIOS 
* 

CONT SKS 
JMP 
SKS 
JMP 
SKS 
JMP 
SKS 
JMP 
JST 
BCI 

MCéS IMA 
INK 
SGL 
STA 
ace 
INA 
JMP 
STA 
SPL 
JMP 
LDA 
OTK 
IMA 
JMP 
ANA 
SNZ 
JMP 
JST 
BCI 
LDA 
OTK 
IMA 
JMP 

AINT BSZ 
SAVK BSZ 
MIKR BSZ 
* 

ee 

CLK 
LNKA 
HAD 
CONT 
ERCL 
1,NR 

interrupting 

CTR 
LNKB 
CTR2 
LNKC 
CTR3 
LNKD 
ALRI 
Mcés 
ERCL 
1 ,NC 
AINT 

SAVK 
ALRI 
ALRI 
xen 
MIKR 

¥+5 

SAVK 

AINT 
LNKE 
=°40000 

#43 

ERCL 
1,NM 
SAVK 

AINT 
UNKF 
1 
1 
1 

* CLOCK interrupt link 
* 
LNKA JST 

BSZ 
ocT 

CIH 
S 
1
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* PAGE 4 
o172 00103 0 000075 DAC LNKA+1 
o173 00104 o cocacca LNRA DAC ee 
o174 00105 G 35 00103 LOX *-2 
o175 agiaé Oo 01 00222 JMP CIR 
o17s * 
O177 * Counter interrupt links 
o17s * 
o17y oo107 O 10 00176 LNKB JST CIH Counter 1 
o180 oo110 oo0000 BSz Ss 
o181 ao1is coaoio act 16 
o182 00116 0 000110 DAC LNKB+1 
o183 00117 o ocacoo LNRB DAC ee 
0184 00120 0 35 o0116 LDX #2 
018s agi 6 01 GO222 JMP CIR 
o186 * 
O187 ao122 G 10 00176 LNKC JST CIH Counter 2 
0188 00123 oo0000 Bsz Ss 
a189 a0g130 acocio ocT 10 
0170 00131 0 000123 DAC LNKC+1 
G191 GO1e2 a ocooos LNRC DAC eX 
O192 Oo 35 00131 LDX *-2 
O1s3 G G1 Go222 JMP CIR 
o174 * 
G195 0 10 00176 LNKD JST CIH Counter 3 
O17s oooo00 BSZ 5 
a1i¢7 co1i4s cagcia oct ia 
o19s oG14d4 0 000136 DAC LNKD+1 
Oiey aoias a aocoosa LNRD DAC ee 

oo1ds Oo 35 00144 LDXx Re? 
aura? 0 01 GG222 JMP CIR 

* 
* M6800 interrupt links 
* 

coisa G@ 10 00176 LNKE JST CIH CB2 interrupt 
oo1st ocooo0 BS2z Ss 

oo1ss coooio oct 10 
oo1s? 60 000151 DAC LNKE+1 
aa1éa a Gooood LNRE DAC HE 
oo1ét 0 35 00157 LDXx *-2 
aa1é2 G@ 01 00222 JMP CIR 

* 

s C0163 Q 10 G0176 LNKF JST CIH CA2 interrupt 
oo1s64 oooooo BSZ Ss 

S cai7i aocoio0 oct 10 
00172 0 000164 DAC LNKF +1 
co173 G oacoca LNRF DAC Re 
oo174 0 35 00172 LOX *-2 

7 OOLFS G Of 00222 JMP CIR 

* 

* Common Interrupt Handler 
= 

ca17s G oocooa CIH DAC ¥e 

go1r77 -0 15 00176 STX* CIH 

cozog a 35 00176 LDX CIH 
oo201 1 13 00001 IMA 1,1 
cozo2 cocads INK 
oo203 aoqgo0s SGL  



  

a233 
0239 
o290 
o241 
0242 
0243 
o244 
a245 
o246 
o247 
oz4e 
0247 
o250 
o251 
G 

6253 
c254 
o255 
o256 

   

   

oo204 
co20s 
og206 

: Gaza? 
oo210 
aozit 
oo0212 
Oo213 
00214 
ooz215 
oo216 
cazi7 
oo220 
coz2i 

go2zz2 
00223 
oaz24 

00225 
ogZz26 
00227 

oo230 
oo231 

o0Zz32 
00233 
o0g234 

Ss 
ooz36 
o0237 

  

1 04 a0002 
a a2 oo021 
1 04 o0004 
1 a2 aoGGs 
14a4a1 
G a3 00264 
G 04 00264 
74 0020 
1 O2 00007 
Go 04 a06S51 
doo201 
1 04 goGGs 
ooooi1 

-G G1 00651 

1 O02 Go0GS 
ooo201 
1 02 0000S 
140401 
aqiooi 
0 03 00264 
1 6S ooaos 
0 04 00264 
74 G020 
1 02 oaa04 
a a4 
1 02 
a a4 
1 02 

o0245 
ooo00 
oo246 
ooco2 

    

           
   

      

aoz4a 
ooz4t 

: ao242 

aoza4 
oo24s 
cords 

    

00247 
aczso 

: OOZ5I 
o028z 
aozs3 

ooze) 
00262 

2 OdZé3 

oo264 
oozé6s 

171020 
1 13 00001 
O 35 aaZz46 
coo4dot 

-G G1 GOoZz45 
oooo00 
cooooo 

o oooooo 
~0 35 00247 

G 12 00247 
1 02 o0000 

140401 
Oo 03 00264 
1 05 coacaa 
74 0020 
a 04 00264 

-0 02 00247 
0 12 00247 
1 04 00002 

-0 G1 00247 
aoo000 

cooaao 

* 

STA 
LDA 
STA 
LDA 
CMA 
ANA 
STA 
SMK 
LDA 
STA 
TAB 
STA 
DXA 
JMP* 

e295 

2.1 
SKST 
4,1 
5,1 

MASK 
MASK 
20 
Zt 
cIHA 

3,1 

CIHA 

* Common Interrupt Return 
* 

CIR LDA 
IAB 
LDA 
CMA 
INH 
ANA 
ERA 
STA 
SMK 
LDA 
STA 
LDA 
STA 
LDA 
OTK 
IMA 
LDX 

ENB 
JMP* 

CIRA BSZ 
CIRX BSZ 
* 

S,1 

5 a1 

MASK 
5,1 
MASK 
20 
4,1 
CIRA 
0,1 
CIRK 
2,1 

CIRX 

CIRA 
1 
1 

* Common Interrupt Initiator 
* 
CII DAC 

LDX* 

IRS 
LDA 

CMA 
@NA 
ERA 
SMK 
STA 
LDA* 
IRS 
STA 
JMP® 

MASK BSZ 
IFLG BS2 
* 

HE 

cil 
cll 
0,1 

MASK 
a,1 
“20 
MASK 
cil 
cll 
21 
ery 
1 
i 

an



    

        

    

    

   
     

      
     

36. 
87 
88 
ay 
70 
v1 GoZ266 Oo 35 00743 
72 00267 1 02 00313 
$3 00270 100040 

00271 6 01 00301 
ao272 1q0010 
00273 0 01 00277 
oo274 a 12 gocoo 
00275 G 01 00267 
oo27é GO o1 oozes 
uo27 0 10 03603 

152711 
0 04 00305 
igoosa 
1 04 00313 

oS oos04 -o a1 00305 
Oe 0030 oooo00 

aasas goacaao 

aasis a 02 00230 
8 0a314 Oo 07 OOS1S 

oosis a o4 oaoca 
-1 O01 00316 

G o0go331 
o 000601 
Oo a0oé6s52 
Oo Go4070 

cu3s23 Gg aooz30 
00324 o 000230 

a coaz30 
0 000230 
Gg Goo230 

30 00330 0 o00230 
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* PAGE é 
* DISPATCHER -- Waiting loop in HADIOS EXEC. 

* Background job pointers are placed here. 
* SENSE SWITCH 2 is tested for a user 
* ‘Interrupt’ to BASIC command made. 
A ‘ 

DISP LDX =-5 
LDA  GOAD+S,1 
S2E 
JMP  DISQ 
SR2 
JMP STOP 
tks 0 
JUMP DISP+1 
JUMP = -DISP 

STOP JST ERCL 
Ber 1,07 

DISQ STA DISS 
CRA 
STA  GOAD+S,1 
JMPx DISS 

DISS BSZ 1 
GOAD BSZ Ss 
* 
* BASIC entry point via “716 ¢ JMP® “716 ) 
* Location CJST contains JST#* “SiS 
® Location IBUF contains JST# “S1S+N 
* where N is the Subroutine ref. no. 
* For other Subroutines: DAC IBUF in TABL 
* Addresses in BASIC CALL table from 
* location “522 onwards should be patched 
* 
CALL LDA IBUF 

SUB CJST 
STA a 
JMP* TABL-1,1 

TABL DAC SUBI 
DAC SUB2 
DAC SUBS 
DAC SUB4 
DAC IBUF 
DAC IBUF 
DAC IBUF 
DAC IBUF 
DAC IBUF 
DAC IBUF 

Subroutine 1 --- CALL¢1,ACO2<BCO)) 
Flag CALO=1 if H316 in on-line mode 
else zero.. 

Counter can be used by H316 or MS800 
If MCI ¢I=1,2,3) is non-zero then Counter 
I is exclusively under micro control 

For Counter I,ITMI is the 
interrupt time (N®20 ms) and is upgraded 
every interrupt cycle -- an instantaneous O

R
 

R
K
 

OK 
OR 

K
O
K



aaas?7 
00340 

» GOSAL 
00342 

¢ COS4dsS 

00345 
ose aasds 
0361 00347 
gs62 cozso 

0363 00351 

0364 GO352 
0365 o0353 

366 aoss4 

oosss 

¢ OOS5S6 
0367 00357 

o036o0 

00361 
o0362 
003463 
Gas 

      

   

  

     

     

            

     

  

   
   

  

A
b
 

3 

oF 

cas7o 
oo37l 

Ga372 
00373 

aus?74 

00375 
Gass 

oo377 

> Cod 

cogol 
s Codde 
004903 
oaga4 
0040S 

costs 
dodo? 

cosia 

ood 
a0ai2 
ood13 
agdi4 
ood1sS 

  

o 
0 
a 
a 
G 
0 
a 
0 

=O 

o2 
o4 
02 
04 
a2 
a4 
o1 

aoa34 
00641 
ao0s7 
00642 
G0636 
00340 
60341 

ocoo00 
10 00640 

oo0002 
cooooo 

=O) 
=O 
+0) 

a 
-o 

10 00653 
000343 
10 00674 
000646 
10 00676 

Oo 01 GO0S70 
140407 

o
e
o
e
0
c
o
O
G
0
 

-0 
=O 
=O 

a 
0 
a 

aq 

10 

00g637 
00343 
00742 
01533 
00343 
00343 
ao74i 
004645 
o0653 

000343 
10 
o1 

35 
o4 
12 
12 
12 
a1 
a2 

a0676 
o0S70 
oo645 
04342 
ao343 
00343 
aocoa 
00363 
04341 

ioo04o 
a o1 o1554 
0 02 04340 
101640 

e
a
o
e
a
c
0
e
c
a
c
a
s
d
 

1 
a2 
04 

a1 
a2 

oo407 
ca74a 
00633 
o0422 
00737 

o3522 
00632 
o0631 
00061 
a0é30 
00706 
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= PAGE 
*® value.. 

* 

* If H316 is off-line ¢ AC12) or ACIS 

* Subroutine does nat modify location 
* 

SUB1 LDA SIP: 
STA SIP1 

LDA SBP 
STA SBP1 

LDA NEXT 
STA ¥+2 
JMP #t2 
DAC eE 
JST* FAT 
DEC 2 

PARS BS2 2 
JST* L22 
DAC® PARS 

JST# M22 

DAC FSO 

JST* C21 
JMP ERI 

TCA 
STA CINT 
LOA PARS 

ADD =10 
STA REP+3 

IRS FARS 
IRS PARS 

LDXx =-13 
STX KT 
JST# L22 
DAC* PARS 
JSTx C21 
JMP ERI 

LDx KT: 
STA  CTRS+1341 
IRS PARS 
IRS PARS 

IRS G 

JMP #-10 
LDA CTRS+12 AC13) ? 
SZE 
IMP A7+1 
LDA CTRS+i1 ACL2)=1 ? 

SNZ 
JMP #t+4 
LDA =-1 

STA ARRO 
JMP GPAR 
LDA =1 

STA BYTE+1 
STA CALO 
STA HEND 
LDA “él 
STA Lél 
JST MTES 

 



  

o0416 
aoa? 
00420 
oo421 

S 00422 
00423 
aa424 
00425 
cade 
00427 
oo43a 

y Coast 
00432 
o04933 
ou4ds4 
aaass 
o0436 
oa4as7 
00440 

o0441 
Gadde 
a0443 

cod4d4 
00445 

5 00446 
o0447 

co4sa 

oo4s1 

oo4se2 
00453 
aadas4 

00455 
GO04d56 
aa4s? 

oogsa 
¥ Godel 

oo4s2 
o04963 

00464 

S3 00465 

ogss 
O46 

oo4d6s 
oo4s?7 
no4970 

oo1oo1 
14 0220 
0 
o 

G 

02 00634 
a4 00061 

35 00743 
140040 

g
O
o
+
c
0
 

a 

04 G0265 
04 01573 
04 00313 
12 00000 
G1 ao426 

a2 04340 
100040 
a 
0 
a 
0 

01 GO5é66 
10 00247 
ocaid2 
001113 

14 0020 
oo1001 

0 
o 

02 04325 
03 00736 

101040 

G 
oO 

G1 00455 
02 01622 

1a1a4oa 

e
o
c
c
a
0
0
 

0 
0 

01 00452 
35 00736 
10 00572 
10 00506 
004333 
004332 

G2 04325 
03 00735 

101040 
0 
o 

01 00471 
02 G1626 

101040 
a 
0 
o 
0 
o 
Qo 

G1 00466 
35 00735 
10 G0572 
10 00526 
004335 
004334 

= 298 = 

* PAGE 3 
INH : 
ocr SCLK 
LDA FRST 
STA “él 

* 

GPAR LDX =-5 Clear Diepatch 
CRA table.. 
STA IFLG 
STA SCAN 
STA GOAD+S,1 
IRS 0 
IMP <2 

* 
e
K
 

e
K
 

K
O
K
 

* 

* 
» 
* 

Al 

Interrupt initialisation routines 
H316 clock first.Check for doubly specifie 
counters.If AC12)=1 H316 aff-line but scan 
as ACL) multiples ,of micro scan interval.. 
if ACIS)=1 both computers off-line. 

LDA CTRS+1i1 
SZE 
JMP INT 
JST CII 
DAC LNRA-2 

DAC ACLK 
ocP CLK 
INH 

Counter 1 --- Device 2 

LDA CTRS 

ANA =2 
SNZ 

JMP Al 
LOA MC1 

SNZ 
JMP #43 
LDX =2 

JST CERR 
JST cT1 
DAC CTRS+5 
DAC CTRS+S 

Counter 2 --- Device 4 

LDA CTRS 
ANA =4 
SNZ 
JMP A2 
LDA Mc2 
SNZ 

JMP H+ 
LDX =4 
JST CERR 
JST cT2 
DAC CTRS+8 
DAC CTRS+7



coat 
00472 

z 00473 
aog74 
aa4g75 
oodr7s 
aus77 
oosoo 

& oosol 
ouso2 

    
aoso4 
oosas 0472 

o473 
a4d74 
o475 
oye 
04? 

oosas 

00507 
oosia 

oosil 

aosiz 

oasi3 

oosi4 
oosis 

aosis 
00517 
oasz20 
o0S21 
o0s22 
a0s23 
aas24 

   
ad? 
od 
age 
o4gsi 
u4a2      
   

      

    

   oossi 
o0S32 

ooS33 
00534 

osaz ass 

oS03 0053 

osc4 oos37 

oas4o 

oos4ai 
‘00S42 

oos4s 
oos44 
cosas 

oar? 
asad 

asol 

    

     oSo7 
oss 
oso? 
osc 

oSi1 

osie 
aSis 

cosas" 

a G2 04325 
0 G3 00734 
101040 
G OL 005466 
a a2 01632 
101040 

G1 ooS502 
35 00734 
10 a0S72 
10 00546 
004337 
004336 
O1 O0S5é66 e

o
a
e
o
c
o
c
o
c
a
 

a cocooo 
-0 35 00506 

O 12 00506 
1 02 OOO000 
74 0570 
Oo 01 00512 

-cd 35 00506 
1 o2 00000 
101040 
ao 01 00524 

GO 10 Gaz47 
0 000115 
G Go1oca 
14 0470 
Gg 12 00506 

-0 O1 00506 

o ooo000 
-0 35 00526 

0 12 G05246 
1 02 coona 
74 0770 
0 O1 GOS32 

-0 35 00526 
1 o2 ooooG 
101040 
Oo 01 00544 
a 10 00247 
Go o00130 
0 001031 
14 0670 
0 12 00526 

“0 01 GOoS2 

ooo 

* PAGE 

* 
® Counter 3 --- Device & 
* 
Az LDA CTRS 

ANA =8 
SNZ 
JMP INT 
LDA MC3 

SNZ 
JMP *+3 
LDXx =38 
JST CERR 
JST cT3 

DAC CTRS+1i0 
DAC CTRS+9 

IMP INT 
* 

*® CT1 --- Counter 1 initialisation 
* 
cTi DAC *e 

LOX* CT1 

IRS cT1 
LDA 0,1 
OTA SETI 
JMP <1 
LDX* CTi 
LDA Q,1 
SNZ 
JMP "+5 
JST cil 
DAC LNRB-2 
DAC IcT1 
oce CcTRi 
IRS cTi 
JMP* CT1 

* 
* CT2--- Counter 2 initialisation 
* 
cT2 DAC #® 

LDX® CT2 
IRS cTt2 

LDA G,1 
OTA SET2 

JMP ¥-1 
LDX* CT2 
LDA O,1 
SNZ 

JMP +5 
JST cil 

DAC LNRC-2 
DAC IcT2 
ocP CTR2 
IRS cT2 
IMP* CT2 

* 

* CT3--- Counter 3 initialisation 
*



  

    

                      

   

      

= 300 — 

* PAGE 10 
o5i4 00546 O ooooo0 CT3 DAC ee” 
OSiS oos47 -o 35 aas4aé CpxX* icTs 
o516 oosso 0 12 00546 IRS cT3 
OS17 Goss 1 02 ooco0 LDA 0,1 

8 00552 74 0370 OTA SET3 
P-cosSe "6 01 coss2 uMP  ¥=} 
00554 -0 35 oosdé6 LOx* CT3 
oasss 1 a2 aoooa LDA O,1 
oassé 101040 SNZ 
ooss?7 G o1 o05464 JMP ¥t5 
o0Sso a 10 00247 JST cil 
oosét a 000143 DAC LNRD-2 
cos62 0 001062 DAC IcT3 
oos463 14 0270 ocp CTR3 
00564 0 12 00546 IRS cT3 
ooSé6S -G Of 0546 JMP® CTS 

* 
oos66 gad4aot INT ENB 
00587 GO O01 00266 JMP DISP 

US33 00570 GO 10 03603 ERI JST ERCL 
0534 o0s71 151311 BCI 1,RI 
OS35 ocs72 o cagoco CERR DAC He 

oas73 G 02 oo000 LDA Q 
oas74 140401 CMA 
oos7s 0 03 04325 ANA CTRS 

y OOS7S 0 04 04325 STA CTRS 
oS40 c0577 0 10 03603 JST ERCL 
uS41 caéoa 141705 BCI 1,CE 
oS42 * 
os4a3 * Subroutine 2 --- CALL¢2) 
0544 * IFLG is normally set to 1 in the clack 
0545, * interrupt response code, 
oS46 * If scans=AC(2) then retutn ta BASIC after 
asa? # CALL(2) else goto DISPATCHER. 
05438 * 

os4s cosa co1col SUB2Z INH 
o550 ooso02 QO 02 00034 LDA SIP 

ooéa3 G 04 00643 STA SIP2 
: 00604 0 02 00037 LDA SBP 
: OOS05 o 04 aaé44 STA SBP2 
oosos 140040 CRA 
cosa? o 04 ag2é65 STA IFLG 
00610 0 O02 01573 LDA SCAN 
oosi1 G U7 04326 SUB CTRS+1 

¢ GOS12 101400 SMI 
ddsis 0 01 00616 JMP #+3 
ons14 000401 ENB 
aoe1s G of GO266 JMP DISP 
oosls 0 02 04340 LDA CTRS+11 

5 OOS17 G G4 ooaca STA a 
00620 140040 CRA 

2 0 04 00631 STA HEND 
G 04 04340 STA CTRS+11 
a 04 04341 STA CTRS+12 
o 02 O0000 LDA 0 
1oco4a SZE 
0 01 O4000 JMP GFIN 

 



os7i 

os72 
as73 
os74 
os75 
0576 

as77 

os738 
0579 
asso 

ass. 

Ose2 

OS?0 

  

os7s 
as? 
0593 
Osos 
0600 
oso 

  

asa? 
osos 
osoF 

gé610 
Geti 
Gélz2 
Osis 

o6i4 
0615 
o616 
cé617 
a613 
Oe1? 
0620 
a 

oO 

o 
    
    

  

00627 
aosa0 
00631 
00632 
00633 
aoe34 
00635 
anesé 
00637 
aoéaa 
aos41 
agsaz 
00643 
aasa4 
a0s845 
adsas 
oas47 
acesa 
oossi 

S caés2 
00653 

oass4 

o06S5 
o0656 

o0ss7 

ooséo 
o0661 
odéé2 
00663 
co6é4 
0066s 

aogss 
ooss7 

coe70 
ons? 1 
ade72 

ons73 
oge74 
oos7S 
cas76 
00677 
co7o0 

oo7o1 

oo7az 
00703 
oora4 
oaorcs 

   

oo7os 
coro? 
oo710 

0 O01 03620 
coocoa 
ooooo00 
ooooca 
oooooo 
C7722 
100000 
@ 000231 
000000 
a coooad 
ooo000 
oococa 
oo0c00 
acooaa 
oooo000 
041544 
ooo0000 
0 o04312 
oooooo 

coiga1 
0 02 00636 
GO 04 00656 
Oo O1 00657 
o aocooG 

-G 10 00640 
ooaco2 
ooo000 
ooccaag 

-G 10 00653 
-0 o00é661 
-0 10 00676 

G Of GOS70 
6 04 00705 

-0 10 00653 
-0 000662 
-O 10 00676 

0 01 00570 
0415 77 
oo00201 
o 02 00705 
o400 74 
oooz01 
74 1370 
oO o1 00701 
ooo4oi 

=@ 01 61572 
ooo000 

0 oo0000 
0 a2 01622 

101040 

* a PAGE 11 
JMP HFIN 

Léi BSZ 1 
HEND BSZ 1 
CALO BSZ 1 
ARRO BSZ 1 
FRST DEC 7 

NMAX DEC -32768 

NEXT DAC IBUF+1i 
CINT BSZ i 
FAT XAC FEA 

SIP1 BSZ 1 
SBP1 BSZ 1 

SIP2 BSZ 1 
SBP2 BSZ 1 
KT BSs2 i 
FSG DEC so. 

MCKK DAC MCTR 
CIHA BS2 1 
* 
* Subroutine 3 -- CALL ¢3,N,U) 

* DGOA is common toa H31ié and Mésaa 
* 16-bit cutput truncated ta 12-bits,allowin 
* for DAC channel 
* 
SUBS 

CH3 
* 

MTES 

INH 
LDA 
STA 
JMP 
DAC 
JST* 
DEC 
BS2 
BSz 
JST* 
DAC® 
JST# 
JMP 
STA 
JST* 
DAC 
JST* 
JMP 
ALS 
TAB. 
LDA 
LRL 
TAB 
OTA 
JMP 
ENB 
UMP ® 
BSZ 

DAC 
LDA 
SNZ 

selection 

NEXT 
+2 
#42 
HX 
FAT 
2 
1 

i 
L22 

N 
C21 

ERI 

CH3 
£22 

U 

c2i 

ERI 
1 

CHS 

DGOA 
ed 

cLOé 

#e 
MCI 

¢ Ore Nc 8S" % 

MTES and MCX 

are Counter 
related routine



oo7i11 
ao71iz 
oo713 
oar7ig 
ao71s 
Garis 
ao717 
ca72o 
00721 

S$ ou722 
00723 
oarz4 

* 00725 
aa7Zs 

  

ao727 
O643 00730 
0694 Go731 

0645 Ga732 
Ueds Gor73as 

O64? a0734 

o0735 
00736 
aa73a7 

o0740 

oa741 

00742 

cards 
oardd 

ca74as 

o1caa 

cia, 

o1002 

Ges? a1d0s 
0658 01004 

oicos 
o1006 

o1007 
o1oid 

Gée3s a1a1i 
Os64 Q1012 

0465 

O6s56 01013 
Ge67 G1014 

0668 01015 

Fy O1016 

o1017 

    

01020 
3 01021 

  

Oo O11 
o 10 

oo714 
oa727 

177775 
a a2 01626 
101040 
Go Ot 
0 10 

ao721 
00727 

177776 
0 02 01632 
101046 

Oo 01 
a 10 

00726 
a0727 

177777 
-o 01 aa7a6 

G acooca 
-0 35 

a 1a 
Ure 

<0) (0% 

00727 
04266 
00727 
o0727 

aooo1e 
aoooa4 
aoooo2 
aoooat 
177777 
177763 
aoo012 
177773 
40000 
177766 

oo074s 

14 0570 
a 02 01622 
101040 
Go O41 
0 02 
o a4 
0 02 

aidaé 
04317 
04333 
04333 

74 0570 
Ona 
14 0470 
o 12 

02 
aq 
0o7 
a6 
a4 S
o
a
c
0
0
 

ais 

01007 

01030 

00061 
ooooa 
01026 
01025 
01027 

o1026 
140040 

JMP 
JST 
DEC 
LDA 
SNZ 
IMP 
JST 
DEC 
LDA 
SNZ 
JMP 
JST 
DEC 
JMP® 

MCX DAC 
LDX* 
JST 
IRS 
JMP® 
FIN 

BASO EQU 
ORG 
SETB 

* 
* Counter 
* 
IcT1i oOcP 

LDA 
SNZ 
JMP 
LDA 
STA 
LDA 
OTA 
JMP 
ocP 
IRS 

LDA 
STA 
SUB 
ADD 
STA 

STX 
CRA 

mage eo 

FAGE 
*+a * 

MCX 
-3 
Mc2 

#+3 
Mcx 
=e 
mcs 

#t3 
MCx 
=I 
MTES 

ee 

MCX 

TIME 
Mcx 
Mcx 

* 

“1000 
BAS1 

interrupt response code 

SET1 
MC1 

#43 

MCTR+S 
CTRS+6 
CTRS+6 
SETI 
*-1 

CTRI 
FLGL 

“él 
Q 
TIMI 
ARTI 
ITM1 

TIM1



      

01022 

$ 01023 
o1024 
01025 
a1iazée 
01027 
a1d30 

a1031 
5 01032 

aidss 
o1034 

F 1035 
01036 
aicsa? 

2 01040 
+ G1041 
01042 
01043 

o1044 
01045 

P O10aS 
01047 
o10so 

3 a10S! 
o10s2 

S o1053 

o10s4 
01055 
a1asé6 
o10s7 
aidsea 
o10é1 

o1062 
a1dé63 
01064 
cid6s 
o1066 
aide? 
o1070 

3 O1071 
o1072 
o1073 
o1074 

o1075 
o1076 
a1o7?7 

oO 04 01025 

Oo 10 00117 
O o1 o1cc0 
oooo000 
ocoooa 
ooooo0 

coqacoo 

14 0776 
Q 02 014626 

ia1a40a 
Oo O41 01037 
a a2 04321 
0 04 04335 
GQ 02 04335 
74 0770 
Oo G1 o1040 
14 0670 
O 12 01061 

G2 00061 
04 00000 

01057 
06 01056 
04 01060 e

o
o
c
e
 

° N 

ag 15 01057 
140040 
a 04 a1056 

G 10 00152 
o O01 01031 
coooaa 
coocoo 
ocoooa 
coooo0 

14 0370 
0 O2 01632 
101040 
a a1 a1070 
G 02 04323 
G 04 04337 
0 02 04337 
74 0370 
0 O1 O1071 
14 0270 
0 12 Olli2 

0 02 00081 
0 04 cocoa 
0 07 1110 

oh ENB) be 

* : ‘ PAGE 
STA ADT1 

* 
JST LNRB 
JMP 1cT1 

ADT1 BSZ 1 
TIM1 BS2 1 
ITM1 BSZ 1 
FLG1 BS2Z 1 
* 

* Counter response cade -- 2 
* 

IcT2 ocp SET2 
LDA mMc2 
SNZ 
JMP #49 
LDA MCTR+7 
STA CTRS+38 
LDA CTRS+8 
OTA SET2 
UMP ¥-1 
ocPp CTR2 
IRS FLG2 

* 
LDA “él 
STA a 
SUB TIM2 
ADD ADT2 
STA ITM2 

* 
STX TIM2 
CRA 
STA ADT2 

* 
JST LNRC 
JMP 1cT2 

ADT2 BSZ 1 
TIM2 BSZ 1 
ITM2 BSZ 1 
FLG2 8SZ 1 
* 
* Counter response code -- 3 
* 
IcT3 OCP SET3 

LDA MC3 
SNZ 
JMP Rt 
LDA MCTR+? 
STA CTRS+i0 
LDA CTRS+10 
OTA SET3 
JMP e-1 
acPp CTRS 
IRS FLG3 

* 
LDA “$l 
STA a 
SUB TIM3



O731 
o732 
0733 
a7s4 
0735 
O735 
0737 
o738 
0739 
a74a 
o741 

ar742 
0743 
a744 
o74ds 
urae 
ara? 
a7as 
O74? 

0763 
a7e4d 
ares 

o1100 
a1i04 

o1iG2 
01103 
o1104 
o1105 
aiid 
o11a07 

aii1id 
O11it 
g1112 

          
¢ 01143 

  

G1iad 
01145 

6 01146 
o1147 
o11s0 

a11S1 
o11s 
01153 
01154 
O11: 
O11S6 
O1157 

  

» O11460 

  
O1lsi 

0 06 01107 
G 04 o1ii1 

O15 01110 
140040 
G 04 o1107 
ao 10 00145 
G G1 01062 
cooooo 
ooacoa 
oooooo0 
aoaaoa 

140040 
0 04 00630 
G 10 01576 
0 02 03522 
101040 
GO G1 O1124 
140040 
0 04 O3522 
QO 01 01125 
ao 10 00706 
14 0220 
0 02 00637 
a a4 agaéi 
14 0020 
aaoaa1 
0 O2 00101 
a a7 01547 
100400 
G a1 01574 
0 02 00265 
iqooda 
G@ o1 01574 
G 12 00265 

oo1001 
a 02 04325 
a 03 01677 
101040 
oO Of 01207 
140040 
S54 0470 
O Of 01150 
oooza1 
Q 02 04333 
74 0570 
oO o1 01154 
cogdaat 
G 02 00344 
G 06 01676 
9 O46 01676 
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* PAGE 
ADD ADTS 
STA 1TM3 

* . 
STX TIMS 
CRA 
STA ADT3 
JST LNRD 
JMP IcT3 

ADT3 BSZ 1 

TIM3 BSZ 1 
ITM3 BSZ 1 
FLG3 BS2 1 
* 
* H31é6 Clock interrupt response cade 
* 
ACLK CRA 

STA Lét 
JST HTES 
LDA BYTE+1 
SNZ 
JMP +4 
CRA 
STA BYTE+1 
JMP #2 
JST MTES 
ocPp SCLK 
LDA CINT 
STA “él 
ocPp CLK 
ENB 
LDA LNKAtS 
SUB BSTP 
SPL 
IMP STP 
LDA IFLG 
SZE 
JMP STP 
IRS IFLG 

* 
* Counter Inputs --~- H316 only 
* 
AS INH 

LDA . CTRS 
ANA =2 
SNZ 
JMP Ad 
CRA 
INA CTRI 
JMP *~-1 
IAB 
LDA CTRS+S 
OTA SET1 
JMP el 
ENB 
LDA PARS+1 
ADD =48 
ADD =43



01162 
¥ 01163 

o1164 
O11éS 
01166 

73 Q1167 
a1170 
o1ivi 
01172 
01173 
01174 
a1175 
O1176 
O1177 
o1zo0d 

f C1204 
gQi202 
gizas 
01204 
o1iz0s 
o1206 

  

  

01207 
Gi2io0 
O1211 
Q12i2 
01213 
o12i14 
01215 
o121é6 
O1217 
o1220 
OL22% 
O1222 
01223 

a1224 

O
o
 

oo 
oo 
oo
 

e
e
e
 
o
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o1z40 
o1241 
a1zaz 
o1z43 
a1za4 
01245 
o1Zz46 
01247 

3 01250 
01251 

  

0 04 01200 
140442 
0 04 01172 

140442 
0 04 01204 
cogz01 

-0 10 00675 
-0 10 G0654 

Oo oooo00 
Oo a2 01027 

-0 10 00675 
-G 10 00670 

0 000646 
-0 10 G0654 

G oooo00 
oO o2 o1030 

~0 10 00675 
-0 10 00654 

o oooooG 
190040 
0 04 01030 

000401 
ooicol 
0 02 04325 
GQ 03 01675 
101040 
a 01 01255 
140040 
54 0670 
oO 01 O1216 
aoozo1 
6 02 04335 
74 0770 
QO 01 01222 

aoo4ao1 
a 02 00344 
a G6 01674 
0 06 01674 
G 04 01246 
140442 
Gg 04 O1240 
140442 
0 04 01252 
oocoz201 

-G 10 00675 
-O 10 00654 

a cagooo 
Oo o2 01060 

-G 10 00675 
-O 10 00670 

Go o00646 
-0 10 00654 

G cooooo 
G O02 01061 

-0 10 G0675 
-0 10 00654 

Ba? 

B48 

BSO 

a4 

BS2 

BS1 

STA 
oct 
STA 

oct 
STA 
IAB 
JST* 

JST# 
DAC 
LDA 
JST* 
JST® 
DAC 
JST# 
DAC 

JST* 
JST* 

= 305: = 

PAGE 
B48 
140442 
B4? 

140442 ° 
BSo 

ci2 
H22 
E 

ITM1 
ci2 
D22 
FSO 
H22 
RE 

FLGI 
ci2 
H22 
#* 

FLG1 

CTRS 

AS 

CTRZ 
=i 

CTRS+8 
SET2 
*—1 

PARS+1 
=51 
=51 
BS1 
140442 
BS2 
140442 
BS3 

Ci2 
H22 
ee 

ITM2 
C12 
B22 
FSo 
H22 
ed 

FLG2 

C12 
H22



  

     

  

     
   

S 01252 0 oooaoa 
$ 01259 14aq4a 
o1254 0 04 01061 

01255 oo0401 
a1256 aa1oo1 
OL257 0 02 04325 
O1260 G G3 01673 
01261 101040 
G1z62 0 G1 01323 
01263 140040 

» 1264 54 0270 
@ 01265 0 01 01264 
8 01266 aco2a1 

S? 01267 Q 02 04337 
ds60 o1270 74 0370 
O861 0127 QO 01 01270 
a aQ1272 coa4ga1 
o G1273 0 02 00344 

a1274 a a6 01672 
01275 0 06 01672 
G1276 0 04 01314 
01277 140442 

3 oi3o0 G 04 01306 
C1301 140442 
Gi3a2 0 04 01320 
o1303 gqoo201 
01304 -a@ 10 G0675 
O1305 -0 10 00654 
O1306 o cooooG 
o1307 0 02 O1111 

S$ 01310 -O0 10 00675 
O1311 -0 10 00670 

3 C1312 oO 000646 
G1313  -0 10 00654 
O13i4 G acccoo 
01315 Q 02 01112 
Q1316 -0 10 00675 

0883 01317 -0 10 00454 
Ba4 3 a cocaca 
835 140040 

G 04 01112 
ooo4o1 

01324 0 02 04325 
01325 a 03 01671 
01326 101040 
01327 o 01 G1553 
01330 Oo 35 01670 

> OLS 140040 
z -0 04 01431 
& a 12 Go0G0 
? 0 O01 01332 

th G 02 04331 
O70! 01336 140407 

* 

BS3 

* 
AS 

B55 

BS4 

BSé 

AS 
* 

* Analogue 
* 

DAC 
CRA 
STA 

ENB 
INH 
LDA 
ANA 

SNZ 
JMP 
CRA 
INA 
JMP 
1AB 
LDA 
OTA 
JMP 
ENB 
LDA 
ADD 

ADD 
STA 

ocr 
STA 

ocT 
STA 
IAB 
JST* 
JST# 

DAC 
LDA 

JST* 
JST# 
DAC 
JST* 
DAC 
LDA 
JST* 
JST# 
DAC 
CRA 
STA 

ENB 

LDA 
ANA 
SN2Z 
JMP 

LOX 
CRA 
STA* 
IRS 
JMP 
LDA 
TCA 

306 ie 

PAGE 
HE 

FLG2 

CTRS 

AS 

CTR3 
e=1 

CTRS+10 
SET3 
*-1 

PARS+1 
=54 
=54 
BS4 
140442 
BSS 
140442 
BSé 

Ciz2 
H22 
ee 
ITM3 
ci2 
B22 
Fo 
H22 
e* 

FLG3 
ci2 
H22 
ee 

FLG3 

Inputs scan --- H316 only 

CTRS 
=1 

a? 
=-48 

AB4dS 

o 

*-2 
cTRS+4



    r 1346 
01347 

  

OP1s 
OP17 
OF1e 

  

oisss 
01354 
O1355 
01356 

  

      

      

01365 

01366 

O13467 

o1370 

01371 

01372 
O1s75 

01374 
O1375 
O137. 

§ 01377 

P O1900 

q14ai 

Oido2 
2 01403 

a14o04 
a140s 

01406 
o1da7 
o14ia 

¢ O14id 

O1diz2 
01413 

a14iq 

2 G1415 

3 OL41S 

o14i7 
01920 

» C1421 
O14z2 

o1423% 

ara 

Oras 
asdeé 

  

o a4 
a a2 
o 06 

01430 

01432 
o 04 01433 
a 02 04330 
G 07 04327 
141206 
140407 
oo1o001 

0 04 01550 
140040 

04 01514 
az aodél 
04 01426 

coadi 
01427 
01426 

01040 
01 01355 
35 01550 
Q2 04327 
04 01515 
G2 O1515 

74 0170 
GO a1 G1366 
14 0070 
i4oc4a 
54 0070 
oO Of G1372 
0404 72 

-0 06 01483 
-G 04 01433 

0 12 01515 
0 12 o0000 
Oo 61 01365 
0 12 01514 
GQ G2 01667 
Oo a7 01514 
1o1400 
0 O1 O1410 
O G1 01414 
o 02 00061 
o aS 01427 
101040 
G of o1421 
0 02 01514 

-0 10 00675 
-0 10 00654 
-d G01533 

OQ of o1sié 

1 02 01430 
04 01426 
12 01426 

g
@
o
e
o
0
c
o
e
K
r
a
c
c
c
e
o
n
g
 

2 a 

o 
a
o
 

04330 ° 

PC1 

ESBL 

MUX 

HPC2 

OLY 

STA 
LDA 
ADD 
STA 
LDA 
SUB 
AOA 
TCA 
INH 

STA 

CRA 
STA 
LDA 
STA 
LDA 
STA 

ERA 
SN2 
JMP 

LDX 
LDA 
STA 
LDA 

OTA 
JMP 

ocPp 
CRA 
INA 
JMP 
LGR 

ADD*® 
STA 

IRS 
IRS 
JMP 
IRS 
LDA 
SUB 
SMI 
JMP 
JMP 
LDA 
ERA 
SN2Z 
JMP 
LDA 
JST* 
JST# 
DAC® 
JMP 

LDA 
STA 

IRS 

= 307 = 

HCTS 
CTRS+3 
AB4T+ 1 
ABAS+2 
CTRS+3 
CTRS+2 

Sampling spaced aver subintervals of 20 ms 
Effect of a simple filter... 

CHXR 

ENS 
“6h 
HREG 
“él 
HREG+1 
HREG 

#-4 

CHXR 
CTRS+2 
STUP 
STUP 
ANAG 
x=1 
DATA 

DATA 
od! 
é 

AB4S8+2 
AB48+2 
STUP 
0 
MUX 
ENS 
=31 
ENS 

#42 
eS 
SO 
HREG+1 

DLY 
ENS 
ci2 
H22 
REP+3 
ASA 
HCTS 
HREG 
HREG
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oO Cr. 

a%s4 
ar6s 

  

a1424 
01425 
a1426 
01430 
O1431 
01432 
01433 
01434 
o1si4 
O1515 

o1S16 
01517 
01520 
q1521 
01522 
a1is23 
01524 
01525 
01526 
a1527 
01530 
o1S31 
01532 

5 01533 
$ 01534 

  

Ora? 
o9ss 

    NOOR GN
 

O
G
 

o15S35 
O1536 
a1S537 
01540 
01541 
01542 
O1543 

01544 
0154s 
a1s4as 
a1547 
01550 

oF OSS 

  

1004 

100s 

i008 

1007 

1003 

100% 
1o10 

1o11 

1612 
1013 
1014 

1015 

o1Ss2 

01553 

aiss4 

O1S5S 

o1SS6 

01557 
o1séa 
O1S61 
GiS62 
01563 
O1564 
01565 
O1sés 

O01 01423 
0 O01 01362 
cocooa 
oooo000 
1 Go15i4 
1 001435 
ococoo 
ooo0000 
oocaoa 
oooo00 

000401 
G2 04327 
06 01544 
04 01545 
02 00344 

04327 
06 04327 
G4 01546 
35 01550 
15 01551 

-0 02 01545 
a0é75 
00670 

a oocaca 
-0 10 00654 
-0 001546 

Q@ 12 01545 
G 12 01546 
QO 12 01546 
a 
9 
o 

e
o
o
o
0
0
o
0
c
0
o
n
g
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12 01551 
01 01530 
G1 01553 

o 001434 
ocooao 
oo0oo00 
o acao2! 
ooo000 
ccaaoo 

oagooo 

12 01573 
O2 00641 
04 00034 

o0é42 
04 00037 
a2 04341 

100040 
-G G1 G1572 

Oo 02 04340 
100040 

-0 01 01572 
a 02 01572 

e
o
o
0
0
0
0
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* PAGE 
JMP #71 
JMP ESBL 

HREG BSZ 2 ‘ 
HCTS BSZ 1 

AB4S DAC ABUF+498,1 
DAC ABUF+1,1 

BSZ 1 
ABUF BSZ 43 
ENS BSZ 1 
STUP BSZ 1 
* 

* Analogue Data processing --- H316 
= 

ASA ENB eG 
LDA CTRS+2 
ADD Bro 
STA ADBF 
LDA PARS+1 
ADD CTRS+2 

ADD CTRS+2 
STA DBF 
LDX CHXR 
STX x1 

REP LDA* ADBF 

JST* ci12 
JST* D22 

DAC HE 
JST*# H22 
DAC® DBF 

IRS ADBF 

IRS DBF 

IRS DBF 
IRS x1 
JMP REP 
JMP A? 

BFO DAC ABUF 
ADBF BSZ 1 

OBF BSZ 1 
BSTF DAC | SKST 
CHXR BSZ 1 
x1 BSZ 1 
A20 BSZ 1 
* 

* Update H316 scan --~ VECZ=CLOS6 
* 
A? IRS SCAN 

LDA SIP1 
STA SIP 

LDA SBPI 
STA SBP 
LDA CTRS+12 
SZE 

JMPx CLOé 
LDA CTRS+11 

S2ZE 
JMP* CLOS 

LDA cLoé 

= 308 — 

13



1016 G15¢6 
1017 01570 
1016 o1S71 
1o17 O1572 
id20 G1573 
1021 01574 
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0 10 00104 
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004013 
ooocoo 
0 10 03603 
152306 
G oo0000 
0 O2 04325 
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101046 
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1777735 
G@ 02 04325 
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a 10 G0727 
177778 
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101040 

OG O01 01621 
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LA7Ae. 

-o a4 o1S76 
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02572 
02367 
04021 

a2572 
01552 
02635 
016466 
oiss2 
02372 
O2415 
01671 
o2151 
a0001 
02365 

* 

cLos 
SCAN 
STP 

HTES 

MC1 
Mc2 
Mc3 
TZER 
* 

ie. 

O
e
 

e
K
 

ek 

B2 

Mésoo 

STA 
JST 
JMP 
ocT 
BSZ 
JST 
BCI 
DAC 
LDA 
ANA 
SNZ 
JMP 
JST 
DEC 
LDA 
ANA 
SNZ 
JMP 

JST 
DEC 
LDA 
ANA 
SNZ 
JMP 
JST 
DEC 
IMP ® 
BSZ 
BSz 
BS2Z 
BS2Z 

200) — 

GOAD+1 
LNRA 
ACLK 
4013 
t 
ERCL 
1,TF 
£*e 

CTRS 
=2 

#+3 

MCX 
-3 
CTRS 
=4 

*+3 

Mox 
ne 
CTRS 
=8 

R43 

Mcx 
=i 
HTES 
4 
4 
4 

1 

in 
interrupts response code 

CALM=1 means Més00 communication mode 
ON or GFF-line else CALM=0 

ENB 
LDA 
SZE 
JMP 
INA 
JMP 
CAL 
STA® 
STA 
JST 
IRS 
IRS 
JMP 
LDA 
STA 
LDA 
STA 
LDA 
STA 
STA 
STA 

Mé30 

CB22 
OGIB 
ie 

ABFO 
CFLG+1 
NCEK 

ABFO 
A20 
CBI 
=-10 
A20 
REAL+2 
REPI+3 
=1 
CALM 
Més0 
XXX
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* PAGE 

1073 01664 140040 CRA 
1074 01665 0 O1 O2000 JMP SEC2 
1075 01666 177766 FIN 

01667 000037 
o1ié70 177720 
O1671 ooooo1 

" 01672 aoagés 
01673 oo0010 
o1é74 aaooés 
01675 oooo04 
a1e7é6 aocasa 
018677 ooo002 

1076 oo17o0 BASi EQU * 
1077 ORG “2000 
1078 SETB BAS2 
107% 02000 0 04 03525 SEC2 STA TEST 
toga cz001 G@ 04 03523 STA WAS 
1081 o2002 0 04 03170 STA XCAT 
1082 g2003 GO 04 02566 STA PASI 
1083 02004 0 04 02146 STA EFLG 
i084 o2005 G@ a4 02147 STA ERRM 
1085 o2006 0 04 02150 STA MCOD 
1086 o200?7 O 04 G2567 STA PASZ 
1087 O2010 0 04 02570 STA PASS 
1086 oz011 0 04 O2571 STA PAS4 
1089 O2012 0 04 02366 STA CFLG 
1a aZz013 GO 04 02364 STA ABIM 
1071 02014 0 04 01636 STA TZER 
1072 02015 Go 02 04324 LDA MACS 
1093 02016 0 04 02572 STA ABFO 
1o%4 * 

1095 02017 0 02 04312 MO LDA MCTR 
1076 02020. Q O03 O2712 ANA = 
1077 O2021 100040 SZE 

& a20z2 QO o1 a2a52 UMP Mi 
0 02 02712 LDA = 
0 04 02366 STA CFLG 
0 02 04312 LDA MCTR 
G os a27i1 ANA =2 

1103 02027 1o1040 SNZ 
1104 Gz030 Go Of az034 JMP et+4 
1105S o2031 0 02 02710 LDA =-3 
1106 o2032 0 04 02364 STA ABIM 
1107 02033 0 01 02056 JMP Mi+4 
1108 o2034 G@ 02 04312 MOx LDA MCTR 
110% 02035 0 03 02707 ANA = 
1110 o2036 101040 SNZ 
14111 02037 G6 O01 02043 JMP #+4 
1112 G2040 G G2 G2706 LDA =-2 
1113 02041 G 04 02364 STA ABIM 
1114 a2042 Q 01 O2075 JMP M2+4 
1115 02043 0 02 04312 LDA MCTR 
1iie 2044 G@ O38 02705 ANA = 
1117 02045 101040 SNZ2 
1118 2046 coooca HLT 
1117 02047 0 o2 02704 LDA =i
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t O2Z076 
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S a2100 
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az104 
o210s5 
aziage 
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3 02110 
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s 02113 
G2ii4 
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rP 2116 
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azi20 
O2121 

3 02122 
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S oz124 
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Oete7 
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3 02133 
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0 02 04312 
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101040 
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004317 
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Q 03 Gz2707 
101040 
a o1 azi10 
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occaag 
0 02 02146 
1q0040 

G1 o2110 
12 01626 
10 00526 
004321 
004320 
10 02152 
001057 
G2 04312 
03 02705 

1a1d40 
0 01 02635 
0 10 a2130 
000010 
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G G2 00632 
101040 : 
0 Of a2144 

-0 02 02130 

STA 
JMP 

M1 LDA 
ANA 
SNZ 
JMP 
JST 
DEC 
LDA 
SZE 
JMP 
IRS 
JST 
DAC 
DAC 
JST 
DAC 

M2 LDA 
ANA 
SNZ 
JMP 
JST 
DEC 
LDA 
S2E 
JMP 
IRS 
JST 
DAC 
DAC 
JST 
DAC 
LDA 
ANA 
SNZ 
JMP 
JST 
DEC 
LDA 
SZE 

JMP 
IRS 
JST 
DAC 
DAC 

JST 
DAC 
JMP 

M3 

= 

eee he 

ABIM 
M3+4 
MCTR 

- M2 
CHEC 

EFLG 

M2 
MC1 
cri 
MCTR+5 
MCTR+4 
MLé1 
TIM1 

MCTR 
=q4 

M3 
CHEC 
4 
EFLG 

M3 
Mc2 
cT2 
MCTR+? 
MCTR+é 
ML61 
TIM2 
MCTR 
=3 

cB1 
CHEC 
8 
EFLG 

CBI 
MC3 
cT3 
MCTR+? 

MCTR+S 
MLS1 

TIM3 
CBi 

* Check for doubly specified counters 
* 
CHEC DAC 

LDA 
SNZ 
UMP 
LDAx 

#e 

CALG 

te 
CHEC



ot eam 

   

                  

   

    

* PAGE 22 
02135 0 03 04925 ANA — CTRS 
a213é 101040 SNZ 
02137 0 01 02144 JUMP #45 
02140 0 O02 O2712 ipa = 
02141 0 04 02146 STA  EFLG 

2 02142 a 04 O2147 STA ERRM 
02143 0 04 02150 STA  McOD 
02144 0 12 02130 IRS  CHEC 
02145 -0 01 02130 JMP* CHEC 
02146 ooooca EFLG BSZ 1 

coooo0 ERRM BSZ 1 
aaoooo MCOD BSz 1 

1 o21S1 aooo00 CALM BSZ 

O2152 

            

   

  

o oo0000 MLé1 DAC RE 

     

    

Gg a2 oagdi LDA “él 
-0 35 02152 LDX* MLé61 

1 04 OOGOG STA a1 
@ 12 02152 IRS ML61 

-G G1 02152 JMP® MLé1 
* 
* CA2 Interrupt response:in a M6éS00 process 
® scan,only first CA2 accesses Analagque 

* Inputs and Counterts)..the rest just 
* read the bytes..Counter inputs are scan 

* first if any .. 
* 

a2z160 aaa4o1 CA2 ENB 
O2161 0 02 04221 LDA PAS 

8 UZ1S2 1qo04a SZE 
02163 0 O1 03576 JMP CA2C 
oZ164 Oo 02 02365 LDA KX 
02165 101040 SNZ 
G2166 a G1 02646 JMP CAZR 
02167 0 10 03076 JST GRAF 
u GO 02 G2366 LBA CFLG 

O 11 02703 CAS =0 
Oo 01 a244é6 JMP y123 

02173 0 10 03246 JST ALS 
a2174 101000 NOP 
02175 140040 CA2S CRA 

Q 35 02702 LDXx =-46 
-0 04 02276 STA* ABM 

o 12 Goo0G IRS a 
0601 02172 JMP #-2 

Gzz02 O 02 04313 LDA MCTR+I1 
02203 140407 a TCA 
gz204 G@ 04 02275 STA McTS 
02205 G 02 04315 LDA MCTR+3 
oz206 a 06 02277 ADD ABM+i 
02207 Oo 04 02300 STA ABM+2 
G22i0 Oo 02 04315 LDA MCTR+3 
02211 0 07 04314 SUB MCTRt2 
O2212 191206 ADA 
Q2213 140407 TCA 

* 

* Sampling spaced over subintervals of Z20ms.



ota Shee 

   

   

* PAGE 23 
1234 * Effect of a simple filter.Maximum ensemble 
1235 * number is 32.Dynamic value returned in 
1236 ‘® ACS) .Upper limit in 16-bit integer buffer 
1237 * is 321023 ... similar for H316 
1238 * 
12397 02214 001001 INH 
1240 02215 G 04 02574 MPC1 STA CHXM 
1241 O2216 140040 CRA 
1242 02217 Q 04 02361 STA ENSM 
1243 02220 0 02 00061 LDA “él 
1244 O2z2 o 04 02273 STA MREG 
12495 0222 0 02 00061 LDA “61 
1246 022235 a 04 02274 STA MREG+1 
1247 02224 6 0S 02273 ERA MREG 
1248 02225 101040 SINZ 
1249 G2226 G0 01 02222 JMP *-4 
1250 02227 G 35 02574 ESBM LDX CHXM 
1 30 0 02 04314 LDA MCTR+2 

2231 GO 04 a236é2 STA SETW 
02232 0 G2 02362 MUXM LDA SETW 
G2233 74-0170 OTA ANAG 

1255 02234 G O01 02233 JMP #1 
1256 a2235 14 0070 ocPp DATA 
1257 2 140040 CRA 

s4 0070 INA DATA 
0 01 02237 JMP #-1 
o404 72 LGR é 

-0 O06 02300 ADD* ABM+2 
-G 04 02300 STA® ABM+2 

0 12 02362 IRS SETW 
G 12 GcoG0o0 IRS a 
Q 01 02232 JMP MUXM 
Q 12 02361 MPC2 IRS ENSM 
0 02 02701 LDA =31 
O 07 O2361 SUB ENSM 
101400 SMI 
0 Of 02255 JUMP ¥+2 
oO O01 02261 JMP #+5 
a 02 Goadi LDA “él 
Oo a5 02274 ERA MREG+1 
101040 SNZ 
0 01 02266 JMP DLYM 
G 02 02361 LDA ENSM 

-0 10 04013 JST*# MC12 
-G 10 04016 JST* MHZ2 
-0 002415 DAC® REP1+3 

G G1 02374 JMP A? 
@ 02 02275 DLYM LDA MCTS 
a 04 02273 STA MREG 
O 12 02273 IRS MREG 
a o1 O2270 JMP e-1 
0 01 02227 JMP ESBM 
coooaa MREG BS2 2 
coooo0 MCTS BSZ 1 
1 002361 ABM DAC MBUF+4&,1 
1 002302 DAC MBUF+1,1 
cocoa BS2 1



= 314s = 

* PAGE 24 
02301 aqooooa MBUF BS2 43 
02361 ocoooo ENSM BSZ 1 
02362 ooo000 SETW BS2Z 1 
02363 cocooo XCTR BS2 1 
02364 oooo00 ABIM BS2Z 1 

6 02365 ocoooo XXX = BSZ 1 
02366 ocoooa CFLG BSZ ce 
02370 coaooca REAL BSZ 2 
02372 0 002370 DAC REAL 
02373 0 002361 DAC ENSM 

* 
* If ACIZ=1 variables stored in BASIC 
* Brarray as well..Index register can’t be 
® used as a counter here .. used in Maths 
* routines .. 
* 

    

02374 ao00401 AP? ENB 
8 U2375 G0 02 O4340 LDA CTRS+11 

02376 101040 SNZ 
02377 Q of o2404 JMP x45 
02400 0 02 00344 LDA PARS+1 
o2401 Oo 06 04314 ADD MCTR+2 
O2402 0 06 04314 ADD MCTR+2 
v2q03 G 04 O2455 STA ABF4 
a2404 0 o2 04314 LDA MCTR+2 
a240s 0 46 02453 ADD BFM 
o2406 Q 04 O2454 STA ABF2 
a2407 a 35 o2574 LDX CHXM 
o2410 0 15 02452 STx CHNO 
o2411 0 15 02363 STXx XCTR 
G2412 -0 02 02454 REP1 LDA* ABF2 
Q2413 -0 10 a4o13 JST® MCiz2 

3 02414 -0 10 04017 JST* MD22 
4 02415 a oocaca DAC Re 
S d241¢6 O 04 02456 STA ABA 
6 02417 oo0201 IAB 
7 02420 0 04 02457 STA BEB 

a2421 a o2 04340 LDA CTRS+11 
02422 101040 SNZ 
G2423 G G1 O2433 JMP OSAI 

1 a2424 G 02 02457 LDA BBB 
1 o2425 ao00201 TAB 
1 024926 0 02 02456 LDA AAA 
1 G2427  -0 10 O4016 JST*® MH2Z2 
1 62430 -0 002455 DAC® ABF4 
1 G2431 0 12 02455 IRS ABF4 
1 O2432 Q 12 02455 IRS ABF4 
{Sse 02433 0 G2 02457 OSAI LDA BBB 
1337 02434 000201 TAB 
1340 024935 G 02 02456 LDA AAA 
1341 02436 -0 10 04014 JST* MC21 
1342 G2437 -0 O4 02454 STA*x ABF2 
1343 02440 0 12 02454 ~ IRS ABF2 
1344 02441 G 12 02363 IRS XCTR 
1345 02442 0 01 02412 JMP REPL 
1346 2443 a a2 a4314 LDA MCTRt+2 
1347 02444 G 06 02453 ADD BFM



= alo = 

  

* PAGE 25 
02445 0 04 02454 STA ABF2 
02446 140040 Y¥123 CRA 
02447 0 04 02365 STA XXX 
o2450 O 12 01636 IRS TZER 
02451 GO OL 02646 JMP CA2R 

$ U2452 acooaca CHNG BSZ 1 
02453 0 002301 BFM DAC MBUF 

S 02454 ocoaaca ABF2 BS2Z 1 
1356 02455 ooooo00 ABF4 BSZ 1 
1357 2456 aooood AAA, BSZ 1 

cooooo BBB BSZ 1 
* 
* M6800 control output routine .. also used 
* in M6800 to H31é data transfer except 
* that F254=1 in the latter case .. 
* 

02460 S4 1070 CB22 INA DGIB 

    

02441 a a1 o2460 JMP xo4 
02462 141050 CAL 
O2463 G0 04 02367 STA CFLGti 
02464 0 04 oDOOoO0 STA 0 
G2965 coozo1 TAB 
G2466° 0 10 04021 JST NCEK 
02467 Oo a2 02566 LDA PASI 
o2470 100040 SZE 
o2471 GO O1 O2540 JMP PROC 
02472 GO 02 04043 LDA F254 
a2473 1oio4a SNZ 
a2474 0 01 O2502 JMP #t6 
O2475 ooozai IAB 
024976 140407 TCA 
Q2477 Oo 04 O4042 STA N254 
o2500 0 04 02565 STA CHAN 
o2501 a o1 o2504 JMP e443 
a2s02 0 02 ooo00 LDA Q 
o2503 O 04 02565 STA CHAN 
02504 0 12 02566 IRS PASI 
o2505 0 01 02635 JMP CBI 

* 
* M6800 scans over or any ather Known 
* error condition in Mé800 Executive ... 
* MFIN sets all relevant flags for 
* subsequent M6800 communication ... 
* 

02506 Oo oogoDa MFIN DAC #* 
s O2507 coiags INH 
o2516 0 02 O1622 LDA MC1 
oZ511 1aca4a SZ2E 

> O2512 14 0570 oce SET1 
o2513 G.02 01626 LDA MC2 
o2514 100040 S2E 
02515 14 0770 ocP SET2 
O2516 0 02 01632 LDA MC3 
GZ517 100040 SZE 

2 02520 14 0370 acp SET3 
¢ OZ521 140g4a CRA   Q2522 0 04 01622 STA MC1



  

02534 
02535 

© O2536 
02537 

                      

   
    

                

   

  

o2540 
o2541 
02542 
o2543 
o2544 
o2545 

S 02546 
02547 
o2550 

¢ 02551 
o2552 
oz553 
02554 
G2555 
02556 
a2557 
02560 

» O2ZSE1 
o2562 

o2564 

  

   

1956 Gz604 
1957 02605 
1458 Gz606 
145? U2607 

a 1a 

1961 02611 

02563 © 

04 01626 
G4 01632 
04 04043 
a4 04221 
04 04222 

a3s171 
04 04217 
04 02151 
04 02366 
04 coool 

Q 04 02147 
ooogal 

-0 01 02506 

e
°
0
0
0
0
0
0
0
0
 

° s 

0 02 02567 
1aca4a 
0 01 02547 
oooza1 
O 04 02556 
GO 12 02567 
0 O01 02635 
aoo2a1 
141340 
ccaza1 
0 02 02556 
O4ia 70 
0 04 025546 
G 10 G2575 
oooo000 
G 02 o4043 
101040 
a 04 02566 
140040 
a 04 02567 
0 01 02635 
ocoaaa 
ooooo00 
cocooa 
oo0000 
acocaca 
ooooo0 
cocoa 
gocooo 

Q ooo000 
G 02 G4043 
100040 
G Of G2615 

=0 02702575, 
a415 77 
oo00201 
Q 02 02565 
go1do1 
a4a0 74 
goo201 
74 1370 
o 01 02610 

PROC 

MSBY 

LSBY 

UNEW 

CHAN 
PAS1 
PASZ 
PAS3 
PAS4 
ABFO 
ABFS 

CHXM 

UOUT 

STA 
STA 
STA 
STA 
STA 
STA 
STA 
STA 
STA 
STA 
STA 
ENB 
JMP* 

LDA 

JMP 
1AB 
STA 
IRS 
JMP 
IAB 
ICA 
TAB 
LDA 
LLL 
STA 
JST 
BSZ 
LDA 
SNZ 
STA 
CRA 
STA 

BS2 
BSz 
BS2 
BSZ 
BSZ 
B32 
BS2 
BSz 

DAC 

LDA 
SZE 
JMP 
LDA* 
ALS 
IAB 
LDA 
INH 
LRL 
IAB 
OTA 
JMP 

=sLO = 

Mc2 
mMc3 
F254 
PAS 
UMNO 
XXK2 
MIC 
CALM 
CFLG 
Méso 
ERRM 

MFIN 

PAS2 

LSBY 

UNEW 
PAS2 
CB1 

UNEW 

UNEW 
UOUT 

F254 

PASI 

PAS2 
cB1 

o
o
r
 

F254 

UDAT 
UOUT 

CHAN 

DGOA 
#~1 

PAGE



1462 
1463 
1464 
1465 
1466 
1467 
1468 
1465 
1470 
1471 
14972 
1473 
1474 
1475 
1476 
1477 
1475 
lary 
14e0 
14981 
1482 
1483 
1484 
14965 
1486 

    
1501 
1502 
1503 
1s04 
1505 
1506 
Sa? 

15038 
isay 
1510 
1511 
1512 
isis 
1514 
1Sis 
1S1¢6 
1S17 
1516 

02612 
02613 
G2614 

02615 
02616 
02617 
uzs620 
02621 
U2622 
02623 
02624 
02625 
d2626 
02627 
o2630 
02631 
02632 
02633 
02634 

G2641 
02642 
02643 
02644 
02645 

Ozé6s2 
02653 
o26s4 
O2655 
d2s56 
02657 
Oz660 
O2661 
U2sé6z2 
02663 
d2664 
02665 
02666 
02667 

ooa4o1 
0 12 02575 

-0 01 02575 

e
S
o
0
0
0
0
C
o
G
n
0
 

2 oo
 

2 2 wo o on
 

004045 

140040 
140500 
74 1270 
G OL 024637 
i4oia0 
74 1270 
GQ G1 2642 
0 10 00160 
GO G1 01637 

O 02 02364 
101040 
G 01 03126 
O 11 02706 
a G1 o3cso0 
0 G1 03031 
G G2 02570 
100040 

Of 02664 
02 03526 
04 03524 
12 02570 

03527 
04 02573 
10 03460 
02 01626 

ioi1aga 
0 01 62672 
Q 12 02364 
0 G1 03532 

S
e
o
C
0
0
0
0
0
0
 

° N 

* 

Sole 
* 

UDAT 

VEC1 
* 

ENB 
IRS 
JMP* 

M680 

LDA* 
STA 
IRS 
IRS 
IRS 
JMP* 
CRA 
STA 
STA 
STA 

LDA 
STA 
LDA 
STA 
JMP 
DAC 

* Gutput 
* 
CBI 

* 

CRA 
SSM 
OTA 
JMP 
SSP 
OTA 
JMP 
JST 
JMP 

asp = 

FAGE 

UOUT 
UOUT 

0 data transfer,come here. 

UouUT 
BUFA 
BUFA 
UOUT 
CHAN 
UOUT 

F254 
PASI 
PASZ 
VECI1 
GOAD 
MDAC 
BUFA 
CBI 
B254 

CBi low ... the CB2 acknowledge 

DGOB 
#-1 

DGOB 
*-1 
LNRE 
CB2 

* Send DATA bytes to Mésod now 
* 

CAZR 

CA2i 

LDA 
SNZ 
JMP 
CAS 
JMP 
JMP 
LDA 
SZE 
JMP 
LDA 
STA 
IRS 
LDA 
STA 
JST 
LDA 
SNZ 
JMP 
IRS 
JMP 

ABIM 

cazo 
=-2 
caz3 
Caz2 
PASS 

Rts 

MINS 
WAS+1 
PAS3 
ci 
ABF3 
CDAT 
MC2 

*¥t+3 

ABIM 
CAL 

27



1519 
i520 
S21 

1S22 
1523 
1S24 
1S25 
1526 

    

a2672 
G2673 
o2674 
02675 
02676 
02677 
o2700 
a2701 
Q2702 
o2705 
a2704 
d2705 
02706 
a27a7 
n2710 
G2711 
b2712 

ascoa 
o3001 
as0g2 
03003 
os0g4 
0300S 
os006 
o3007 
o3010 
03011 
o3s012 
03013 

S$ 03014 
o3015 
ustieé 
O3017 

  

03027 
c3aza 

a3040 
o3041 

S
e
o
c
o
c
a
o
n
s
d
 

So +S 

0 02 01632 
101040 
G O01 02700 
O 12 02364 
0 12 02364 
G o1 o3saz 
0 01 O3000 
o00037 
177720 
ooogoa 
LAI 7 ee 
ocooia 
177776 
oacao4 
TAA 773 
coaocgg2 
ocooa1 

002713 

G 02 O2366 
101040 
O G1 03026 
0 02 014622 
1q0040 
0 01 03015 
Q a2 01626 
100040 
a a1 o3020 
0 02 01632 
1aoa4a 
0 01 03023 
coocao 

02 03667 
04 03170 
10 04235 
02 03666 

03170 
10 04235 
02 03665 
04 03170 
10 04235 

140040 
0 04 03170 
0 10 04235 

O G2 O2570 
100040 

G1 03041 
02 03526 
04 a3sz4 

02570 
02 03530 
04 02573 
10 a346a e

2
o
c
0
C
c
a
0
c
S
G
 

N
 

HALT 
MCP1 

MCP2 

MCP3 

VIAX 

CA22 

LDA 
SNZ 
JMP 
IRS 
IRS 
JMP 
JMP 
FIN 

EQu 
ORG 
SETB 

LDA 
SNZ 
JMP 
LDA 
SZE 
JMP 
LDA 
SZE 
JMP 
LDA 
SZE 
JMP 
HLT 
LDA 
STA 
JST 
LDA 
STA 
JST 
LDA 
STA 
JST 
CRA 
STA 
dst 

LDA 
SZE 
UMP 
LDA 
STA 
TRS 
LDA 
STA 
JST 

- 318 = 

PAGE 
Mc3 

#t"4 

ABIM 
ABIM 
CAI 
YYY 

“3000 
BASS 

CFLG 

VIAX 
MC1 

MCP1 
Mc2 

MCP2 
MC3 

MCP3 

N a



1546 

1567 

iS6e 

15697 
157) 

{S71 
1572 
573 S? 

157, 
1575 
1576 
1377 
1578 
13579 
15380 
1581 
1582 
1583 
15s 
1585 
i586 

  

1578 
1599 
1600 
leat 
1602 
103 
1604 
1605 
1606 
1607 
1608 
1607 
1610 
111 
1612 
1613 
1614 

$615 
1616 
1617 
1616 
lol? 
1620 
1621 
1622 

os0492 
03043 
o3s044 
03045 

Oo o3046 
03047 

03050 
a3051 
03052 
a3s053 
03054 
o3055 
03056 
o3057 

03060 
O3061 

as062 
03063 
o3064 
a3065 
O3066 
03067 
oso70 
03071 
osa72 
03073 

  

03075 

asa76 
a3077 
o3ic0 
03101 
a31a2 
03103 
osio4g 
0310S 
osid6 
aq3107 

O3iia 
O3111 

  

O3115 
OS116 

Q 02 01632 
101040 

G1 02047 
12 02364 
Q1 03532 
O01 03000 e

0
0
0
 

QO 02 02570 
100040 

01 03060 
G2 03526 
04 03524 
12 02570 
02 03531 
04 02573 
10 03460 
01 O3000 S

2
P
9
2
0
0
0
0
0
0
 

a coooaa 
0 02 03171 
1q0040 
0 01 03074 
Q O2 02147 
101040 
o a1 03074 

-0 35 03062 
1 02 oGcGca 
0 04 03521 
GO 12 03062 

-0 O1 03062 

0 coocoo 
0 02 04340 
1oio4a 

-0 01 03076 
G 12 00633 

-0 01 03076 
G 02 Ga265 
101040 
a a1 

=0° 01 

a3i12 
a3122 
oo3i1 
03076 
03121 
00310 
a0265 
04325 

140407 

* 

LDA 
SNZ 
JMP 
IRS 
JMP 
JMP 

CA23 LDA 
SZE 
JMP 
LDA 
STA 
IRS 
LDA 
STA 
JST 
JMP 

= 319 = 

PAGE 
MC3 

¥4+3 

ABIM 
CAI 
YAR 

PAS3 

#45 
MINS 
WAS+1 
PAS3 
c3 
ABF3 
CDAT 
YAY, 

ao 

MERR routine checks for error condition 
If found,modify current BYTE and next 
for M6800 decoding .. 3 errors detectable 
FORTRAN library,counter mispecificatinn 

* 
* 

* 

* and DATA byte > {023 for analoque i/p 
* 

M 1ERR DAC xx 
LDA Xxx2 
Sze 
UMP -#+7 
LDA _ERRM 
SNz 
UMP x44 
LDX* MERR 
LDA 0,1 
STA BYTE 
IRS  MERR 
JMP* MERR 

* 
* Activate 
* ie. when 
* 
GRAF DAC 

LDA 
SNZ 
JMP* 
IRS 
JMP* 
LDA 
SNZ 
JMP 
LDA 
STA 
UMP 
LDA 
STA 
IRS 
LDA 
TCA 

PLOT 

“M6800 Graphics’ 
ACI2Z)=1. 

ee 

CTRS+11 

GRAF 
ARRG 
GRAF 
IFLG 

PLOT 
VEC4 
GOAD+3 
GRAF 
VEC3 
GOAD+2 
IFLG 
CTRS 

if required ..



eS cOn 

* 
FAGE 1623 03117 0 04 00633 STA ARRO 

1624 03120 -0 G1 03076 JMP® GRAF 
1625 03121 Q 003123 VEC3 DAC GRF1 
1626 03122 G 003124 VEC4 DAC GRF2 

* 

A)
 

o 

  

1627 
1628 03123 0 01 01553 GRF1 UMP A? 
16297 * 
1630 03124 0 10 03603 GRF2 JST ERCL 
1631 03125 143705 BCI 1,GE 
1632 * 
1633 * Following routine used in M6800 scan and 1634 * in H31é to M6800 data transfer ., PAS=1 1635 * or 2 in M6800 off-line mode 1636 * 
1637 03126 0 02 03525 CA20 LDA TEST 
1638 03127 iooo4a SZE 
1637 03130 0 01 O3141 JMP LSBE 
fed0 G3iS1 -a o2 az454 LDA® ABFZ 
1641 03132 141140 TCL 
1642 03133 G 04 03521 STA BYTE 
1643 03134 0 10 03062 JST MERR 
1644 03135 GO 003236 DAC c200 
1645 03136 140040 CRA 
i646 03137 QO 12 03525 IRS TEST 
1647 03140 0 O01 03532 JMP CAL 
1648 03141 -0 02 02454 LSBE LDA® ABF2 
164? 03142 141050 CAL 
1650 03143 0 04 o3s21 STA BYTE 

       

  

s OS174 0 10 G4235 JST XXX 1 micro. 03175 0 02 02571 LDA PAS4 

0 10 03062 JST MERR 
a 002150 DAC MCOD 
GO O02 02147 LDA ERRM 
1oo04a SZE 

G0 10 02506 JST MFIN 
140040 CRA 
Q 04 03525 STA TEST 

O3153 G 12 02454 IRS ABF2 
O315 0 12 02452 IRS CHNO 
O3155 Q 01 03532 JMP CAL 
03156 0 02 04221 LDA PAS 

2 03157 101040 SNZ 
3 03160 0 01 03172 JMP PNIM 

OS1é61 G 12 04221 IRS PAS 
1 03162 0 01 03532 JMP. CAL 
1 03163 140040 PSRM CRA 
1 03164 0 04 04217 STA MIC 
1 f OS165 GO 04 a4q2z1 STA PAS 
1 03166 a 04 04220 STA MCA 
fe70 O3167 -0 a1 O1572 JMP* CLOS 
1671 03170 oooooo XCAT BSZ 1 
1672 O3171 cocaca XXX2Z BSZ 1 
1673 * 
1674 * Return after CALL(4,1,M,B¢0)9 1675 * 
1676 03172 0 02 03171 PNIM LDA XXX2 Send Ensemble 1677 03173 100040 SZE number to i 

1 

 



1680 
1681 
1682 
1683 
1634 
1685 
1686 
16387 
1638 
1689 
1670 
1671 
1692 
1693 
1674 
1695 
1696 
1697 
1698 
1699 
1700 
1701 
1702 
1703 
1704 
1705 
1706 
1707 
1708 
1709 
1710 
P2701 
b7L2Z 
1713 
1714 
1715 
1716 
1717 
1718 
171g 
1720 
72 CL, 

1722 
{723 
1724 
1725 
1726 
1727 
1728 
1729 
1730 
1731 
1732 
1733 

  

03176 
03177 
03200 
os201 
03202 
03203 
03204 
03205 
03206 
03207 

a3210 
03211 
03212 
03213 
03214 
03215 
o3s216 

03217 
03220 
osz21 
03222 
Qs223 
03224 
03225 

03226 
03227 
a3230 
03231 
03232 
03233 
03234 
03235 
Q3236 
03237 
o3240 

03246 
03247 
as250 
03251 
as252 
03253 
03254 
03255 
03256 
03257 
03260 
03261 

03262 
03263 

100040 
Oi a3sz06 
02 03665 
04 G2452 
12 02571 
02 02373 
04 02454 
O1 03532 

140040 
0 04 O2571 

e
°
0
0
0
0
c
o
0
 

Q 02 04312 
0 03 03664 
101040 i 

Q1 03217 
02 036467 
04 023464 
01 03532 a

g
e
o
0
0
 

Q 02 04312 
0 03 03663 
101040 

Q1 03226 
02 03666 
04 02364 
Q1 G3532 e

o
0
0
 

O2 04312 
03 03662 

01040 
01 03235 
G2 03665 
04 02364 
O1 03532 
10 04235 

aaazao 
0 003240 
ooocoa 

e
0
0
0
 
c
H
0
0
 

“ % M6800 Counter(s) routines .. 
* also stored 
® ACI2Z)=1. 

G GoocOoG 
Q 02 02146 
1o0040 

-0 01 03246 
a 02 01622 
101040 
0 O01 03326 
oo1oo01 
140040 
54 0470 
Q Of 03257 
0 04 01624 
aoo201 
0 02 04317 

SZE 
JMP 
LDA 
STA 
IRS 
LDA 
STA 
JMP 
CRA 
STA 

LDA 
ANA 
SNZ 
JMP 
LDA 
STA 
JMP 

LDA 
ANA 
SNZ 
JMP 
LDA 
STA 
JMP 

LDA 
ANA 
SNZ 
JMP 
LDA 
STA 
IMP 

222 JST 
c200 OCT 
CADR DAC 
C123 BSZ 
* 

* 

AIS DAC 
LDA 
SZE 
JMP* 

LDA 
SNZ 
JMP 
INH 
CRA 
INA 
JMP 
STA 
1AB 
LDA 

oe), = 

PAGE 

F7 
=-1 
CHNG 
PAS4 
REAL+3 
ABF2 
CAI 

PAS4 

MCTR 
=2 

*t4 

=-3 
ABIM 
CAI 

MCTR 
=4 

*+4 
=-+2 
ABIM 
CAI 

MCTR 
=8 

222 
=-1 
ABIM 
CAI 
XXX 1 
200 
ci23 
6 

values 
in BASIC B-array if 

ee 
EFLG 

AIS 
MC1 

ALS 

CTRi 
¥-1 

MC1+2 

MCTR+S 

31



eee 

  

    

  

* PAGE 
03264 74 0570 OTA SET1 
os265 a G1 03264 JMP e-1 
03266 g00401 ENB 
03267 Q 02 04340 LDA CTRS+1i1 
03270. 101040 SNZ 
03271 Q 01 03275 JMP #+4 
03272 0 02 00344 LDA PARS+i 
03273 G 06 03661 ADD =96 
03274 0 01 03276 JMP #42 

s OS275 Q 02 03237 LDA CADR 
03276 0 04 03316 STA MB43 
03277 140442 ocT 140442 
03300 0 04 03306 STA MB4? 
03301 140442 ocT 140442 
03302 0 04 03323 STA MBSO 

» C3303 ooa201 IAB 
03304 -O 10 04013 JST* MC12 
G3505 -0 10 04016 JST* MH22 

1755 03306 0 000000 MB4? DAC ** 
1756 03307 Q 02 01027 LDA ITM1 
1757 03310 G6 10 03513 JST CZER 
1758 03311 0 04 01623 STA MCi+1 
175% 03312 -O0 10 04013 JST# MC12 
1760 G3313 -O 10 04017 JST* MD22 
1761 03314 0 000646 DAC FSO 
1762 03315 -O 10 04016 JST* MH22 
1763 03316 Qo oo0000 MB48 DAC ¥* 
1764 03317 G@ o2 01030 LDA FLGI 
1765 03320 0 04 01625 STA MC1i+3 
1766 03321 -O0 10 04013 JST® MCiz 
1767 03322 -0 10 04016 JST* MH22 
1768 03323 G aooood MBSO DAC ee 
176? 03324 140040 CRA 
1770 03325 o 04 G1030 STA FLGI 
1771 2 
1772 03326 Q 02 01626 Alé LDA MC2 
1773 03327 101040 SNZ 
1774 03330 Q G1 O3402 JMP A17 
1775 03331 oo1001 INH 
1776 03332 140040 CRA 

7? 03333 S54 0670 INA CTR2 
1778 03334 Q 01 03333 JMP ¥-1 
1779 03335 Oo 04 01630 STA MC2+2 
i7ea O3336 aooz0i IAB 
1781 03337 0 02 04321 LDA MCTR+7 
1782 03340 74 0770 OTA SET2 
1783 03341 G 01 03340 JMP *-1 
1784 03342 aco4a1 ENB 
1785 03343 0 02 04340 LDA CTRS+11 
1786 03344 101040 SNZ 
1787 03345 0 01 03351 JMP *+4 
1788 03346 a a2 00344 LDA PARS+1 
178? 03347 0 06 03660 ADD =102 
1750 03350 0 O1 03352 JMP e+? 
1791 03351 0 02 03237 LDA CADR 
1792:03352 a 04 03372 STA MBS1 
1773 03353 140442 ocT 140442 

Ww



1774 
1775 
1798 
1797 
1793 
T2739 
1300 

1801 
1802 
1803 

1804 

1805 
1806 

1807 
1808 

1809 

1310 

1811 
13812 

1g13 
1814 

1815 
1816 

13817 

1318 
18197 

1820 
1821 

1822 
1323 

1324 
13825 

1826 
1827 
1828 

1827 
1830 

131 

1832 

1833 

  

03354 
03355 
03356 
03357 
03360 
03361 
03362 . 
03363 
03364 
03365 
03366 
03367 
03370 
03371 
Q3372 
02373 
03374 
03375 
03376 
03377 
03400 
o34ai 

03402 
03403 
a34a4 
03405 
03406 
03407 
a34i0 
03411 
os4di2 
03413 
o34i4 
a3415 
a34ié 
O3417 
a3420 
O3421 
asd22 
03423 
us424 
03425 
os4d26 
03427 

7 C3430 
03431 
03432 
03433 
03434 
03435 
03436 

$ 03437 
03440 
03441 
os442 
03443 

0 04 03362 
140442 
0 04 03377 
aoo201 

-0 10 04013 
-0 10 04016 

0 ao0000 
G 02 01060 
0 10 03513 
0 04 01627 

-0 10 04013 
-G 10 04017 

0 000646 
-Q 10 a4016 

a oo0000 
G O2 O1061 
G 04 01631 

-0 10 G4013 
-0 10 04016 

a aoocoo 
140040 
0 04 O1061 

ao00401 
0 02 01632 
101040 

-0 01 03246 
oo10o1 
140040 
54 0276 
0 O01 03410 
0 04 01634 
a00201 
G G2 04323 
74 0370 
G a1 03415 
000401 
GO 02 G4340 
101040 

01 03426 
02 00344 
G6 G3657 
01 03427 
Q2 03237 
04 03447 

140442 
Q 04 03437 
140442 
0 04 03454 
coo201 

-0 10 04013 
-0 10 04016 

o aooocDo 
GO O2 O11i1 
0 10 03513 
0 04 01633 

-0 10 04013 

e
o
c
e
o
s
 

MBS2 

MBS1 

MBS3 

AL? 

MBSS 

STA 
oct 
STA 
IAB 
JST* 
JST» 
DAC 

JST 
STA 
JST# 
JST# 
DAC 
JST* 
DAC 

LDA 
STA 
JST* 
JST* 
DAC 
CRA 
STA 

ENB 
LDA 
SNZ 
JMP* 
INH 
CRA 
INA 
JMP 
STA 
TAB 

OTA 
JMP 
ENB 
LDA 
SNZ 
JMP 
LDA 
ADD 
JMP 
LDA 
STA 
ocT 
STA 
ocT 
STA 
IAB 
JST* 
JST* 
DAC 
LDA 
JST 
STA 
JST#* 

923 2 

PAGE 
MBS2 
140442 
MBS3 

MC12 
MH22 
RE 

1TM2 
CZER 
MC2+1 
MC1i2 
MD22 
FSO 
MH22 
He 

FLG2 
MC2+3 
MC1i2 
MH22 
HE 

FLG2 

MC3 

AIS 

CTRS 
#1 
MC3+z 

MCTRt+? 
SET3 
*-1 

CTRS+11 

¥+4 
PARS+1 
=108 
*+2 

CADR 
MBS4 
140442 
MBSS 
140442 

MBSS 

MC12 
MH22 
RE 
1TM3. 
CZER 
MC3+1 
MC12 

33



1851 
1352 
1853 
1654 
1355 
1856 
1857 
1658 
185? 
1860 
1861 
1862 
1863 
1864 
1865 
1866 
1867 
1868 
1869 
1870 
1871 
1872 
1873 
1874 
1875 

1879 
18e0 
1881 
1882 
1883 
1ee4 
1885 
1886 
1987 
198s 
1989 
1890 
1991 
352 

1893 
1894 
1895 
1396 
1897 
1995 
1399 
1700 
1901 
1902 
1903 
1904 
1905 
1906 
1907 

03444 
03445 
03446 
03447 
03450 
03451 
03452 
as453 
03454 
as4ss 
03456 
3457 

03460 
03461 
03462 
03483 
03464 
03445 
03466 
03487 
03470 
03471 
03472 
03473 
02474 
03475 
03476 
03477 
03500 
03501 
a350z 
03503 
asso4 
03505 
03506 
03507 
a3si0 
o35i1 
assiz 

03513 
o3si4 
o35i5 
o3sié 
03517 
03520 

a3s2i 
a3S23 
03525 
osS26 
03527 
03530 
O3531 

-0 10 04017 
a agaé4é 

-0 10 04016 
G aocaco 
0 02 01112 
0 04 01635 

-0 10 04013 
-0 10 04016 

0 oag000 
140040 
0 O04 01112 

-0 O1 03246 

a gcoooca 
0 02 03523 
100040 
0 01 03473 

-0 02 02573 
141140 
0 04 03521 
0 10 03062 
G 003236 
0 12 03523 
a G1 03532 

-0 02 02573 
141050 
0 04 03521 
G 10 a3062 
0 002150 
Q G2 02147 
100040 
G 10 G2506 
140040 
a 04 03523 
0 12 02573 
o 12 03524 
0 01 03532 
140040 
G 04 02570 

-0 01 03460 

o aoocoo 
o 04 oo000 
Q 02 01636 
100040 
a o2 oooca 

-0 01 03513 

ooo000 
aoocaa 
oooooo 
177775 
0 001623 
a 001627 
0 001633 

* 

JST* 
DAC 
JST# 

ME54 DAC 
LDA 
STA 
JST* 
JST* 

MBSé DAC 

* 
CDAT DAC 

LSB LDA* 

CZER DAC 
STA 
LDA 
SZE 
LDA 
JMP* 

* 

BYTE BSZ2 

WAS BSZ 
TEST BSZ 
MINS DEC 
ci DAC 
C2 DAC 

c3 DAC 
* 

= 324 - 

MD22 
FS0 
MH22 
¥*¥ 

FLG3 
MC3+3 
MC12 
MH22 
RE 

FLG3 
AIS 

RE 
WAS 

LSB 
ABFS 

BYTE 
MERR 
c200 
WAS 
CAI 
ABF3 

BYTE 
MERR 
MCOD 
ERRM 

MFIN 

WAS 
ABF3 
WAS+1 
CA1 

PAS3 
CDAT 

KE 

TZER 

CZER 

a 
Ze 
1 
=3 
MC1i+1 
MC2+1 
MC3+1 

* Qutput CAL low --- 

PAGE 

the CA2 acknowledge



03532 
03533 
03534 
03535 
O3536 
03537 
03540 
03541 
ass42 
03543 
03544 
03545 
oss46 
03547 
a3550 
a3SS1 
a3552 
a3553 
as554 
03555 
a3s556 
03557 
a3560 
o3561 
a3sé2 

s 03563 
03564 
03565 
O3566 
03567 
o3570 

O3S71 
03572 
a3873 

6 03574 
03575 

$ 3576 
03577 
aséo0 

o3601 
03602 

a3é602 
03604 
o3é605 
03606 

03607 
03610 

a 02 04312 
0 03 03670 
100040 
Qo 10 03571 
140040 
140500 
0405 77 
140100 
a 05 63521 
74 1270 
G of G3543 
141050 
74 1270 
G0 01 03546 
G 02 04221 
101040 
G of 03567 
0 02 04222 
iaoo040 
0 01 03553 
Q o2 04221 
0 11 03656 
0-01 03163 
101000 
G 12 04222 
0.02 03525 
101040 

01 03126 
O1 O3i4i 
10 00173 
G1 a2160 e

o
o
0
o
 

G oocooG 
Q 02 02151 
100040 

-0 01 03571 
-a 01 01572 

140040 
0 04 04222 
a a1 03567 

G@ 10 a3603 
141313 

o cooooo 
140040 
G 04 04340 

-0 02 03603 
0.04 O40i1 
0 02 04341 

* 

* If M6800 

* communication .. 

* 

CAi LDA MCTR 
ANA =16 
S2E 
JST XCAL 
CRA 
SSM 
ARS 1 
SSP 
ERA BYTE 
OTA DGOB 
JMP #-1 
CAL 
OTA DGOB 
JMP *-1 
LDA PAS 
SNZ 
JMP IRC 
LDA UMNO 
SZE 
JMP *=2 
LDA PAS 
CAS =1 
JMP PSRM 

NOP 
IRS UMNO 
LBA REST 

SNZ 
JMP CA20 
JMP LSBE 

IRC JST LNRF 
JMP CAz2 

* 
XCA1 DAC ee 

LDA CALM 
S2E 
JMP* XCAL 
JMP*x CLO6 

* 

CA2C CRA 
STA UMNO 
JMP TRC 

* 

BRKC JST ERCL 
BCI 1,BK 

= 329; 
PAGE 

off-line and no longer in 

go back to BASIC ! 

HADIOS Executive ERROR handling routine 
* 
* 
* Adjusts location 
* 
cE RCL DAC 

CRA 
STA 
LOA* 
STA 
LDA 

ee 

CTRS+1ii 
ERCL 
EDAC 
CTRS+12 

“61 where requires



03611 
03612 
03613 
03614 
03615 
G3616 
03617 
o3620 
03621 
03622 
03423 

6 3624 
03625 
O3626 
034627 
03630 
03831 
03632 
034633 
a3624 
03635 

Sé 03636 

    - 
200d 
2001 
2002 
2003 

2004 
2005 

2006 
2007 
2003 
2009 
2010 

  

03537 
3 a3640 
03641 
a3é42 
03643 

2 03644 
03645 
a364é6 
03647 
o3650 

  

o4co0 
o4c01 
04002 

100040 
a ai a4006 
Q 02 00632 
100040 
0 01 03617 
G oi a4a06 
001001 
Q 02 04325 
0 03 03664 
1o00a40 
14 0570 
Q 02 04325 
0 03 034663 
100040 
14 0770 
Q 02 04325 
0 03 03662 
ioo040 
14 0370 
140040 
0 04 00632 
GO O2 G0O61 
Q 04 00630 
G 10 00706 
14 0220 
GO O2 00102 
140401 
0 G3 00264 
Q 04 00264 
74 0020 
0 02 00635 
G 04 G0061 
14 0020 
000401 
0 02 G0631 
100040 
0 01 04006 

ooo0001 
oo015s4 
000146 
ocoi4a 
000010 
caooa4 
oo0002 
177777 
177776 
177775 
000020 

Ga3671 

ooc4o1 
0 02 00643 
o 04 coa34 

HFIN 

BASS 

* 
GFIN 

= 326 - 

$ZE 
JMP MODE 
LDA CALG 
SZE 
JMP #t2 
JMP MODE 
INH 
LDA CTRS 
ANA = 
SZE 
ocp SET1 
LDA CTRS 
ANA = 
S2ZE 
ocP SET2 
LDA CTRS 
ANA = 
SZE 
ocP SET3 
CRA 
STA CALO 
LDA “él 
STA Lé1 
JST MTES 
ocP SCLK 
LDA LNRA-2 
CMA 
ANA MASK 
STA MASK 
SMK “20 
LDA NMAX 
STA “él 
ocP CLK 
ENB 
LDA HEND 
SZE 
JMP MODE 

FIN 

EqQu * 
ORG -4000 
SETB BAS4 

ENB 
LDA SIP2 
STA SIP 

PAGE 36



2052 
2053 

2054 
2055 
2056 
2057 

2053 
2057 

2060 
2061 
2062 
2063 
2064 

2065 
2086 
2067 

  

o4003 
04004 
a4goas 

o4006 
04007 
a40i0 
o4011 
o4oi2 

o4013 
» 04014 
oqois 
o4016 
a40i7 
04020 

04021 
aqo2z2 
04023 
04024 
04025 
o4026 
04027 
o4o30 
O4031 

oqaus2 
04033 
a4034 

3 04035 
04036 
04037 
04040 
04041 
o4042 
04043 
aqa4a4 

04045 
04046 
a4a47 
04050 
o405i 
04052 
04053 
04054 
a4055 
a40s6 
04057 

oO 
oO 

-0 

a2 00644 
04 00037 

01 01572 

140040 
0 

aa 
0 

04 00265 
10 4012 
000000 

005243 

e
0
0
0
0
0
 

S
e
c
e
P
e
C
o
o
K
o
O
G
O
D
o
O
e
o
O
5
0
 

coaccoa 
ao0000 
coaooa 
ooo000 
cacoag 
oooo000 

coo000 
O02 02367 
11 04406 
oi 04040 
O01 04027 
O1 o4021 
12 04043 
oz o4400 
04 04044 

40040 
35 04405 
a4 04401 
12 00000 
G1 04034 
O1 02635 
1a a2506 
01 02635 

ooacoo 
oo0000 
ococoa 

ooio001 
0 
o 

0 
-O 
-0 
-o 

0 
a 
0 
G 

02 00344 
a6 04404 
04 04054 
G2 04044 
10 00675 
10 00654 
000000 
12 04054 
12 04054 
12 04044 

* 

LDA 
STA 
JMP* 

-327 - 

SBP2 
SBP 

cLoé 

  

PAGE 30 

* Return to BASIC command mode via *5243 
* 
MODE 

EDAC 
ERR 
* 
* M6800 FORTRAN 
* 

CRA 
STA 
JST* 
DAC 
oct 

IFLG 
ERR 
#*e 

5243 

MC12 XAC C#i2 
MC21 XAC C#£21 
ML22 XAC L#22 
MH22 XAC H£22 
MD22 XAC D£z22 
MM22 XAC Mé22 
* 
* All M6800 CB2 bytes 
® codes here .. 255 
* 254 
* 
NCEK DAC RE 

LDA CFLG+1 
CAS =254 
JMP MzZSS 
JMP M254 
JMP® . NCEK 

M254 IRS F254 
LDA MDAC 
STA BUFA 
CRA 
LDXx =-30 
STA® MDACH1 
IRS o 

JMP ¥-2 
JMP CcB1 

M255 JST MFIN 
JMP CB1 

N254 BS2 1 
F254 BSZ 1 
BUFA BSZ i 
* 
B254 INH 

LDA PARS+1 
ADD =114 
STA BDAC 

BREP LDA® BUFA 
JST* C12 
JST H22 

BDAC DAC #* 
IRS BDAC 
IRS BDAC 
IRS BUFA 

library pointers here 

checked for error 
Error or scans over 
M6300 data transfer



ho
 
n
n
 

na
 
h
n
 

a406a 
04061 
04062 
04063 
04064 
04065 
04066 
04067 

2 04070 
04071 
a4a72 
04073 
a4g74 
04075 
04076 
a4077 
o4iog 
04101 
O41i02 
04103 
o4i04 
04105 
04106 
04107 
o411ia 
04111 
Q4i12 
04113 
04114 
04115 
a41ié6 
04117 
o4iza 
O4i12t 

S 04122 

04123 
o4i24 
04125 

' 04126 

04127 
o4130 
04131 
a4132 
04133 
04134 
04135 
04136 
04137 
c4i4o 

O4i4t 
a4diq2 

Q 12 04042 
QO G1 04051 
aac4oi 
101000 
0 a2 04341 
100040 
oO 01 01553 
0 O1 00266 

02 00636 
04 04073 
G1 G4074 
oo0000 

-0 10 ané40 
000003 
ococao 

, 000000 
coocoa 
0 02 02151 
101040 

-0 O01 01572 
0 35 a4403 
140040 
1 04 04223 
@ 12 00000 
O O1 a4106 

-0 10 00453 
-Q 004076 
-0 10 00676 

0 Gi o0S7a 
100040 
G 12 a4220 

-0 10 00653 
-a 004077 
-0 10 00676 

G G1 cos70 
141206 
Q 04 a4isé 
140407 

04 04155 

04 g0000 
12 o0GGO 
02 04215 
a4 a4216 
12 04216 

-0 10 00653 
-0 GO4100 
-G 10 G0676 

0 O1 00570 
-0 04 04216 

0 12 04100 
G 12 G4100 

o
o
0
0
0
 

S
2
0
0
0
6
0
 

* 5 PAGE ‘ 
IRS N254 
JMP BREP 
ENB 
NOP 

LDA CTRS+12 
SZE 
JMP AZ 

JMP DISP 
* 
* BASIC statement -~-- CALL(4,1,M,D¢0)) 
* 1=0 if M6800 on-line »s I=1 if off-line 
* M=nuber of H314 words to be transferred 
*M= 1 to 30 only 
* 
SUB4 LDA NEXT 

STA *+2 
JMP H+2 
DAC #¥ 
JST* FAT 
DEC 3 

I BSZ 1 
M Bsz 1 
D BSZ i 

LDA CALM 
SNZ 

JMP* CLOS 
LDX =-4 
CRA 

STA MIC+4,1 
IRS 0 
JMP #-2 
JST* L22 
DACx I 
JST* C21 

JUMP ERI 
SZE 
IRS MCA 

JST* L22 
DAC* M 
JST* C21 
JMF ERI 
ADA 
STA BUF 1 
TCA 
STA CHN4 
STA Q 
IRS a 
LDA BUF2 
STA BUF3 
IRS BUF3 

CA2K JST¥ L22 
DAC* D 
JST® C21 
JMP ERI 
STA® BUFS 
IRS D 
IRS D



04143 
04144 
0414s 
04146 
04147 
04150 
04151 
a4152 
04153 
04154 
04155 
04156 
04157 
04215 
04216 
04217 
04220 
a422i 
04222 

04223 
G4224 
04225 
04226 
04227 
04230 
a4231 
a4232 
04233 
04234 

04235 
04236 
04237 
a4240 
o4241 
04242 
a4243 
o4244 
o4245 
04246 
a4247 
04250 
a42si 
04252 
04253 
04254 
a4255 
04256 
04257 
04260 
04261 
04262 
04263 

04264 

04265 

e
e
0
0
c
0
0
0
 

o N 

04216 
acooa 
04134 
o4215 
04216 
04217 
04220 

100040 
0 Oo1 

-O G1 
04223 
01572 

oo0000 
ooocoa 
ooooo0 
Q G04156 
oo0000 
ooooca 
000000 
aocaca 
000000 

-0 02 
Oo a6 

-0 04 
oz 
04 
12 
12 
a2 
o4 
O1 e

°
7
e
0
e
0
c
n
o
 

04215 
04407 
04215 
a421s 
02454 
04221 
04222 
o4155 
02452 
a3126 

G cocooG 
0 02 o3i71 
100040 
Q o1 
0 02 
Oo 04 
a a2 

04257 
a4215 
02454 
04217 

101040 
oi 
02 

a1 
a4 
a2 
04 S

0
0
0
5
0
 a4250 

o4155 
a4252 
04156 
a44aa2 
02452 

140040 
a 04 
OMe 
0 01 

02384 
O3171 
03532 

140040 

04 
a4 
02 
a4 
12 
a1 e

c
o
c
c
o
0
n
o
 osi71 

04217 
03170 
02364 
02365 
a3532 

CHN4 
BUF i 

BUF2 
BUF3 
MIC 
MCA 
PAS 
UMNO 

DAP 

XK 1 

LCAI 

IRS 
IRS 
JMP 
LDA 
STA 
IRS 
LDA 
SZE 
UMP 
IMP x 
BSz 
BSz 
BSz 
DAC 
BSZ 
BSz | 
BSz 
BSZ 
BSZ 

LDA 
ADD 
STA# 
LDA 
STA 
IRS 
IRS 
LDA 
STA 
JMP 

DAC 
LDA 
SZE 
JMP 
LDA 
STA 

SNZ 
JMP 
LDA 
JMP 
STA 
LDA 
STA 
CRA 
STA 
IRS 
JMP 
CRA 
STA 
STA 
LDA 
STA 
IRS 
JMP 

EDAD 

BUF3 
a 
CA2x 
BUF2 
BUF3 
MIC 
MCA 

DAP 
cLoé 
1 

30 
BUF 1 

BUF2 
=256 
BUF2 
BUF2 
ABF2 

PAS 

UMNO 

CHNG 
CHNO 

CAza 

He 

XXKX2 

LCA1L 
BUF2 
ABF2 
MIC 

BtS 
CHN4 
¥+3 

BUF 1 
=—1 
CHNO 

ABIM 
XXX2 
CAL 

XXX2 
MIC 
XCAT 
ABIM 
XXX 
CAi 

PAGE a



2192 
2183 
2184 
2185 
2186 
2187 
2188 
2189 
2190 
2191 
2192 
2193 
2194 
2195 
2196 
2197 
2198 
2199 
2200 
2204 
2202 
2203 
2204 
2205 
2206 
2207 
2208 
2209 
2210 

  

04266 0 oo0000 
04267 0 G2 00630 
04270 -1 07 04307 
Q4271 -1 06 04312 
04272 -1 04 04312 
04273 G G2 00632 
04274 101040 
04275 G G1 04301 
04276 Q 02 00637 
04277 -1 04 04307 
04300 -0 01 04266 
04301 Q 02 00635 
04302 -1 04 04307 
04303 -0 G1 04266 
04304 0 001026 
04305 0 001057 
64306 a 001110 
04307 G co10z5 
04310 0 001056 
a43i1 G@ ao1107 
04312 000000 
04324 Oo 004312 
04325 000000 
04342 cooooag 
04400 Q 004342 
04401 1 004400 
04402 177777 
04403 177774 
04404 000162 
a440s 177742 
04406 0003746 
04407 ooo4o0 

004410 

co063 Go cooa2i 

cossi 0 003603 

oo716 O 000313 

oo7i7 QO 003601 

* C4012 -O O1 GO716 

aoo4ss AIS 

oo00471 A20 

= 33075: 

x PAGE 
* Time adjustments for counter code .. 
* 
TIME DAC RE 

LDA Léi 
SUB* TIM+3,1 
ADD® ADT+S,1 
STA* ADT+3,1 
LDA CALO 
SNZ 

JUMP e+4 
LDA CINT 
STA® TIM+3,1 
JMP* TIME 
LDA NMAX 

STAx TIM+3,1 
JMPx TIME 

TIM DAC TIM! 
DAC TIM2 
DAC TIM3 

ADT DAC ADT1 

DAC ADT2 
DAC ADT3 

MCTR BSZ 10 

MACS DAC MCTR 4 
CTRS BSZ 13 

BUFM BS2Z 30 
MDAC DAC BUFM 

DAC BUFM+30,1 
FIN 

BAS4 EQU * 
* 

* Patch in BASIC ‘CALL’ sequence 
* “4012 originally contained JMP IBUF 
* “S51 originally» contained “S243 
* BASIC ‘BREAK’ instruction in “3267 
* 

ABS 
ORG “63 
DAC SKST 
ORG *SS1 
DAC ERCL 

ORG “716 
BAC CALL 

ORG SORE 
DAC BRKC 
ORG “4012 
JMP® “716 
END 

003246 ALS Go3s26 AL? 003402 

001552 A3 oo0114d2 Aq 001207



AS 
Ay 

ABF2 

ABM 

ADT 

AINT 

8254 

BSI 
855 

BASZ 
BDAC 

BRKC 

BUFS 
Ci 
c200 

CAzZ 
CA23 
CAZX 
CALM 

COAT 

CHAN 
CHM 
09 § 
CIRX 
CONT 

CTRI 

CZER 

DATA 

0GO4 

o1Ss 

EFLG 

ERI 

ESBM 
FLGI 
GFIN 

GRF1 

HALT 

HPC1 

I 
1cT3 
ITM1 

22 
LNKB 

LNKF 

LNRD 
SBE 

MOx 
M254 

MACS 
MESO 
MBS4 

MC1 
Mc3 
MCOD 
MCTR 

MDAC 
MIC 

001255 
ao2374 
0024954 
agZzZ276 
004307 
ooao71 
004045 
oo1246 
001306 
002713 
004054 
G03661 
004216 
ao3527 
003236 
Go2160 
003050 
ao4134 
002151 
003460 
002565 
oo2574 
a00247 
o00246 
000030 
o00470A 
003513 
acca7aa 
001370A 
ooasas 
002146 
aaos7a 
002227 

oci030 
oo4o00 
oosi2z3 
003014 
ao1350 
004076 
oo1aé2 
001027 
c0dséS3A 
oo0107 
aaaiés 
000145 
a03141 

002034 
o04027 
004324 
o03323 
003447 
o01é622 
001632 
coz1s50 
oo04312 
co44ca 
004217 

ASA 

ABF3 
ABUF 
ADT1 
ALRI 
B48 
BS2 
BSS 
BASS 
BFO 
BSTP 
BUFA 
Ciz2 
C21 
CAz0 
CA2C 
CADR 
CB1 
CERR 
CHEC 
CHXR 
CINT 
Cust 
cT1 
CTR2 

DBF 
DGOB 
OLY 
ENS 
ERR 
F254 

FLG2 
GOAD 
GRF2 
HCTS 
HPC2 
TBUF 
IFLG 
ITM2 
Léi 
LNKC 
LNRA 
LNRE 
LSBY 

Mi 
M255 
MASK 
MBS1 
MBSS 
MC12 
MCSés 
MCPI 
MCTS 
MERR 
MIKR 

* 

001516 
002456 
002573 
a01434 
001025 
001470A 
001200 
aoi240 
001320 
003671 
001544 
001547 
004044 
0006754 
000676A 
003126 
003576 
003237 
002635 
000572 
002130 
aqissa 
000637 
O0Gg515A 
000506 
000670A 
004100 
001546 
001270A 
oo01421 
001514 
o040i2 
004043 
oo1oé! 
000306 
oo3s124 
001430 
001402 
000230A 
oao2zé5 
oo10s0 
oo0630 
000122 
000104 
000160 
a02547 

002052 
ao4a4a 
000264 
003372 
003437 
oo40i3 
000042 
oasis 
002275 
0d3062 
000073 

= Oot = 

AS 
ABIS 
ABF4 
ACLK 
ADT2 
ANAG 
B49? 
BS3 
BASO 
BAS4 
BFM 
BUF 1 
BUFM 
ci23 
c3 
CA21 
CA2R 
CALO 
CB2 
CFLG 
-CHNO 
CIH 
CIR 
cLoé 
cT2 
CTR3 
D22 
DGIA 
DISP 
DLYM 
ENSM 
ERRM 
FSO 

FLG3 
GPAR 
H22 
HEND 
HREG 
IcT1i 
INT 
ITM3 
LCA1 
LNKD 
LNRB 
LNRF 

M2 
M3 
MB48 
MBS2 
MESS 
MCc2 
MCA 
MCP2 
MCX 
MFIN 
MINS 

001323 
Ooi4ai 
002455 
Oo11is 
001056 
oooi708 
a01172 
oo1z52 
000746 
oa44ia 
002453 
a04isé 
004342 
aos240 
o03S31 
oo2é654 
002646 
o00632 
001637 
002366 
002452 
oagi7é 
a00222 
oais72 
o00S26 
a0c270A 
0006704 
GoL1i704 
000266 
ooz266 
002361 
ao2147 
0008646 
ooi1i12 
g00422 
o0gés4a 
g00631 
ao1426 
o01000 
oo0sés 
Oo11i11 
o04257 
000135 
ooo117 
000173 
aa4qa7?7 

002071 
go21ia 
003316 
003362 
003454 
ag1é26 
o04220 
oos020 
000727 
ao25046 
003526 

PAGE 
,A7 
ABFO 
ABIM 
ADBF 
ADTS 
ARRG 
BSO 
BS4 
BAS1 
BBB 
BREP 
BUF2 
BYTE 
c2 
CA1 
CA22 
CA2S 
CALL 
cB22 
CHS 
CHN4 
CIHA 
CIRA 
CLK 
cT3 
CTRS 
DAP 
DGIB 
DISa 
EDAC 
ERCL 
ESBL 
FAT 

FRST 
GRAF 
HAD 
HFIN 
HTES 
IcT2 
TRC 
KT 
LNKA 

LNKE 
LNRC 
LSB 
Mo 

M22 
Mé6sa 
MB49 
MBS3 
MBUF 
MC21 
MCKK 
MCP3 
MD22 
MH22 
ML22 

41 
001553 
ao2572 
002364 
ao1S45 
001107 
000633 
001204 
001314 
001700 
002457 
004051 
004215 
003521 
003530 
003532 
003031 
002175 
a00313 
002460 
ooo70s 
004155 
oooési 
000245 
acaazoa 
000546 
oo4s2s 
004223 
aa1070a 
000301 
oo4oit 
003603 
001362 
000640 
oo0déa4 
003076 
G01770A 
003620 
Go1s76 
001031 
003567 
a00645 
coao74 
000150 
ao0132 
003473 
ooz017 
000674A 
ccaoa1 
003306 
003377 
002301 
oa4o14 
000650 
o03023 
004017 
a04a1é 
004015



MLot 
MPC2 
MUX 
NCEK 
PARS 
PASS 
PNIM 
REP 
SBPI 
SECZ2 
SETW 
SKST 
STUP 
SUBS 
TIML 
TZER 
UNEW 

   
ccod WA 
DAP=16 

002152 
oo2247 
001365 
oo4az21 
000343 
ao2570 
003172 
001530 
000642 
oczoo0 
002362 
aoaazi 
o01s1sS 
oca4o70 
ao1026 
001636 
002556 
Go31z2 
003571 
o049235 
003235 

MM22 
MREG 
MUXM 
NEXT 
PAS 
PAS4 
PROC 
REPi 
SBP2 
SET1 
SIP 
ss 
SUBI 
TABL 
TIM2 
u 
UOUT 
VIAX 
XCAT 
XXK2 

= 332 

= 

004020 
002273 
002232 
G00636 
004221 
ag2zs71 
oo2540 
oo2412 
000644 
G00S70A 
000034A 
o04064A4 
000331 
ao03s17 
001057 
a006é62 
o02575 
003026 
003170 
oo3171 

RNING OR ERROR FLAGS 
MOD 2 REV. C 01-26-71 

MODE 
MSBY 

NMAX 
PASI 
PoCS 
PSRM 
SAVK 
SCAN 
SET2 
SIP1 
STOP 
SUB2 
TEST 
TIM3 
UDAT 
VECI 
WAS 
XCTR 
Yizs 

0049006 
aoz543 
o006é61 
O00635 
O02566 
ccooga 
003163 
qoca72z 
001573 
a00770A 
000641 
ao0277 
000601 
003525 
Ooli10 
O02615 
002634 
oo 23 
002363 
onz446 

    

42 
002215 
aoa706 
004042 
002433 
002567 
003112 
902370 
o00037A 
0002204 
o00370A 
000643 
a0is74 
000652 
004304 
004266 
agd222 
003121 
o01ssi 
002365 
oosoca



= 333 - 

Table A4.2 Source listing of the M6800 Executive 

  

* 

* M6300 EXECUTIVE --- VERSION DATE 24.01.1983 * 

* THE HADIOS EXECUTIVE IN THE H314 SHOULD BE * 

* INITIALISED BEFORE NORMAL EXECUTION OF THIS * 

* PROGRAM IS POSSIBLE. THE NMI-SWITCH SHOULD * 

* * 

* * 
* 

BE USED TO RETURN TO MIKBUG MONITOR IN ROM 
PREPARED BY A.F.SHAFII 

a 

ORIGIN EGU £4000 
x 
* MIKBUG ROUTINES 
* 

  

     

  

     

      

INHEX EMU ££059 ACCEPT 1 HEX DIGIT FROM VDU 

INEEE Emu #E1AC PLACE CHARACTER IN VDU IN A-REG. 

GUTCH EL) £6075 PRINT CHAR. FROM ALIDRI #F018 

FOATAL EGU £E07E PRINT BYTES FROM MEMORY 

DUT4HS EU £008 PRINT 4 HEX DIGITS AND SPACE 

CRLF En £E0B1 RETURN AND LINE FEED . 

* 
TORAO W éF528 FIA A-SIDE 1/0 REGISTER 

DDRAO IORAO SAME FOR ITS DATA OIRECTION REG 

CRAG #F529 A-SIDE CONTROL REG 

IORBO #F52A PIA B-SIDE 1/0 Ri 

DDREO TORBO SAME FOR ITS DATA DT ETION REG 

CRBO #F52E B-SIDE CONTROL REGISTER 

* 
IRGVEC Est! £000 IRG. INTERRUPT VERTOR 

NMIVEC Emu £F006 NMI INTERRUPT VECTOR 

STE Eau £F014 SWI INTERRUPT CTOR 

En £6133 MONITOR SWI OR O 

EGU £E0R0 MIKBUG MONITOR ENTRY POINT 

RMB 2 A(O) 
RMB 2 AC2) 
RMB 2 A(5) 
RMB 2 B(O) 
RMB 2 B(48) 
RMB 2 B(S1) 
RMB 2 B(S4) 
RMB 2 B(57) 

  

* £F000-£F072 IS SCRATCHFAD RAM FOR MONITOR 

* £47F5-£6921 IS RUN-TIME PACKAGE STACK 

* 

¥5D BASIC STATEMENT --- CALL SIUBO 
* 

SUBO SEI 
LDAA ##£FF



STAA CHAN7 
LDX 
STX 
LDX 
STX 
LDX 
STX 
CLI 
LDBX 
JSR 
LDX 
JSR 
LDX 
STX 
LDX 
JSR 
LDX 
JSR 
LDX 
STX 
LDX 
JSR 
JSR 

TYPMOD JSR 
LDX 
JSR 
JSR 

#NMIRES 
NMIVEC 
#POLL 
TRQVEC 
#MYSWI 
SWIVEC 

#VDU 
PDATAL 
#VDUS 
PDATAL 
#SUBO-1 
AO 
#A0 
OUT4HS 
#VDUO 
PDATAL 
#END 
Ao 
#A0 
OUT4HS 
CRLF 
CRLF 
#VDU10 
PDATAL 
INEEE 

CMPA #‘Y 
BEQ GOYES 
CMPA #‘N 
BER 
BRA 

SOND 
TYPMOD 

GOYES CLRB 
STAB MODE 

» BRA TYPECR 
BOND LDAB #1 

STAB MODE 
TYPECR JSR INEEE 

CMPA #£0D 
BEQ 
BRA 

GOCRLF JSR 
JSR 
SEI 
JSR 
CLI 
JSR 
RTS 

* 

*RETURN TO 

GOCRLF 
TYPECR 
CRLF 
CRLF 

PIAOAB 

INIT2 

SD BASIC 

Soa 4ee 

SET INTERRUPT VECTORS 

HIGH SD BASIC ADDRESS 

HIGH PROGRAM ADDRESS 

INPUT ‘Y’ FOR ON-LINE = MODE=0 
‘N’ FOR OFF-LINE: MODE=1 

CONFIGURE PIA --- BASE ADDRESS #£F525 
IF OFF-LINE THEN A-SIDE CA1 
INTERRUPTIBLE ELSE BOTH NORMAL 
HANDSHAKE MBDE



= 330 = 

MODE RMB 1 
* 
*3D BASIC STATEMENT --- CALL SUB1(A(0),B(0)) 
* 
SUBL STS SPSAVE SAVE STACK POINTER 

LDAA START 
BNE INIT1 
JMP DISP JUMP TO DISPATCHER 

START RMB 1 
INIT1 CLR START 

STX XSAVER SAVE ADDRESSES A(O) AND B(O) 
LDX 4+X THROUGH CALL STATEMENT 
DEX 
DEX 
STX TEMP 
JSR XPLUSS 
STX BVECO SAVE ADDRESS B(O) 
LDX XSAVER 
LDX 10+X 
JSR XPLUS4 
STX AVECO SAVE ADDRESS A(0) 

LDAA #3 
TAB 
DECB 
BSR BMULTX 
STX AVEC2 SAVE ADDRESS A(2) 

BSR UPDATE 
STX AVECS SAVE ADDRESS A(5) 

LDX BVECO 
LDAB #48 
BSR BMULTX 
STX C1B49 SAVE ADDRESS B(43) 
BSR UPDATE 
STX C2BS51 SAVE ADDRESS B(51) 
BSR UPDATE 
STX C3B54 SAVE ADDRESS B(54) 
BSR UPDATE 
STX BS7 SAVE ADDRESS B(57) 
LDX AVECZ 
LDX O+X 
STX AVEC2N STORE VALUE OF A(2) IN AVECZN 
IMP XMODE 

AVEC2N RMB 2 
* 
UPDATE TAB UPDATE ADDRESS IN X BY 4¥%(B) TIMES 

BSR BMULTX



* 
BMULTX 

INIT2 

RTS 

JSR XPLUS4 
BECB 
BE 
BRA 
RTS 

¥+4 
BMULTX 

LDAB #4 
STAB 
STAB 

MULT 1 
SCANO 

STAB FINISH 
STAB START 
LDX 
STX 
LDX 
STX 

- STX 

   

CLEAR 

CLRFIN 

* 
XMODE 

STX 
STX 
STX 
STX 
STX 
STX 
STX 
STX 
STX 
STX 

STX 
STX 

#1 
TF 
#0 
GOAD 
GOAD+2 
BOAD+4 
BYTEO 
OUTPUT 
ADDBUF 
INPUT 
AFLAG 
ERR314 
Ao 
CB2CTR 
CA2CTR 
IFLG 
MUXM 
CHAND 

CLRB 
STAB CBICTR 
LDAA #10 
LDX #MCTR 
STAB X 
DECA 
BE 
DEX 
ERA 

CLRFIN 

CLEAR 
STAB FREQ 
RTS 

LDAA MODE 
BEG ONLINE 
LDAA #146 
STAA MCTR 
JSR INITCB 
JMP DISP 

BUMP X SIX TIMES 

INITIALISE ALL PROGRAM FLAGS 

COUNTER FOR NUMBER OF SCANS 

CLEAR 

CLEAR 
CLEAR 
CLEAR 
CLEAR 
CLEAR 
CLEAR 

CLEAR 
CLEAR 
CLEAR 

CLEAR 
BUFFER 

SEND 10 DUMMY FARAMETERS 

DISFATCHER TABLE - 4 BYTES 

BYTEO AND CFLG 
OUTPUT BUFFER ( 2 BYTES ) 
TEMP. ADDRESS BUFFER 
INPUT BUFFER ( 2 BYTES ) 
AFLAG AND BFLAG 
ERR314 AND PASS 

  

  

IFLIG AND CHAN 
MUXM AND CHAN7 
CHAN? AND LABYTE 

MCTR ( HADIOS FARAMETERS ) 

  

TO H31é



ONLINE LDX AVECO 
STX AO 
LDAA TEMP+1 
STAA ADDI 
LDAA TEMF 
STAA ADDBi+1 
LDX ADD1 
STX ADD1O 

* 
DEVICE TEST === 
* 

STS STACK 
LDS #MCTR 
LDX AVECO 
LDAA 7+X 
FPSHA 
ANDA #1 
BNE VIAO 
LDAA #1 
STAA CFLG 
LDAA MCTR 
ANDA #2 
BNE VIA3S 
LDAA MCTR 
ANDA #4 
BNE VIA3 
LDAA MCTR 
ANDA #8 
BNE VIAS 
JMP ERRO 

AQ RMB 2 
CHANCK SUBA #47 

BLS RTCHEK 
IMP ERRO 

RTCHEK RTS 
FINISH RMB 1 
x 

VIAQ LDAA 31+X 
BNE VIA3 
JMP ERR1 

VIA FPSHA 
LDAA 19+X 
FSHA 
BSR CHANCK 
LDAA 25+X 
PSHA 
BSR CHANCK 
LDAA 37+X 

- 337 - 

SAVE ADDRESS A(0) 

CFLG=1 IF NO ANALOGUE INFUTS REQUIRED 

SAVE STACK POINTER.LOAD A-ARRAY 
AND STORE INTO MCTR.CHECK VALUES 

GET A(i) - HADIOS DEVICE CODE 

ANALOGUE INFUTS ONLY ? IF YES+SKIP 
COUNTER TESTS 

SET ‘COUNTER(S) ONLY’ FLAG 

COUNTER 1 ONLY ? 

COUNTER 2 ONLY ? 

COUNTER 3 ONLY ? 

HADIOS DEVICE NOT CORRECTLY 
SPECIFIED ! 
ANALOGUE CHANNELS REGUIRED 
IN RANGE 7 

GET A(5) - DELAY FACTOR IN 
ANALOGUE INFUTS MULTIPLEX ING 
OPERATION. ZERO NOT RECOMMENDED ! 

GET A(3) - FIRST ANALOGUE CHANNEL 

CHECK RANGE =? 0 TO 47 ONLY 
GET A(4) - LAST ANALOGUE CHANNEL 

CHECK RANGE = 0 TO 47 ONLY 
GET A(6é) - COUNTER 1 SCAN TYPE



SPER IS 

PSHA QO = NON-INTERRUPT MODE 
LDAA 43+X GET A(7) - COUNTER 1 PRESET VALUE 
PSHA 0 TO 255 
LDAA 49+X GET A(8) - COUNTER 2 SCAN TYPE 

    

  

PHA 1 = COUNTERS INTERR NABLED 
LDAA S5+X GET A(?) - COUNTER 2 PRESET VALUE 
PSHA 
LDAA &11+X GET A(10) - COUNTER @ SCAN TYPE 
FSHA 
LDAA 67+X GET A(11) - COUNTER 3 PRESET VALUE 
FSHA 
LDS STACK RESTORE STACK POINTER 

*CALCULATE BEGINNING CHANNEL ADDRESS IN FREADC 
* 

JSR PREADC 
JSR INITCB SEND 10 HCDIOS PARAMETERS TO H314 
BRA CLOCK 

STACK RMB 2 
RMB 
RMB 1 

IS LOW AND CA2 IS HIGH ON HARDWARE RESET 
ENSURE BOTH ARE HIGH INITIALLY 

EAR IRG FLAGS FROM SPURIOUS CB1‘S,CA1‘’S 

  

   

  

* 
PIAOAB LDAA #4111000 

STAA CRAO A-SIDE CONTROL REGISTER 
CLRB 
STAB DDRAO A-SIDE DATA DIRECTION REGISTER 
STAB CRBO B-SIDE CONTROL REGISTER 
COMB 
STAB DDRBO B-SIDE DATA DIRECTION REGISTER 
STAA CRBO 
LDAB #%100100 NORMAL HANDSHAKE-MODE 
STAB CRBO 
STAB CRAQ 
JSR CA1DAT CLEAR SPURIOUS IRGA1 FLAG 
STAB CRAO 
JSR SETCRA SET CRA TO %100101 IF OFF-LINE 
LDAB IORBO CLEAR SPURIOUS IRMB1 FLAG 
RTS 

* 

*SEND HADIOS OR DUMMY PARAMETERS NOW --- 10 CB2 INTERRUPTS 
* 

INITCB LOX #MCTR 
LDAB #10 

VIA2Z LDAA X 
JSR SENCB2 
DEX 
DECB 
BE INITOV



BRA 
INITOV RTS 
BYTEO RMB 
CFLG RMB 
XSAVEO RMB 
MUXM RMB 
CHAN7 RMB 
* 

< 4 >
 ty 

m
e
e
e
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*CONFIGURE MP-T INTERRUPT TIMER 
* 
CLOCK SEI 

LDAA ?+TIMER+5 SPECIFY TIMER IN SD BASIC 
STAA FREG 
LDX #£F53 
LDAB #£FF 
STAB 2+X 
LDAA ##£30 
STAA 3X 
LDAA FRE 
STAA 2+X 
NOP 
CLI 

WAICLE LDAA 3+X 
BMI OUT1 
BRA WAICLE 

OUT 1 LDAA 2+X 
LDAA ##3D 
STAA 3X 
IMP DISP 

* 

FREG RMB 1 
SCANO RMB 1 
+ 

STER FOR FIRST DUMMY 
; SET CONTROL 

INTERRUPT REC!    

WAIT FOR FIRST MP-T ‘INTERRUPT’ 

CLEAR IRGB1 FLAG 

* IRG INTERRUPT RESPONSE CODE 
* 
POLL LDX ##F530 

LDAA 3 
BMI CLEDAC 
LDAA CRAG 
BMI CAIRES 
JMP ERRIRG 
RTI 

  

    

* 

CLEDAC JMP CLERES 
* 

ERRIRG LDAA CHAN7 
BEG SYS1 
BSR FRINT 
BRA SYSZ 
JSR SYSOFF co]

 
< a = 

CLOCK INTERRUPT 

CAL INTERRUPT 
ERROR IRG ! 

IRQ INTERRUPT NOT RECOGNISED 
CHAN7=0 INTERRUPT W. THERE FROM 
BEGINNING. 

 



* 
HWTOM 

REPEAT 

* 
CLERES 

LDX #VDU12 
JMP GGG-4 
LDAA CHAN7 
BEQ sys3 
BSR PRINT 
BRA SYS4 
JSR SYSOFF 
LOX #VDU13 
IMP G6GG-4 

LDX #VDU14 
JSR POATAL 
RTS 

LDAA #%100100 
STAA CRAO 
JSR DATA 
ANDA #1 
BEQ HWTOMC 
JMP ERRCA1 
RTI 

JSR CALWAT 
JSR DATA 
TAB 
DECB 
STAB NWORDS 
LDX #ADBUF2 
JSR CAIWAI 
JSR DATA 
STAA O+X 
JSR CAIWAI 
JSR DATA 
STAA 1X 
INX 
INX 
DECB 
BNE REPEAT 
JSR SETCRA 
LDX #TASK2 
STX GOAD 
RTI 

LDX ##£F530 
LDAA 21X 
LDAA SCANO 
BNE PASS 
LDX AO 
DEX 
BE@ SCAN 
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BACK TO MIKBUG EVENTUALLY 
CAL INTERRUPT NOT RECOGNISED 

TURN OFF INTERRUPT MODE 

ACKNOWLEDGE WITH CAZ INTERRUPT ! 
FIRST H314 CA1 INTERRUPT MUST 
ACCOMPANY A“ 1" ! 

  

NUMBER OF H316 WORDS (2*N BYTES) 
LOAD X WITH BUFFER ADDRESS 
MAXIMUM - 30 WORDS ( 60 BYTES ) ONLY 
GET H31é BYTE AND ACKNOWLEDGE WITH 
CAZ INTERRUPT ! 

TURN ON INTERRUPT-MODE 
PLACE JOB POINTER IN DISPATCHER 

EXIT CA1 INTERRUPT RESPONSE 

CLOCK FIA BASE ADDRESS 
CLEAR IRGB FLAG 
FIRST SCANNING INTERRUPT FLAG 
M6800 SCANS AT THE FIRST 
CLOCK INTERRUPT 

IF X=0 THEN SCANNING INTERRUPT



STX 
RTI 

AO 

SCAN LDAA IFLG 
BEG 
JMP 

LOX 
LOX 
STX 

a > wy
 

w
 

PASS 
ERR4 
AVECO 
Orx 
Ao 

CLRA 
STAA SCANO 
LDX 
STX 
RTI 

ADBUF2 RMB 
* 

#TASK1 
GOAD+2 

40 

- 341 - 

ELSE EXIT AND TRY NEXT TIME ! 

CHECK INTERRUPT FLAG. 

SICANNING INTERVAL TOO SHORT ! 

RESTORE A(O) COUNTER IN AO 

PLACE JOB POINTER IN DISPATCHER 

EXIT SCANNING INTERRUPT RESPONSE 

* NMI INTERRUPT RESPONSE CODE - BOUNCY SWITCH 

BE USED FOR USER-INTERFERENCE * NMI MUST 
* 
NMIRES LDX 

JSR 
JSR 

RTFERR JSR 
INC 
JMP 

MYSWI LDX 
JSR 
JSR 
JSR 
JSR 
LDX 
STX 
RTI 

* 

JERRO JMP 
= 

FREADC LOX 

#VDUP 
PDATAL 
BEEP1 
SYSOFF 
START 
MON 

#VDUL4G 
FDATAL 
BEEF 1 
SYSOFF 
ERRCB2 
#MONSWI 
SWIVEC 

ERRO 

#MCTR-3 
LDAA OrXx 
LDAB 1+X 
SBA 
BMI JERRO 
INCA 
STAA CHANX+1 
STAA MUXM 
LDAA 1X 
LDAB #0 
SBA 
INCA 
STAA CHANX 
BSR MULT 

BEEP ONCE 
TURN-FF CLOCK IF ON-LINE 

BACK TO MIKBUG MONITOR 

MYSWI IS USER SWI INTERRUPT 

RESPONSE CODE 

TURN OFF CLOCK IF ON-LINE 
SEND A CB2 TO RESET HADIOS EXEC 

RESTORE MONITOR SWI VECTOR 
  

  

RETURN TO INTERRUPTED FROGRAM 

ROUTINE TO CALCULATE FIRST CHANNEL 

ADDRESS FOR B-ARRAY 
SAVE PERMANENT COFY IN ADDIO 

   

CHANNELS INCORRECTLY SPECIFIED 

CHANX+1+MUXM = A(4)-AC3)4+1



* 

*ADDBUF CONTAINS FIRST 
* 
MULT 

SHIFT 

DECR 

MULTI 
TEMF: 
ADDBUF 
* 
ADDW 

McADD 

BYTENO 
ADDL 
ADDZ 
ADDLO 
* 

BSR ADDW 
LDAA ADD1+1 
STAA ADDBUF 
STAA ADDLO 
LDAA ADDI 
STAA ADDBUF+1 
STAA ADDIO+1 
RTS 

CLRA 
CLRB 
LDX #8 
ASLB 
ROLA 
ASL MULT1 
BCC DECR 

ADDB CHANX 
ADCA #0 
DEX 
BNE SHIFT 
STAA ADD2+1 
STAB ADD2 
RTS 
RMB 1 
RMB 2 
RMB 2 

LDAB BYTENO 
cle 
LOX #ADDi 
LDAA X 
ALITA 21X 
STAA X 
INX 
DECB 
BNE 
RTS 
FCB 
RMB 
RMB 
RMB 

x o > oO
 

o 

N
M
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B CHANNEL ADDRESS --- DEFAULT B(O) 

AN 8 BIT BY S-BIT MULTIPLY ROUTINE 

NOTE: COULD HAVE JUST UPDATED ADDRESS 

USING X REG. AS IN PREVIOUS METHOD 

* THE M6300 DISPATCHER TABLE 
* 
DISP LDX SOAD 

BNE HWCAI 
LDX GOAD+2 
BNE CLKVEC 

  

   
   

ANY NEW DATA FROM 
IF YES;DATA IN ADBU 
CLOCK INTERRUPT REQUEST 7 

IF YES;+BEGIN A HADI



* 

* IE. 
* 
HWCAL 

* 

CLEVEC 
¥ 
TASK2 

LOADL 
RELOAD 

TASFIN 

STACK1 
* 
NWORDS 
* 
TASK 1 

CHANX 

LDAA GOAD+4 
BEQ 
CLR 
Los 
RTS 

IF MODE=1 RETURN 

SEI 
JSR 
CLI 
IMP 

IMP 

sTs 
LDX 
STX 
LDAB NWORDS 
LDX 
LDS #ADBUF2-1 

DISP 
GOAD+4 
SPSAVE 

OrXx 

DISF 

OrXx 

STACKL 
#0 

GO0AD 

BS7 

PULA 
STAA O+X 
PULA 
STAA 1X 
DECB 
BEQ 
INX 
INX 
INX 
INX 
INX 
INX 
BRA 
INC 
LDS 
RTS 
RMB 

RMB 

LDX 
STX 
INC 
JSR 

TASFIN 

RELOAD 
GOAD+4 
STACKL 

2 

1 

#0 
GOAD+2 
IFLG 
AZCHEK 

LDAA MUXM 
STAA CHANX+1 
BRA NOANAG 
RMB 2 
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DATA TRANSFER IN OFF-LINE MODE ? 
NO. .CONTINUE FOLLING 
CLEAR FLAG 
RESTORE STACK POINTER 
RETURN TO SD BASIC 

AFTER CALL SUB1(A(0),B(0)) 

NO IRG INTERRUPTS DURING 
H314 DATA TRANSFER TO B-ARRAY 

RETURN TO DISPATCHER LOOP 

GOTO CLOCK INTERRUPT RESPONSE 

SAVE STACK FOINTER 

CLEAR H314 DATA TRANSFER POINTER 

  

LOAD SF WITH OF OF ADBUFS 
PULL MSBYTE OFF STACK 
STORE IN B-ARRAY 
PULL LSBYTE OFF STACK 
STORE IN B-ARRAY 

  

FINISH 7 
BUMP X SIX TIMES 

BUMP OFF-LINE FLAG IN DISPATCHER 
RESTORE ( RTF ) STACK POINTER 
RETURN TO DISPATCHER 

BEGIN SCANNING INTERRUPT ROUTINE 
CLEAR ITS POINTER FIRST 
BUMP INTERRUPT FLAG 
IS NUMBER OF Sr 
YES+THEN TH 
= A(4)-A(3) 41 

  

   2
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*READ H314 DATA BYTES NOW 2 * ( CHANX+1 ) BYTES 

xONE CAZ/CAL HANDSHAKE 
* 
NOANAG LDAA CFLG 

ANAG 
* 
ENSM 

NONE 

VIAS 

VIAG 

VIA7 

VIAS 

* 
VIAS: 

BNE NONE 
JSR DATAIN 

LDAA #1 
STAA CHANX+1 
LOX AVECS 
STX ADDBUF 
JSR DATAIN 

LDAA MCTR 
ANDA #2 
BEG VIAS 
LDX CiB4s 
BSR CTRDAT 

LDAA MCTR 
ANDA #4 
BES VIA6é 
LDX C2B51 
BSR CTRDAT 

LDAA MCTR 
ANDA #5 
BEG VIA7 
LDX. C3B54 
BSR CTRDAT 

LDAA #1 
STAA CHAN? 
LDX #MWORDS 
JSR XXCAL 

LDX MWORDS 
BEG VIASX 
STX SWORDS 
LDAA MWORDS+1 
DECA 
LDX BS7 
JSR XXCAL 

CLR AFLAG 
CLR BFLAG 
CLR CHAN? 
JSR SETCRA 
LDS SPSAVE 
RTS 

PER BYTE TRANSFERRED 

COLNTER(S) ONLY ? 

NO,GO & READ ANALOGUE INFUT BYTES 

2 BYTES FOR ENSEMBLE NUMBER 

LOAD ADDRESS OF A(5) 

GO AND READ BYTES VIA CA2/CAL 

COUNTER 1 7 

LOAD ADDRESS OF B(45) 

GO TO COUNTER DATA ROUTINE 

COUNTER 2 7 

LOAD ADDRESS OF B(51) 

GO TO COUNTER DATA ROUTINE 

COUNTER 3 7 

LOAD ADDRESS OF B(34) 

GO TO COUNTER DATA ROLTINE 

SET TEMPORARY FLAG 

  

GET TOP WORD OF BUFFER BUF1 BSZ 

OF HADIOS EXECUTIVE 

IF ZERQ THEN NO H3ié DATA TO 

BE RETRIEVED..IF NON-ZERO THEN 

READ M WORDS ( (A)-1 > INTO B(57) ONWARDS. 

CLEAR PIA A & B-SIDE PROGRAM 

FLAGS
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MWORDS RMB 2 
SWORDS RMB 2 
* 

XXCA1 STAA CHANX+1 
STX ADDBUF 
JSR DATAIN 
RTS 

* 

CTRDAT LDAA #3 & BYTES FOR EACH COUNTER 
STAA CHANX+1 = SET UP CA2-CA1 COUNTER 
STX ADDBUF SET UP COUNTER ADDRRESS IN B-ARRAY 
INC CHAN? 

NFIRST JSR DATAIN GO READ DATA VIA CA2-CA1 HANDSHAKE 
CLR CHAN? 
RTS 

* 

SETCRA LDAA MODE IF ON-LINE THEN PIA A-SIDE 
BEG RSTACK REMAIN IN HANDSHAKE MODE 
LDAA #4100101 ELSE IN CA1 INTERRUPT MODE. 

ACR -STAA CRAO 
RTS 

RSTACK LDAA #%100100 
BRA ACR 

* 

*RETURN TO SD BASIC AFTER CALL SUB1(A(0)+E(0)) 
XSAVE2 RMB 2 
* 

* SD BASIC STATEMENT --- CALL SUB3(NyL) 
* N = DGOA CHANNEL NUMBER ( 6 < N < 15 ) 
* WU = 146-BIT INTEGER CONTROL OUTPUT ( 0 < U < 32747 
* 

SUBS  STX XSAVER SAVE INDEX REGISTER 
JSR SPBYTE GET FIRST ARGUMENT CIN STACK 
STAA NCHAN 
LDAB #15 
JSR NMTEST IS N WITHIN RANGE 7 
JSR SENCB2 YES, SEND IT To 
JSR SPDATA GET 2 BYTE CONTROL OUTPUT 
LDAB PLUS1 
JSR CBDATA SEND THEM TO H314 
RTS 

* 

NMTEST PSHA SAVE (A) ON STACK 
SBA (A) = (A) - (B) AS BINARY NUMBERS 
BLS #45 IF < 15 THEN RESTORE (A) AND RETURN 
JMP ERR? ERROR IF N > 15 ! 
PULA 
RTS 

* ws 

SPBYTE LDX 10+X LOAD SECOND ARGUMENT ON STACK



* 
SENCB2 

WAITCB 

OUTCB 

XCA1 

* 
SPDATA 

ADDX4 

* 
XPLUSS6 

XPLUS4 

* 
CBDATA 

LSB 

VIA? 

VIAPX 

LDAA S+X 
STAA CHAN 
RTS 

STAA BYTEO 
JSR CB20F0 
LDAA CRBO 
BMI 
BRA 

OUTCB 
WAITCB 

LDAA LORBO 
LDAA CRAO 
BMI 
RTS 
CLR 
SWI 
SWI 

LDX 
LOX 
STX 
LDX 
STX 
RTS 

INX 
INX 
INX 
INX 
INX 
INX 
RTS 

LDAA OUTPUT 
BRA 
LDAA OUTFUT+1 
BSR 
JSR 

XCAL 

BFLAG 

XSAVER 
4X 
XSAVER 
4X 
OUTPUT 

VIA? 

IN253 
SENCB2 

LDAA BFLAG 
BNE 
INC 
JMP 
CLR 

VIAPX 
BFLAG 
LSB 
BFLAG 

DECB 
BE 
LDX 
JSR 
STX 
LDX 
STX 
JMP 

CB2FIN 
XSAVER 
XPLUSS 
XSAVER 
4X 
OUTPUT 
CBDATA 
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NORMALLY ‘N‘’ OR ‘M‘’ FROM SUBS OR SUB4 

SAVE CB2 OUTPUT BYTE 
SEND BYTE TO H31é VIA C 
IRGB1 FLAG SET BY CB1 A 
BRANCH OUT IF SET 
ELSE WAIT FOR CBi. 
CLEAR IRQB1 FLAG 
IS IRGA1 FLAG SFURIOUSLY SET 7 

   
   

  

/CB1 HANDSHAKE 
NOWLEDGE 7 

RETURN IF NOT. 
IF YES THEN OUTPUT MESSAGE VIA SWI 
AND RETURN TO MIKBLG. 

THIS ROUTINE IS 
CONSECUTIVE WOR 
IN STACK.. z 

  

ALLY USED TO 
FROM ADDRESS 
SUB4 (M+D CO) ) 

      
    

BUMP X SIX TIMES 

BUMP X FOUR TIMES 

GET MSBYTE OF OUTPUT WORD. 
BRANCH TO CB2 0/F ROUTINE 
GET LSBYTE OF OUTPUT WORD. 
CHECK FOR RANGE + 0 LSBYTE < 
SEND MSBYTE VIA © CB1 HANDSHAK 
BFLAG SHOULD BE ZERO FOR MSBYTE 
TRANSFER...BUMP IT FOR LSBYTE TRANSFER. 

  

       

CLEAR BFLAG AFTER EVERY WORD TRANSFER 

DECREMENT WORD) COUNTER 

CB2 TRANSFERS OVER IF (B) ZERO. 

FETCH MORE CONSECUTIVE WORDS FROM 

ADDRESS IN STA' «BUMP SIX TIMES 

AS ADDRESS VARIABLE IS 4-BYTES LONG. 

LOAD X WITH VALUE OF LOCATION IN X ! 

STORE IN 2 BYTE GUTFUT BUFFER 
JUMP TO BEGIN © RANSFER 

    

  

   

 



CB2FIN RTS 
* 

IN253 CMPA D253 
BLS OUT253 
DECA 
BRA INZ53 

OUT253 RTS 
* 

XSAVER FDB Q 
D253 FCB 253 
D254 FCB 254 
D255 FCB 255 
FLUSL FCB +1° 

ok
 
k
k
 

OK
 O

K 

SUB4 STX XSAVER 
JSR SFBYTE 
STAA MDATA 
BE JERR? 
LDAB #30 
JSR NMTEST 
LDAA D254 
JSR SENCB2 
LDAA CHAN 
JSR SENCBS 
JSR SFDATA 
LDAB CHAN 
JSR CBDATA 
RTS: 

JERR? JMP ERR? 
* 
NCHAN RMB 1 
MDATA RMB 1 
SPSAVE RMB 2 
* 
* 
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COMPARE (A) WITH 253 
BRANCH IF LESS OR EQUAL TO 253 ( BINARY 

MUST BE > 253 , 50 DECREASE IT BY ONE 

GO AND CHECK AGAIN. 

SD BASIC STATEMENT --- CALL SUB4(M,D(0)) 

M=NUMBER OF DATA WORDS INCLUDING D(O) ? M <= 30 

USER MUST ENSURE AT SD BASIC LEVEL THAT D(0) 

INTEGER AND LESS OR ERUAL THAN 32767. 

   

SAVE X AS IT POIN 
ADDRESS...GET FI 
SAVE FOR DEBUGGI 
YOU CAN‘T SEND NOTHING 
IS M WITHIN RANGE ? 
GO AND ASCERTAIN 
PREPARE TO SEND A ‘2° CONTROL BYTE 

TO H314 FOR M4800 DATA TRANSFER 

FETCH ‘M’ AND SEND IT TO 

H31é VIA A CB2/CBi HANDSHAKE 
GET D-ARRAY WORDS 
(B) 1S WORD COUNTER =! 

  

TO LAST ARGUMENT 

          

*SD BASIC STATEMENT --- CALL SUB2 
* 
SUB2 LDAA MODE 

BEG NORM 
JSR AZCHEK 

NORM CLR IFLG 
LDAA FINISH 
BE® VIA10 
RTS 

SEND DATA WORDS VIA © ROUTINE 

RETURN TO SD BASIC 

ON-LINE MODE 7 
BRANCH IF YES 
ELSE IS NUMBER OF SCA = REGUIRED 7 

  

CLEAR INTERRUPT FLAG 
FINISH = 0 IF LAST SCAN IS DONE



*RETURN TO 
2CHEK 

NORMAL 

VIA1O 

* 

TF 
CB2O0PO 

CB2 

  

* 
DATAIN 

CAz 

* 

CALWAT 

CALIN 

XCBL 

CBICTR 
* 
CAIDAT 

DATA 

CHAN? 

RTS 

LDX TF 
CPX AVEC2N 
BNE NORMAL 
CLR FINISH 
RTS 
LDX TF 
INX 
STX TF 
RTS 

JSR SYSOFF 
LDX #VDU4 
IMP GGG 

RMB 2 
LDAA #%100100 
STAA CRBO 
LDAA BYTEO 
STAA IORBO 
INC CB2CTR 
RTS 
RMB 2 
RMB & 
RMB 1 
RMB 1 

LBAA #%100100 
STAA CRAO 
LDAA IORAO 
INC CAZCTR 
JSR CAIWAI 
JSR CALDAT 
BRA GETDAT 
END 

BRA GETDAT 

LDAA CRAO 
BMI CA1IN 
BRA CA1WAI 
LDAA CRBO 
BMI XCB1 
RTS 
CLR AFLAG 
SWI 
SWI 
FCB O 

LDAA #4100000 
EORA CRAO 
STAA CRAO 
LDAA IORAO 
STAA LABYTE 
RTS 
RMB 1 
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SD BASIC AFTER CALL SUB2 
TF IS SCAN COUNTER 
COMPARE WITH REQUIRED IE. A(2) 

CLEAR FINISH FLAG WHEN SCANS OVER 

BUMP SCAN COUNTER BY ONE 

IF SCANS OVER, GOTO HOUSEKEEPING ROUTINE 

AND EXIT. 

SET B-SIDE TO HANDSHAKE MODE 

FETCH BYTE TO BE OUTPUT 
STORE IN B-SIDE I/0 REGISTER 

RETURN TO WAIT FOR CBi ACKNOWLEDGE 

SET A-SIDE TO HANDSHAKE MODE 

   
READ INPUT BYTE ON 1/0 REGISTER..THIS 

SENDS OUT A LO@W-ACTIVE CAz !! 
GOTO ‘WAIT FOR CAi’ ROUTINE 
GOTO ‘GET THE INPUT BYTE’ ROUTINE 

BEGIN CAZ/CA1 ROUTINE 

IS IRQA1 FLAG SET ? 
IF MINUS» A LOW-ACTIVE CA1 HAS OCCURRED 
ELSE WAIT FOR A CA. 
IS IR@B1 FLAG SPURIOUSLY SET ? 

RETURN IF NOT. 
IF YES THEN OUTPUT MESSAGE VIA SWI 
AND RETURN TO MIKBUG 

“EXOR‘ED CRA TO DISENABLE CA2 OUTPUT 

WHEN. READING INPUT BYTE IN ON-LINE 

CASE ONLY...IF OFF-LINE THEN CAZ IS 

OUTPUT ON THIS READ !! 
SAVE FOR POSSIBLE DEBUGGING



LABYTE 
* 
GETDAT 

MSBYTE 

LE1023 

NOERR 

LSBYTE 

FORTRN 

  

VIA4 
RTS 

AFLAG 
BFLAG 

RMB 1 

INC CA2CTR+1 
LDAB AFLAG 
BNE LSBYTE 
STAA INPUT 
LDAA CHAN? 
BNE NOERR 
LDAA INPUT 
ANDA #%11111100 
BEG NOERR 
ANDA #%10000000 
BE® LE1023 
INC PASS 
LDAA #1 
STAA ERR314 
INC AFLAG 
BRA VIA4 
STAA INPUT+1 
LDAA ERR3146 
BE® VIA13 
LDAA INPUT+1 
ANDA #1 
BEG FORTRN 
JMF ERR7 
LDAA INPUT+1 
ANDA #2 
BEG G1023 
IMP ERRS 
LDAA PASS 
BER VIAIS 
JMF ERR2 
CLR AFLAG 
LDX ADDBUF 
LDAA INFUT 
STAA O+X 
LDAA INPUT+1 
STAA 1+X 
LDAB CHANX+1 
DECB 
BEQ RTS 
STAB .CHANX+1 
JSR XPLUSS 
STX ADDBUF 
JMP DATAIN 
LDX ADD1O 
STX ADDBUF 
RTS 
RMB 1 
RMB 1 
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AFLAG = 0 WHEN MSBYTE IS BEING READ 
AFLAG = 1 ....READING LSBYTE 
SAVE MSBYTE 
NO DATA CHECKS IF H314 DATA TRANSFER ! 
IE..WHEN CHAN? NON-ZERO. 
RESTORE MSBYTE 
MSBYTE > %11 ? MAXIMUM ANALOGUE 
INPUT IS 1023 FOR 10-BIT ADC. 
MSBYTE = #80 IS ‘DATA >» 1023’ ERROR CODE 
ELSE MSBYTE WAS < 1023 + MUST BE OTHER ERR?! 
BUMP MSBYTE ERROR FLAG 
SET AN ERROR FLAG FOR LATER USE 

  

BUMP AFLAG TO READ LSBYTE 

SAVE LSBYTE 
IS ERROR FLAG SET ? 
IF NOT » CONTINUE READING NEXT 2 BYTES IF A 
IF YES » DECODE THE ERROR...PREVIOUS LSBYTE 
DID YOU SPECIFY A COUNTER BEING USED BY 
THE H314 USER 7 
REPORT COUNTER ERROR 
DECODE ERROR BYTE AGAIN 
IS IT A M6800 FORTRAN LIBRARY ERROR 7 

  

  

REPORT A FORTRAN LIBRARY ERROR 
WAS LAST ANALOGUE INPUT DATA > 10 

  

YES... 
IF NO ERRORS THEN READ MORE BYTES 
LOAD VARIABLE ADDRESS FOR INPUT WORD 
STORE IN SD BASIC VARIABLE IN X 

BDECREMENT WORD COUNTER 
EXIT CA2/CA1 ROUTINE IF OVER 

IF MORE +» BUMP X TO NEXT, VARIABLE 

CONTINUE READING IN BYTES 
RESTORE FIRST ANALOGUE CHANNEL ADDRESS 
IN ADDBUF 

 



* 

     

  

OUTPUT RMB 
IFLG RMB 
CHAN RMB 
CB2CTR RMB 

7 RMB 
RMB 

BASIC 

SUB99 STX 
JSR 
LDX 
JSR 
LDX 
LDX 
JSR 
JSR 
LDX 
JSR 
LDX 
LOX 
JSR 
JSR 
JSR 
IMP 

* 
CLEOFF LDAA MODE 

BNE 
SEI 
LDX 
LIAA 
LDAA 
STAA 

N
e
e
 
e
e
n
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STATEMENT CALL SUB99(EN+LN) 

XSAVER 
SYSOFF 
#VDUPD 
FDATAL 
XSAVER 
109X 
“XPLUS4 
OUT4HS 
#VDU1L00 
FPDATAL 
XSAVER 
49x 
XPLUS4 
OUT4HS 
BEEP 1 
RTPERR 

RETURN 

#£F 530 
2X 
#£30 
29X 

LRA 
STAA 
NOF 
CLI 

RETURN RTS 
* 

Bex 

BEEF1 LDAA #7 
JSR 
RTS 

* 

OUTCH 

ERRCB2 LDAA #255 
STAA BYTEO 
JSR CB20P0 

WAIZ55 LDAA CRBO 

EN = ERROR NUMBER FROM SD BASIC ‘ERR’ FUNCTION 
LN = LINE NUMBER FROM SD BASIC ‘ELN’ FUNCTION 

THIS ROUTINE PRINTS Rui 
NUMBER AND LAST SD BAS 
IN HEXADECIMAL 

  

I-TIME ERROR 
> LINE NUMBER 

    

LOAD FIRST ARGUMENT ADDRESS FROM STACK 
BUMP X FOUR TIMES TO GET CORRECT 
BYTE ADDRESS. 

LOAD SECOND ARGUMENT ADDRESS FROM STACK 
POINT TO CORRECT BYTES 

IF ON-LINE THEN TURN OFF CLOCK 
ELSE RETURN 

CLEAR CLOCK FIA IRGB1 FLAG 
OUTPUT £80 TO MP-T TIMER TO 
DISENABLE IT. 

SOUND A BEEP ! 

THIS CB2/CB1 HANDSHAKE IS USED ONLY 
TO RE-INITIALISE THA HADIOS EXECUTIVE 
FOR A SUBSEQUENT M6500 COMMUNICATION. 
NOTE THE ‘255° ERROR CODE.
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BMI OUT255 
BRA WAI255 

OUTZ55 LDAA IORBO 
INC CTR255 
RTS 

FOLLOWING ARE ERROR MESSAGES REPORTED BY THE THE 
M6300 EXECUTIVE.THEY ARE SELF-EXPLANATORY. * 

K
k
 

* 
ERRO LDX #VDU1 

JMP GGG 
ERR1 LDBX #VDU2 

JMP GGG 
* 
ERR2 JSR SYSOFF 

JSR ERRCBS 
LDX #VDUS 
IMP G66G 

ERR4 JSR SYSOFF 
LOX #VDUé 
JMP 6GG 

ERR7 JSR SYSOFF 
LDX #VDU7 
JMF GGG 

ERRS JSR SYSOFF 
: LDX #VDUS 

JMP GGG 
ERR? JSR SYSOFF 

LDX #VDU1S 
IMP GGG 

ERR11 JSR CLKOFF 
LDX #VDU11 
JMP GGG 

JSR ERRCB2 
CLI 

566 JSR PDATAL 
JSR BEEP1 
INC START 
IMP ORIGIN 

SYSOFF JSR CLKOFF 
JSR ERRCB2 
RTS 

VbU FCB £0D,#0A 
Foc /MC4S00 EXECUTIVE 1951/7 
FCB €0D,#0A1 #04 

VDUO FCB £0D,#0A



VDUL 

VDUS 

VDUZ 

VDU4 

VDUS 

VBU4 

VDU7 

VDUS 

VDUS 

VBULO 

VBUL 1 

VBUS?9 

VbUL2 

VDULS 

VDU14 

VDULS 

Foc 
FCB 
FCB 
Foc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fee 
FCB 
FCB 
Foc 
FCB 
FCB 
Foc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Foc 
FCB 
FCB 
Fcc 
FCB 
FCB 
Fcc 
FCB 
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/HIGH HEXADECIMAL ADRRESS IS / 
£04 
£0D, £0A 
7HADIOS DEVICE NOT SPECIFIED ! / 
£0D) 0A, £04 
£0D,£0A 
/H316 DATA >1023 !/ 
£0D, £04 
20D:€0A 
7ENSEMBLE NO. ZERO ! / 
£0Dy £0A» £04 
20D) £0A 
7ALL MC&800 SCANS DONE ! / 
£0D) £0A, £04 
£0D+20A 
/HIGH SD BASIC ADDRESS IS / 
£04 
£001 £0A 
/SAMPLING TIME TOO FAST ! / 
£04 
£0D) 0A 
/COUNTER CODE ERROR ! / 
#04 
£0D)£0A 
/FORTRAN ERROR IN THE H314 !/ 
£04 
20D, £0A 
7USER NMI INTERRUPT --- PRESS RESET NOW !/ 
£04 
£0D)£0A 
7ON-LINE MODE ? ANSWER Y OR N / 
£04 
£0D+#0A 
7ERROR IN H314-M&800 DATA TRANSFER !/ 
£04 
£0D,£0A 
/RTP ERROR / 
#04 
£0D) £0A 
/UNIDENTIFIED IRQ INTERRUPT ! / 
#04 
20D) £0A 
/UNIDENTIFIED H316 INTERRUPT !/ 
£04 
£0D» £0A 
7HADIOS EXEC. NOT INITIIALISED - FRESS RESET !/ 
£04 
£0D) £0A 
/N OR M IN SUB3 OR SUB4 OUT OF RANGE !/ 
£04



VDU1Ié FCB 
Fee 
FCB 

VDU100 FCC 
FCB 

END RMB 
. END 
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£0D)£0A 
/SPURIOUS CA1,CB1 - CHECK INTERFACE 
£0D) £0A, £04 
7AT ABOUT LINE / 
£04 
1 

if
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Table A4.3___The ADT1-8 program 

* ADTI-8S RELOCATION 
ool * ADTI-& RELOCATION 
qqa2 * 
o003 ORG “4757 
oaa4 04757 Oo 04 00770 STA SRO 
oa0s ORG 74761 
acaé 04741 Q 04 oa771 STA ARAL 
aao7 ORG “4763 
coos 047463 a 04 00773 STA CAS 
aoa? 047464 0 15 00772 STX ee 
aaia ORG “4786S 
0011. 047466 0 04 00775 STA “775 
aqi2 ORG “S008 
0013 05006 000773 ocT “773 
aoi4 aso07 0 04 00773 STA Stes: 
ag15 05010 0 12 00771 IRS OFFA 
ag1é ORG “3023 
9017 05023 0 02 00773 LDA “773 
oqis ORG “sa2s5 
001? a5025 G6 06 00771 ADD Cel 
oaza ORG “S027 
oa21 05027 0 04 00774 STA “774 
oa22 ORG “5034 
ao23 05034 0 04 007466 STA “766 
aqqz4 as5035 GQ a7 00774 SUB 1774 
0025 ORG “5037 
aga26 05037 a a4 00767 STA 767 
gq27 05040 -0 02 00766 LDA® “766 
oaze o5041 -a 04 00767 STA® °767 
oo29 a5042 0 12 007646 IRS “766 
cosa asa43 0 12 00767 IRS “767 
0031 ORG “S045 
aas2 05045 a a7 an7éé Sus “74S 
o033 ORG “soso 
ao34 05050 aq a2 00767 LDA “767 
0035 ORG “S061 
O036 05061 Qo a7 G0774 SUB “774 
0037 ORG “5065 
o038 05065 Q a2 00773 LDA “773 
a039 ORG “so? 
oa4aq 05070 G a4 00766 STA “7hS 
o041 ORG “sa74 
ao42 05074 a 12 00766 IRS “766 
0043 ORG “5076 
co44 as076 Q 02 00771 LDA *7A7L 
004s ORG “S100 
ao4é6 asiag G 04 00766 STA “766 
0047 ORG “5104 
ca4e as1a4 0 12 00766 IRS “766 
aa49 ORG “S112 
aqoso aS112 0 a2 G0771 LBA tees 
QoS! ORG *Si14 
aoS2 05114 QO o2 00770 LDA “770 
0053 ORG “S123 

a054 05123 0 a2 00775 LDA OCIS 
ooss ORG “S126 
o056 05126 0 35 00772 LDXx a7le 
o0s7 ; END



      

* PAGE 
ooa1 * 

oag2 * 1/0 MOD for BASIC . If sense switch 3 

ano3 * set,then i/p via paper tape else VDU. 

aqqan4 * If sense switch 4 is set then o/p 

qoo0s * via paper-tape punch else VDU. 

aagé * 
ooo? REL 
foos cqoda 101004 AA ss3 
ooo? coadl 0 Oo1 O0004 JMP tS 
aqqig aqga2 140040 CRA 
0011 ao003 0 04 00105 STA “105 
ooiz caged Oo a2 oo406 LDA 7406 
oo13 aqoo05 -o 01 90006 JMP* *+1 
ogi4 aoodé 004143 ocT 4143 
0015 coco? 0 12 00105 BB IRS 7105 

aoié oogia 140040 CRA 
agi? ooo11 Oo 04 00106 STA “106 
cais cagi2 -O 10 aaqa14 JST# #+2 
Ooi GgooL1s -O O1 00015 JMP* *+2 

eaza aoo14 ao3065 oct 3065 
gaz1 oo01s 004575 ocT 4575 
gqozz aqgié 101002 cc ss4 
go23 00017 0 G1 Goo22 JMP +3 

qog2zo0 14 aoo2 ocr <2 
5 oco2t Oo 12 00106 IRS “106 

gqaz2 -0O 10 00024 JST® #+2: 

00023 -O G1 O0025 JIMP* *+2 

oozes aga24 ao3047 oct 3047 

ao2? a0025 004212 ocT 4212 
aaa2zé 0 12 G0105 DD IRS “105 
00027 140040 CRA 
oaasa a a4 coidé STA “106 
gog031 -O G1 900032 JMP*# #+1 
goo32 a05245 ocT 5245 

* 
o0s6 ABS 
0037 ORG 74142 
goss 04142 0 O1 goood JMP AA 

nos? ORG “4211 

coda o42i1 Oo o1 o0016 JMP cc 
on41 ORG “4574 

ag42 04574 o of aaoar JMP BB 

go043 ORG 5244 
aog44 as244 G ait aoozé UMP Ob 
o04s END 

Aa aqadaa BB aaaaa? cc oood1s oD ocaazé 

qo00 WARNING OR ERROR FLAGS 
DAP-16 MOD 2 REV. C 01-26-71 

a SO 

Table A4.4 The BASIC I/O MOD program 

1 

i¢



wo 
Nn 
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Table A4.5 Subroutine GRAPH ee tb routine GRAPH 
SUBROUTINE GRAPH(XN,A) 
Subroutine Graph for use with Tektronix Graphics Routine: 
This is a steering routine ... N and C-array elements 
must be defined at the BASIC level.Note that C(O) in 
BASIC corresponds to AC¢1) in this routine. 

DIMENSION ACS) 
IX=IFIX(XN+.2) 

GOTO(10,15,20,30,40,50) ,1x 
CALL INITT(O> 
RETURN 
CALL VWINDOCAC2) ,AC3) AC 4) ACS)? 
RETURN 
IFSIFIX(AC1)+.1) 
GOTO (1,2,3,4,5,6),1F 
CALL MOVEACAC 6) ,AC7)> 
RETURN 
CALL POINTACAC 6) ,AC7)> 

RETURN 
CALL DRAWACACS) ,AC7)) 

RETURN 
CALL MOVERCAC 6) ,AC7)? 
RETURN 
CALL POINTR(ACS) ,AC7)) 
RETURN 

CALL DRAWR(AC 6) ,AC7)) 
RETURN 
IC=IFIX¢(AC8)+.2) 
CALL VCURSRC(IC,ACS) ,AC7)) 
ACB=FLOATCIC) 

RETURN 
IC=IFIX(AC8)+.2) 

CALL ANCHO IC) 
RETURN 
IX=AC 6) 
TY=AC7) 

CALL FINITTCIX,1Y) 

RETURN 

END
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Table A4.6 Construction of the Graphics Package 

Loader COMMON base is set to '37777. 

(See also Table A6.2 of Appendix 6). 6G1,G2,G3,G4,G6,G7 are groups 

of library routines and addresses are in octal. 

e A B Subroutines 

1. 16000 20000 (or 20006) 20720 Gl 

2. 16003 21000 21725 G2 

3. 16003 22000 22720 G3 

4, 16003 23000 23724 G4 

5. 16003 24000 24750 G5 

6. 16003 25000 25720 C6 

7. 160003 26000 26730 G7 
MATHS 

Table A4.7 Memory Map of the Graphics Package 

  

os470 EXP 06563 
24761 SQRT 06677 . ‘ 
26756 SIN 06757 PNTME 
23755 ATAN 07065 MODe 
37505 GRAPH 20006 
11506 INITT 20416 
26774 FINITT 20560 
z0005 YWINDG 20574 
21761 MOVER 20634 
25751 POINTA 20654 
22747 MOVER 21000   

  

20763 POINTR 21024 
S470 DRAWR 21054 
NSSs4 MOVABS 21102 

oSséo0 UCURSR 21122 
aS576 DCURSR 21150 
aS753 ANCHO 21246 
65760 ANMODE 21302 
o6035 NEWLIN 21324 
Né61é63 CARTN 21332 
06204 LINER 213972 

0é247 NEWPAG 21416 
06370 SUSTAT 21442 
647? RESTAT 21560 

      



ooo1 
o00z 
coos 
ood 
ao0s 
aqags 
ooo? 
goog 

  

oor 

oo13 

oo14 
Onis 

agié 

agi? 
ors 

aos 
ooza 
oo21 

oazZ 
0023 
oo24 

oa2s 

aazé 

oo27 

ozs 

o029 

cosa 
ous 

  

1 
o0s2 
0033 
aos 

oa3s 

  

ooao 
oo41 
on42 

oa43 
oo4s 
go4s 

  

cosa 
oos1 
oos2 

    

   

OS = 

  

HALT 

routines F£ER,FEHT 

coooaag 
oocads 

Table A4.8 Special FORTRAN routines: F$HT, FSER ce 

* 
* Modified FORTRAN error 
* Executive .. Patch ERCL of Hadios Executi 
* im location ERCL in this routine.. 
* 

SUBR F#HT,HALT 
SUBR F£ER,ERR 

ENT ERCL 
REL 

coqoo a ooccco ERR DAC ¥* 
gaqo1 -oO 02 aoco00 LDA* ERR 

cqaa2 a 04 00044 STA TEPIP: 
ooocs -oO 02 00044 LDA* TEMP 

agon4 ag 04 ago11 STA ERRI+1 
oooos a 02 00045 LDA FT 
ooddd Q a4 oog4dé STA aP 
nooo? QO 10 90022 JST CONT 
aqcaio -0 10 00047 ERR1 JST*® ERCL 
acai oooooe oct 0 

¥ 
a0o12 0 oocaoO HALT DAC E 

oog1s -0 o2 aao12 LDA® HALT 
coord 0 04 00044 STA TEMP 

aqoisS -oO a2 a0044 LDA TEMP 

o0016 0 04 GG046 STA oP 
gaa? Gg 10 gQQa22 JST CONT 

aggo02z0 -O 10 Gn047 JST*, ERCL 

o0ag21 144324 BCI 1,HT 
* 

aqa22 aq acooas CONT DAC ¥¥ 
Hoo23 34 0104 SKS “104 

aquz4 Oo O01 aGOo23 IMP ¥-1 

a0025 14 0104 ocP “104 
oog2s Qo a2 00043 LDA CRLF 

oog27 0 160 00033 JST QUT 

re aq a2 an04é LDA or 
ooo31 Oo 10 00033 JST GUT 

o00sz -0 01 90022 JMP* CONT 
* 

c00s3 o cococa OUT DAC ¥* 
a0034 0416 70 ALR 8 
o003s 74 0004 OTA 4 

a0036 0 01 G0035 JMP ¥-1 
oo037 a41é6 70 ALR 8 
ooo4a 74 0004 OTA 4 

6 oog41 o 01 cooda JMP #-1 
ag042 -0 G1 00033 JMP* GUT 
g0043 106612 CRLF OCT 106612 
aon44 Gaoaco TEMP OCT a 
a004s 1493324 FT oct 143324 
00046 aoqcaoo aP act a 
o0g4? a cooono ERCL DAC #¥ 

FIN 

END 

coog22 CRLF aq0043 ERCL gaca4? ERR 
oo0d10 Ph) o0g049s oooo12 ar



QP a 
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Table A4.9 Modified FORTRAN F$HT, F$ER for use with M6800 

interrupt response code 

    

* PAGE 1 

ooo * 

aaa2 * Modified FORTRAN F£ER,F#ET routines for 

qo03 * M6800 interrupt response code in HADIOS 

aqca4 » Executive ... ERRM = 1 is first byte sent 

go0s * to micro .. followed by MCOD = 2 

aod * 

ooo? SUBR F#HT,HALT 

coos SUBR F#ER,ERR 

ooo? EXT ERRM 

aoid EXT McOoD 

oo1t foe 

oo12 REL 

ga13 og0co Go oocooo ERR DAC *e 

gaia qoqog 0 a2 00021 LDA = 

oo15 ogo02 0 04 aoaoo STA ERRM 

aqaié aooos a a2 ooo20 LDA =2 

gor? oooo4 Qo 04 oocaG STA McOoD 

qo1s cooos aq 12 00000 IRS ERR 

oor? aonos -o a1 ooaad JMP* ERR 

qaza ¥* 

gaz. oo007 Qo ooooao HALT DAC ee 

2 oc010 oaqgz01 IAB 

2 OOO 0 o2 o0021 LDA =1 

aaa12 G 04 cocoa STA ERRM 

o0013 0 02 90020 LDA =2 

oag14 Q o4 goood STA MCOD 

oo015 ooozo1 IAB 

¢ ood Oo 12 Go007 IRS HALT 

aqgi7 -d 61 O0007 JMP* HALT 

qaqzo qoodd2 FIN 

goo2t ooaoo1 

qast END 

ERR aqqaacoo ERRM ooggdoeE HALT onon07 McOD ooogoce 

todd WARNING OR ERROR FLAGS 

DAP-16 MOD 2 REV. C Ol-26-71



ac 

ooot 

ao02 

o003 
qoa4 
qo0s 

oogd 

oaa7 
aacs 

aoa? 

oo1o 
Oot 

oq1i2 
oo13 

oo14 
aqis 
aaié 
oo17 
oo1s 
nor? 

aqzo 

    
o0Z5 
‘026 
0027 

O02 

O02? 

oo3o 
gost 

nos2 

  

003s? 

aaa 

ao041 

aag2 

aa43 

on44 
o045 

ands 
ood? 

oo4s 

AZZ 
C12 
ERR 
LOGF 
$22 

  

Table A4.10 

aos470 
ooss54 
005560 
Goss76 

. 005753 
gos7é6o0 
006035 
a06163 
006204 
o06247 
006370 
006477 
006563 
o0464677 
006757 
oo7aés 
an6260 

cooda ooocaa 
oooot 06260 
caca2 G1 aoo04 
aqqaaqs -d a1 o00c0 
oocaq -O 10 GOSS1 
a000s 151311 

e
o
o
 

a 

0057604 ABSF 
0062474 C21 
cqo004 EXPF 
0064778 Mil 
caS753A SINF 

en ee 

BASIC MTH-PAK Pointers 
* 
* 

PAGE 

® BASIC Maths Fackage routines 
* C#21 is 
* 

ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 
ENT 

* 
ABSF EGU 
L2z2 Equ 
H22 EQU 
N22 EQU 
S22 EQU 
AZ2 EGU 
022 EQU 
Mii EQUu 
M22 EGU 
ci2 EQuU 
E22 ECU 
LOGF EQu 
EXPF EQU 
SQRF EQU 
SINF EQu 
ATNF EQU 
c2i EU 
* 

REL 
C#21 BAC 

JST 
JIMP 
JMP* 

ERR JST* 

BCI 
END 

005470A 
a06260A 
006563A 
006163A 
006757A 

f0d0 WARNING OR ERROR FLAGS 
OAP-16 MOD 2 REV. C 

@ special case 

ABS ,ABSF 
L#22,L22 
Hé22,H22 
N£22 ,N22 
$#22,S22 
A#22 AZZ 
D#22,D22 
Me11,M11 
M#22 M22 
£12,012 
c#e21 
E#22,E22 
ALOG,LOGF 
EXP, EXPF 
SGRT , SQRF 
SIN,SINF 
ATAN ,ATNF 

“5470 
5554 
“5560 
13976: 
“$753 
“5760 
76035 
“6163 
6204 
* $247 
“6370 
* 6477 

  

ATNE oa70é6é5A 
O22 oo40354 

SQRF a0és774 

01-26-71 

  

C#21 
E22 
E22 
N22 

coocoa 
agés7o 
oasss4 
oass7e¢



Gly 

Table A4.11_ Utility subroutine SU10 

* PAGE 1 

0001 * 
o002 *Subroutine 10 --- Timer and PUNCH Tape lead 
0003 *BASIC statement --- CALL(10,X1,X2,X3) 
ooo4 *Following are BASIC MATHPAK Pointers 
000s * 
aoas 000675 C#i2 EQU. %675 
0007 000654 H#22 EQU * 654 
go0s 000670 D£22 EQU “$70 
ooo? ENT suio 
ooig * 
oo1t REL 
a012 SETB BAS? 
0013 ooo000 Oo 900000 SU10 DAC ** 
go14 00001 0 10 00036 JST ARG Get the first 
0015 00002 100040 SZE argument 
ao16 00003 6 01 GOO12 JMP CLK 
oo17 * 
0018 00004 -0O 10 00043 TAPE JST* LEAD Output Leader 
g019 00005 0 12 00000 IRS Su10 
o0z0 co0ds 0 12 oo000 IRS suio 
0021 00007 0 12 00000 IRS Su10 
0022 c0010 0 12 00000 IRS Su1O 
0023 00011 -O O01 00000 JMP* SUi0 Return 
oo24 * 
0025 00012 0 12 00000 CLK IRS suio Get second 
0026 00013 0 10 00036 JST ARG argument 
0027 00014 100040 SZE 
ao028 00015 0 O01 00022 JMP STOP 
0029 00016 0 02 00046 MULA LDA =-32768 Start CLOCK 
0030 00017 0 04 00061 STA wot 
0031 00020 14 0020 ocPp “20 
0032 00021 0 G1 00006 JMP TAPE+2 
0033 * 
0034 G0022 0 12 00000 STOP IRS Su1o Get address 
0035 00023 0 10 00036 JST ARG of X3.. 
0036 00024 6 15 00034 STX X3 
0037 90025 0 02 00061 LDA “él 
0038 00026 0 07 00046 SUB =-32768 Time elapsed 
0037 00027 14 0220 ocPp “220 in 20 ms. 
g040 00030 -O 10 00675 JST# C#i2 Convert to 
0041 00031 -O 10 00670 JST* D£22 REAL in sec. 
0042 00032 0 000044 DAC FSo 
0043 00033 -0 10 00654 JST* H#22 
0044 00034 Oo goc000 x3 DAC #* 
0045 00035 0 O01 00007 JMP TAPE+3 Return 
0046 * 
0047 00036 Oo 000000 ARG DAC ee 
0048 00037 -O O2 C0000 LDAx SU10 
0049 00040 0 04 00000 STA 0 
0050 c0041 -0 O2 a0000 LDAx 0 
0051 00042 -0 01 00036 JMP* ARG 
a052 * 
0053 00043 0 005432 LEAD DAC “5432 
0054 00044 041544 FS0 DEC 50.0 

00045 ooo000 
oo55 00046 100000 ‘ FIN 

0056 000047 BAS? EQu * 
oos7 END
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Table A4.12 _H316 BASIC Benchmark program 

DIM AC100),8¢100),c¢100),D¢ 100) 
INPUT N,V 
X1=1:X2=0 
CALL (10,X1,X2,X3) 
FOR J=0,N 
FOR 1=0,100:ACI=U:BC1)=ViCC 1 sU:D¢1)=V1 NEXT 
FOR I=0,100 
IF 1¢50 THEN 85 
ACTSVUIBCI)=ViCC1=ViDC12=Ur NEXT I 
GoTo 87 

SUB 100: NEXT I 
REM 
FOR I=0,100: GOSUB 200: NEXT I 
REM ; 
FOR 150, 100:CC1SACI) #BCI) 1DCT=CK I eOKT? 
OC 1)=(DC1) ¥1071023+23. 303) 
NEXT I 
NEXT J 
X2=1 
CALL, (10,%1,X2,X3) 
PRINT "TIME="3X3 
END : 
ACI SUEU BCD SU+U COD SVE IDE TIEU+U: RETURN 
RETURN 

     

    

DIM AC100),B¢100),C¢100),D¢100) 
INPUT N,V 

   
:X2=0: CALL 010,X1,X2,%3? 

PALL (9, ACO) ,BC0),CCO) DCO) N,V? 
Le CALL CIO, xl X2.x9) 

PRINT "TIME TAKEN =" 3X3 
END 

x2=   
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Table A4.13 _H316 FORTRAN Benchmark program 

SUBROUTINE FTIMECA,B,C,0,RN,VALUE>? 
DIMENSION AC1),B¢1),C¢1>,D¢19 

ree Benchmark program for H31é6 

100 

NEIFIX¢RND 
DO 10 J=1,N 
DO 20 1=1,101 
IF ¢ I .LT. 50 ) GOTO 100 
ACT)=VALUE 
BC 1)=VALUE 
CC 1)=VALUE 
D¢1)=VALUE 
GoTG 20 
ACT) =VALUE+VALUE 
B¢ 1) =VALUE+VALUE 
C(1)=VALUE+VALUE 
D¢1)=VALUE+VALUE 
CONTINUE 

DO 30 I=1,101 
GoTa 200 
CONTINUE 
CONTINUE 

DO 40 I=1,101 
CCID=AC1) #BC1) 
DCTID=CC1) #BC1) 
DGID=€ DCI) ¥10.71023. + 23.303 ) 
CONTINUE 
CONTINUE 
RETURN 
GOTO 201 
END



100 

200 
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Table A4.14 SD BASIC Benchmark program 

PROGRAM ORIGIN :4000 
DATA ORIGIN 74500 
DIM TIME/O/+F1/0/+F2/280/+T+J+NrA( 100) +B(100)+0(100)+D(100) 
DIM VALUE 
REM 
REM - PROGRAM ENDS WITH A SWI .. TIME ELAPSED IN 
REM VARIABLE ‘TIME’ IN LOCATION :4500-:4505 
REM CONVERT TO APPROPRIATE UNITS DEPENDING ON 
REM TIMER RESOLUTION ‘Fi’... 
REM 
INPUT “INPUT NeFi+VALUE " NeFi+ VALUE 
CALL CLOCK(F1) 
FOR J=0 TON 
FOR I=0 TO 100 \ ACI)=VALUE \ B(I)=VALUE 

C(I)=VALUE \ DC 1)=VALUE 
NEXT I 
FOR I=0 TO 100 
IF I<S0 THEN GOSUB 100 \ NEXT I 
ELSE A(T)=VALUE \ BCI)=VALUE \ C(I)=VALUE \ DCT) =VALUE 
NEXT I 
REM 
FOR I=0 TO 100 
GOSUB 200 
NEXT I 
FOR I=0 TO 100 
C(I)=A(I)*B(1) 
D(I)=C(1)*B(I) 
D(1)=( D(I)*10/1023 + 23.303 ) 
NEXT I 
NEXT J 
CALL CLOCK (F2) 
ACT)=VALUE+VALUE \ B(I)=VALUE+VALUE 
C(T)SVALUE+VALUE \ D(1)=VALUE+VALUE 
RETURN 
RETURN 
END



be 

  

I 
LOAB FLAG 
BNE OFF 

    
     
     

  

LLLAB 
STAB : 
naa 

WAIKLE 3 
BMI OUTCLE 
BRA WAICLE 

OUIT SL 2 

OFF 

TRG 

  

RMB 1 
END   

  

Table A4.15 

OS 

Subroutine CLOCK for use with SD BASIC 
benchmark program



Table A4.16 

He 

an 

_ HADIOS Executive Addresses are in actal. 

4, 

Table A4.17 

    
  

= 300 say 

Construction of the HADIOS Executive Rev. 03 

Clear the memory. 

Load the SLST of LDR-APM Rev. E (constructed in Appendix 3) 

    

Set P = '16000, A = '27000 and load the object code of th 

P A B Subroutine 

16003 * 34000 34760 M$22 
D$22 
C$12 

c$21 
S$22 

. A$22 4 
ARG$ 

16003 33450 33760 N$22 
_ REAL 

Fe) 1$22 
: H$22 

FAT 
F$ER - Modified 
F$HT - Modified 

  

The utility PAL-AP is then used to punch out an SLST of the 

Executive occupying location '27000 to '34762. 

Memory map of the HADIOS Executive Rev. 03 

   MSUF 

CAz2    
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Figure A5.1 Calibration of Reflux valve, Al 
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Q = -.00319 + .01414V - .000586V" + .106 x 10-“v? 

Note: Valve and Level calibrations are done using 
water at room temperature.
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Figure A5.2 Calibration of Bottom product valve, A2 
  

  

  

  

  

    

  

          

  

      
  

              
  

  

        

Q = 37.26 + 30,04V + .9524v" - .1548V 
3
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Figure A5.3 Calibration of Feed Valve, A3 
  

  

  

  

    

    

  

  

          

                        

  

V = -.123 + 2.4539 + 9.19597 - 4.26697
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Figure A5.4 Calibration of Distillate Valve, A5 

  

  

    

    
  

      
  

  

              
    

  

      
Q = .0365 + .0463V - .0075v" + .ooo4v?
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Figure A5.5 Calibration of Topmost tray thermocouple 
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Figure A5.6 Calibration of Feed tray thermocouple 
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Figure A5.7 Calibration of Lowermost tray thermocouple 

T = 23.181V + 3.2204 
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Figure A5.8 

Figure A5.9 
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VOLTAGE ¢ VOLTS) x19 
    

Characteristic of Reflux Stream thermocouple 
T = 20.5V + 4.16 

Characteristic of Feed Stream thermocouple 
T = 22.1V - .307 
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Figure A5.10_ Calibration of Reflux Drum Level 

  

  

  

      
  

  

      

  

  

                
  

  

      
L, = -.05864 + .541V 
1
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Calibration of Reboiler Level Figure A5.11   
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Table A6.1 Construction of the Disk-Overlay Utility Program 

The three main units of the program are subroutines DTOC, 

RWSC and A$D03. The first two are listed here 5 the sake of 

completeness. Note that for more reliable disk operation, the instruction 

ANA CMD in A$D03 has been changed to ERA CMD. Also, the RWSC routine 

has been.made interrupt inhibited by the use of INH and ENB instructions. 

This means the H316 cannot: be interrupted while it is reading a sector 

from disk storage - a situation which is considered desirable in an 

on-line environment since the detailed operation of the disk unit is not 

fully understood. 

     OUTINE BTOCCUNIT, TRAK , SEO 

  

VL DOR, ERR) 

    

  

cutine,in conjunction with & 
segment on disk inta 

paverlays 

  

IBUF2+1 
a) K=ad 

  o-----Call the Read a sector routine 
if unsuccessful after 10 s 
to turn off motor by Rezerc 

c outputting a Type O command with & 
Repeat anather 10 times., 

then call AgDoS      

BS set... 

20 
   

   
   

   
o> Gcroa So 

0> CALL AFOOSCLUNITS



Memory map of DTOC 

*LOlW 

*START 

*HIGH 

#NAMES 

*COMN 
#BASE 
ABS 

L#22 
H#22 

N#22 

$#22 
AE22 
D#22 
Mz11 

M£22 

C#i2 

E#22 

ALOG 

EXP 

SQRT 

SIN 
ATAN 

eT ac 

oS470 

27777 
30460 
12636 
37777 
30464 
05470 
asss4 
ass560 
os576 
a5753 
05760 
a60a5 
06163 
06204 
06247 
06370 
06477 
06563 
06677 
06757 
07065 
30000 
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RWSC 

A£D03 
L#33 
C#21 
F£AT 

30222 

30336 
30254 
30370 
30376



0001 
coo2 
o003 
Go04 
ao0s 
oo0s 
o007 
coos 
0009 
aoia 
oo11 
ogi2 
0013 
aci4 
oais 
aois 
0017 
cois 
ao? 
0020 
0021 
oo22 
0023 
oa24 
oo25 
a0Zzs6 
0027 
oo2z8 
0029 
o030 
0031 
o032 
0033 
0034 
0035 
o036 
0037 
cass 
o039? 
cago 
0041 
a0a42 
0043 

0047 
oc4e 
0049 
oosoa 
0051 
oas2 
o0s3 
o0s4 
ooss 
aasé 
0057 

00000 
aooot 
00002 
aoaoos 
00004 
oooos 
00006 
oo007 
oo0010 
caooii 
oo012 
00013 
00014 
00015 
o0016 
00017 
00020 
ooo2i 
00022 
00023 
00024 
00025 
00026 
ao027 
00030 
o0031 
o0032 
00033 
00034 
co03ss 
00036 
aco37 
00040 
a0041 
00042 
00043 
00044 
00045 
00046 
00047 
00050 
ooosi 
a00s52 
00053 
00054 

000130 
001030 
000230 
000530 
000030 
000130 
000s30 
oo1030 
000330 
000430 
0 00 00000 
077777 
0 00 oo000 
co1oce 
0 00 o0000 
0 00 coO00 
0 000000 
0 10 oco0O 
000006 

ooocoo 
oo0000 
ocooco 
ooo000 
ocooca 
ooo000 

001001 
14 0130 

-0 02 00015 
140407 
0 04 oo000 

-0 02 00014 
0 04 00005 
0 02 00120 
0 07 oooOS 
140407 
0 04 Goo0S 
140040 
o 04 00002 

-0 02 00011 
0406 76 

-0 06 00013 
0 08 co003 
74 1030 
0 O1 Goo4o 
14 0230 

-0 02 00011 
0406 76 

-0 06 00012 
0 04 00004 
G 02 00117 
0406 73 
0 06 00004 
74 1030 
0 a1 ooas2 
14 0230 

e
o
c
0
0
0
e
0
 

OPMD 
DSKO 
OPCD 
DEMK 
IPMD 
DFMK 
IPDA 
DSKI 
OPDA 
STAT 
COUT 
STT 
DERR 
sccD 
TEMP 
SBUF 
RWSC 

UNIT 
TRAK 
SECT 
BUFF 
SECL 
ERR 

SUBR 
SUBR 
REL 
EQu 
EQu 
EQU 
EQu 
Equ 
EQu 
EQU 
EQu 
EQU 
EQU 
KE 
ocT 
RRR 
ocT 
HEE 
RR 
DAC 
CALL 
DEC 
DAC 
DAC 
DAC 
DAC 
DAC 
DAC 
INH 
ocP 
LDA* 
TCA 
STA 
LDA® 
STA 
LDA 
SUB 
TCA 
STA 
CRA 
STA 
LDA* 
ARR 
ADD* 
ADD 
OTA 
JMP 
ocP 
LDA* 
ARR 
ADD* 
STA 
LDA 
ARR 

OTA 
JMP 
ocp 
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RWSC 
RWSC 

“130 
“1030° 
“230 
“530 
“030 
“130 
“530 
“1030 
“330 
“430 

P7777 

“1000 

#* 
F£AT 
6 
*e 
KR 
RK 
xe 
ee 

** 

OPMD 
SECL 

COUT 
BUFF 
SBUF 
=/37777 
SBUF 

SBUF 

DERR 
UNIT 
2 
SECT 
SccD 
DSKO 
1 
OPCD 
UNIT 
a 
TRAK 
TEMP: 
=1 
Ss 
TEMP 
DSKO 
ead 
OPCD 

PAGE



ac 

ooss 
aos? 
0060 

ood1 
0062 

a063 

0064 

0065 
0066 

0067 
0068 

oo6sF 

0070 
oo7i 
0072 
aa73 
0074 

a07S 
oa7és 

aa77 
oo7s 

aa7gy 

oos0 
aosi 
0082 
a0ss 
o0s4 

ooss 

0086 
a03s7 

0083 
a0ay 

0070 

BUFF 
DEMK 
DSKI 
IPMD 
OPMD 

S2 
sccD 
STT 

o00ss 0 35 00005 
aqasé 14 0030 
00057 140040 
co060 34 0130 
oogd! 0 01 00077 
o0aé2 14 0530 
00063 54 1030 
a0cé4 0 O1 00063 
0006S -O 04 00001 
aoaéés 140040 
00067 0 12 Go000 
00070 101000 
ooo71 0 12 00000 
oaa72 6 01 00060 
00073 34 0530 
aca74 0 G1 00073 
o0075 14 0030 

a0076 0 01 00103 
00077 34 0530 
acia0 6 01 GoO60 
oo1o1 0 02 00116 
a0g102 Oo 04 OGO02 
00103 14 0030 
aoia4 14 0430 
o010s S54 1030 
caidas Oo G1 oo10S 
00107 0 03 00115 
co1ia Q O6 Gooo2 
oo1i1 0404 72 
go1i12 -O 04 00016 
o0113 000401 
co114 -O o1 00006 
00115 037000 
og11s 000100 
00117 ooooo1 
co120 037777 

ocooi4 COUT 
000530A DERR 
co1030A DSK 
a00030A E 
oco130A RWSC 
000043 s4 
ooocos SECL 
oo0001 TEMP 

SUBR 
LDx 
ocPp 
CRA 
SKS 
JMP 
ocPe 
INA 
JMP 
STA* 
CRA 
IRS 
NOP 
IRS 
JMP 
SKS 
JMP 
ocp 

JMP 
SKS 
JMP 
LDA 
STA 
ocPp 
ocP 
INA 
JMP 
ANA 
ADD 
LGR 
STAXx 
ENB 
IMP 
END 

s4 

Sé 

DEST 

D1 

b2 

ooocoo 
gooo02 
001030A 
000024 
000006 
oo0060 
oooo01s 
000004 

G000 WARNING OR ERROR FLAGS 
OAP-16 MOD 2 REV. C 01-26-71 

oro 

RWSC PAGE 
SBUF 
IPMD 

DFMK 
DEST 
IPDA 
DSKI 
*-1 
STT 

0 

COUT 
s4 
DEMK 
#1 
IPMD 
D2 
DEMK 
s4 
=°100 
DERR 
IPMD 
STAT 
OSKI 
ead 
=‘37000 
DERR 
6 
ERR 

RWSC 

Di 
DEST 
ERR 
OPCD 

sé 
SECT 
TRAK 

o00101 
000077 
aaodis 
000230A 
cooo2s 

000067 
ogaois 
oaq0012 

D2 
OFMK 
IPDA 
OPDA 
Si 
SBUF 
STAT 
UNIT 

000103 
000130A 
000530A 
000330A 
000034 
000005 
g00430A 
oooo11



AC 

0001 
aau2 
aoos 
ooo4 
000s 
aoo6 
a007 
coos 
ao00? 
oaia 
oo11 
ooi2 
o013 
aoi4 
001s 
aoié 
0017 
oois 
oo19 

ADO 
OPCD 

cooo 
DAP-16 MOD 2 REV. C 

SUBR 
SUBR 
REL 

aoo00 0 oooooD ADOS DAC 
oooo1 Oo 10 Go000 CALL 
00002 000001 DEC 
coco3 a ocoooO LD DAC 
00004 -0O 02 00003 LDA* 
oo00s 0406 76 ARR 
oo006 0 05 00014 ERA 
g0067 14 0130 ace 
aco10 |» 74 1030 OTA 
oogi1 0 01 GOoo10 JMP 
00012 14 0230 ocP 
cqoo1i3 -O O1 a0000 JMP* 

000130 OPMD EQU 
001030 DSKO EQuU 

00014 034400 CMD VFD 
000230 OPCD EQu 

END 

cocooo CMD 000014 
000230A OPMD 000130A 

WARNING GR ERROR FLAGS 
01-26-71 

ELS 

agDO3, ADOS 
A£D03,AD03 

RE 

F£AT 
1 
¥x 
LD 
2 
CMD 
OPMD 
DSKO 
¥-1 

OPCD 
ADOS 
“130 
71030 
Pe rArntint un ligt Ona 
“230 

DSKO 001030A LD 000003



Table A6.2 

Note: 

ES BIE 

Construction of EKFl - Segment 1 

P, A, B are the settings (in octal) of the P, A and B 

registers respectively. 

the first loading. 

The COMMON base is changed to '37504 before 

Due to an error in the loader program, subroutines 

cannot be force-loaded (P = '16004) with a new origin and base address 

(for the intersector links) as is possible with a loader program break 

(P = '16003). 

procedure denoted as FORCE. 

I
 

=I 16000 
16004 

an 16003 
y 16003 
4 16003 
5. FORCE 
6. 16003 
7 16003 
8. FORCE 

9. FORCE 

10. 16003 

ll. FORCE 
16004 
16004 

13. FORCE 
16004 

[>
 

20000 

21000 

22000 

23000 

24000 

25000 

26000 

27000 

30470 

31000 

32000 

33000 

20750 

21740 

22750 

23750 

24750 

25750 

26740 

27750 

30760 

31750 

32750 

33120 

This difficulty is solved by following a modified 

Subroutine 

KOMMON 
INIT 

INIT1 

INIT2 

INIT3 

P1OF10 

TRANS 

MATMUL 

COMN 
MATADD 

FDTX 

SDBUB 
DIAADD 

KALMA1 
SDINT 
MATTPS 
MATHS 
INTPAS 
INTJS
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Memory map for Seqment 1 

*LOll 05470 Ate 
TART 17777 D£22 

   tw
 

     

    

©HIGH 33110 Me11 O6163 
#NAMES 11547 M£22 06204 
*COMN 33143 C£12 06247 
sBASE 30762 Lé€22 6370 
*BASE 33121 ALOG 06477 
*BASE 32762 EX 06563 
#BASE 31765 SQRT Os677 

*BASE 27760 SIN + 

*BASE 26746 ATAN 

25761 KOMMON 

24760 INIT 

23757 INIT1 

22761 INIT2 

21760 INITS 

20763 PicgrFid 

$ os470 TRANS 25000 

L#22 05554 MATMUL 26000 

H£22 o55460 MATTPX 

Né€22 os576 COMN 
$222 05753 MATADD 2 

  

SDBUB 31000 
DIAADD 21504 
KALMAL 32000 
SDINT 32240 
MATTPS 
L#33 
IFIX 
INT 
IDINT 
ce21 
FEAT 
INTPAS 
INTIS 

PRIN 
DATA 
HOUSE 
BUB 
CONVEC 
INTEG 
INVERS 
WORK 
CCL LiMn 
MODEL 
FILTER 
KOLFAR    



10. 

Table A6. 
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3__ Construction of EKFl - Segment 2 
  

z 

16000 
16004 

16003 

16003 

16003 

16003 

16004 

FORCE 

16003 

16003 
16004 

FORCE 

16004 

16003 

A 

20000 

21000 

22000 

23000 

24000 

(if required) 

25000 

(if required) 

26000 

31000 

32000 

33000 

20745 

21760 

22760 

23760 

24760 

25760 

26760 

31750 

32750 

33120 

Subroutine 

KOMMON 
DCOL. 

DCOL1 

DCOL2 

DCOL3 

DCOL5S 
DCOL6 
SWAVE 

PERTUB 
RAMP 
STEP 

DCOL4 

SDBUB 
DIAADD 

KALMA1 
SDINT 
MATTPS 
MATHS 

INTPAS 
INTJS
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Memory map of Segment 2 

   

              

   

        

   
   

    
os470 ATAN 
17777 KOMMON 

*HIGH 33110 peat 
11514 DCGL1 
33143 DCOLZ 
33121 DCOL3 
32762 bDcOLS 
31765 DCOLé 
2é771 PERTUB 25000 

25770 RAMP 
24773 STEP 
23774 pcaL4 
22775 SDEUB 
21774 DIAADD 

20772 KALMEL 
os470 SOINT 
oss54 MATTES 
osséo 
05576 
os75s 
os7éo 
6035 
06163 
06204 
06247 
06370 
06477 
96563 HOUSE 
0s677 BUB 
06757 CONVEC: 

INTER 
INVERS 
WORK 
COLUMN 3 
MODEL 
FILTER 

KOLPAR



10. 

ll. 

125 
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Table A6.4 Construction of EKF1 - Segment 3 

Pp A B Subroutine 

16000 20000 20750 KOMMON 
SIMUL 

16003 21000 21762 SIMULX 
16004 VECTOR 

FORCE 22000 22760 KALMAN 

16003 23000 23760 MATINV 

FORCE 24000 24760 P10F10 
MATMUL 

16003 25000 25740 TRANS 

16003 26000 26760 PKK 
DIAMUL 

DIASUB 

MATTPX 

16003 30470 30760 FDTX 

FORCE 27000 27750 COMN 
MATADD 

16003 3100 31750 SDBUB 
DIAADD 

16003 32000 32750 KALMAL 
SDINT 
MATTPS 

MATHS 

16003 33000 33120



Memory 

  

map af Segment 

as470 
AP ee 
S3110 
11420 
33143 
2r7760 
Si7é65 
24761 
23771 
32762 
Beats 
25761 
26763 
30762 
22773 
21775 
20774 
05470 
o5554 
eee 
15576 
15753 
15760 
06035 

=" 386: = 

3 

M£1i 
M£22 
ES22 
ALOG 
EXP 
SORT 
SIN 
ATAN 
KOMMON 
SIMUL 
SIMULX 
VECTOR 
KALMAN 
MATING 
P1oFia 
MATMUL 
TRANS 
PKK 

DIAMUL 

DIASUB 
MATVEC 
MATTPX 
COMMON 
MATADD 

046163 
as2n4 
o6370 
G6477 

  

20000 
20004 
Z10c0 

21636 

22000 
23000 

24000 

24172 

25000 

26000 

26124 

  

27570 

  

HNUSE Bee G 
BUB 

CONVEC 
ie 

    

   
   
   

34021 
24427 

F{LTER 34757 
KOLPAR 37477



in Table A4.6 of Appendix 4. 

Table A6.5 

= 387, — 

Construction of EKF1 - Segment 4 

This segment is identical to the Graphics package constructed 

be loaded at location '20006. 

Note that in EKFl, subroutine GRAPH must 

  

Table A6.6 Construction of EKFl —- Segment 5 

2 A B Subroutine 

16000 20000 20700 KOMMON 

16004 KOMN 

FORCE 32000 32750 KALMA1 

16004 SDINT 

16004 MATTPS 

- (L$33 force-loaded) MATHS 

Memory map af Segment 5 

#LOW 
#START 
#HIGH 
NAMES 

=COMN 
BASE 
*BASE 
*BASE 
ABS 
Lé22 
Ht22 

  
nS4 
Le 

oS     

S
o
p
 

2
 
S 

N
A
R
R
e
 

WS 
K
N
W
 

aA 
O
V
O
 

307 

  

20707 
S470 

  

05760 

Ué6035 

  

06477 
06563 
O67? 

US?S?7 

o7065 

    
CONVEC 

INTEG 

INW 
WORK 

COLUMN 

MODEL 
FILTER 
KOLPAR 

    

   

       

  

3442 
 



  

1oo00 

1010 

1020 
1030 
1040 
1200 

1210 

1220 

1250 
1260 

1270 

1280 
1290 

1300 

1310 

1320 
1500 

1510 

1520 

1530 
1540 
1S50 
14600 

14610 

1620 

1700 
1710 

1720 
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Table A6.7__ BASIC program to calculate Antoine constants 

REM --- PROGRAM TO CALCULATE TIME-INVARIANT ANTGINE COEFFICIENTS 
DIM U¢3),U¢3) ,8¢3) ,T¢3) ,L¢4) 
FOR I=1 TO 3: READ UCI) ,VCI), SCI), TCI), LOI) MCL) NCI): NEXT 1 
DATA 40,40,11.9,40.1,.175,1.07,.98 
DATA 100,400,31.4,100,.348,1.05,.98 
DATA 760,760,86.7,120.8,.487,1.05, .98 
L(4)=.434:M(4)=1.05:N(4)=.98 
No=2 
REM  ---~- 
FOR I=1 TO NO: GOSUB 1000: NEXT I 
GOSUB 1500 
PRINT "VAS" 
PRINT “AC1 
PRINT "“AC2) 
END 
RETURN 

IF 1>1 THEN 1200 
P1=(LOG(UC1)))/2.303:X1=8(1) 
P2=(LOG(UC2)))/2.303:X2=8¢2) 
P3=(LOG(UC3)))/Z.303:X3=8(3): GOTO 1250 
REM 9 --==== 
P1=(LOG(V(1)))/2.303:X1=T(1) 
P2=(LOG(VC2)))/2.303:X2=T(2) 
P3=(LOG(V(3) ))/2.303:X3=T(3) 
X4=(X2-XS) #(P1-P2)-(XZ-X1) #¢P3-P2) 

X2-X3) ¥(P1-P2) ¥X1 + (X2-XB) ¥CP1—P2) #X2 
S-(X2-X1) ¥(P3-P2) #XB-(XZ—K1 ) HC PS—PZ) ¥XZ 

X6=(X2-XB).#(P1-P2) ¥X 1 ¥X2—(X2-K 1) ¥CPS-P2Z) ¥X2¥XB 
CC 1) =€(-X5) + SQR(X5*2-4%X4*XS) 1/0 2¥X4) 
BCI) =(P1—P2) #CX1+C0 1) #CXZHCCT) /(X1-K2) 
ACTSP14B¢1)/(X14C01)) 
RETURN 
P=0:G=0 
FOR J=1 TO 4 
GOSUB 1400: GOSUB 1700 
P=P+P0:Q=0+Q0 
NEXT J 

1=P/4:C2=0/4: RETURN 
X1SL¢1)4X2=1-X1 
PO=(X1-X2) #LOG(NC1) )/€(X1*2) #2, 303) +Z¥LOG(ME 19) /(X2#2. 303) 
RETURN 
XMPSL¢1) X2=1-X1 
GQO=(X2-X1) XLOG(MC 1) /((X2*2) ¥2.303) +2#LOG(N( 1/2, 303*X1) 
RETURN 

Ci3: PRINT “VB=";C2 
ACL) 3: PRINT “BC1.="3BC1)3: PRINT "CC1)="5C¢C1) 

"3AC2): PRINT “BC2)="3BC2): PRINT "C¢2)"3C¢2) 

    
  

      

    

  

   



70 
6a 
eo 
20 
eS 
100 
105 
1106 
20a 

210 
212 
215 
220 
230 
240 
250 
260 
270 
230 
282 
234 

286 
2388 
270 
300 
310 

        

- 389 - 

Table A6.8 BASIC program to perform a Mcate-Thiele analysis of 
the Distillation Column 

DIM EC11),X¢22,2),YC22,2) ,2¢11,2),TC11) ,MC11) 
DIM P¢(2) ,G¢2) ,AC70) ,B¢20) ,C¢20) ,HC16) ,KC10) ,FC16) 
DIM G¢2),0¢6) ,S¢6) ,L¢11) ,UC110) ,We20) 
REM --- ENTER EQUILIBRIUM COEFFICIENTS NOW 
READ C1 ,C2,AC1),AC2),BC1) ,B¢2) ,C¢1) ,C¢2) 
DATA .42E-02,-.4E-03,7.4266,8.08374 
DATA 1549.3, 2128.93, 254.082, 288.34 
REM INPUT FEED,FEED COMP.,BOTTOM COMP. ,TOP COMP. 
REM --- EFFICIENCY FLAG AND REFLUX RATIC GUESS.. 
PRINT "INPUT F,XF,X8,XD,EFFLAG,RG" 
INPUT F2,F1,81,D1,E0,Ri1 
B2=.2:83=.6E-02:V8=31 .5074:V9=34.777:D3=.10089E05 

25 
686. 75:R2=.381E-01 :F7=7:N=10:G9=.1 
¥760 

    

Z21=.762E-01:22=.10S5E-01 

    2F¢5)=45.445 
O.72:F(7)=.265:3F(8)=.268:F(9)=, 286E- FC10)=.344E-03 
295E-01:F(12)=.321E-O1 :F(13)=.345:F6199=.436 

2=131.5:F016)=166 
N=N+1: GOSUB 1000: REM ----CALL SUBROUTINE SDWEG: PRI 

     

    

GOSUB 3000 :M¢N9>)=60 
PRINT 
PRINT 

  

PRINT "FEED COMPOSITION= PRINT F1; 
PRINT TAB(30);"FEED RATE= PRINT F23;: PRINT "“MOL/HR" 
PRINT 
PRINT “DISTILLATE COMP="5: PRINT D13; 
PRINT TABC30);"DISTILLATE="3: PRINT D: PRINT 

      

PRINT “BOTTOMS COMP=" PRINT Bi; 
PRINT TABC30);"BOTTOMS="5;: PRINT BO: PRINT 
PRINT "“VTOP="3: PRINT V43 

  

PRINT TABC30);"VBOT="5: PRINT VS: PRINT 
PRINT “REFLUX R="3: PRINT (V4-D)/D; 

  

PRINT TAB(3G) ; "HEAT : PRINT @9: PRINT 
PRINT " 
PRINT 
PRINT “ I La Mc1> Tre 
PRINT ; 
FOR I=1 TO 11: PRINT 1,L¢1),M¢I),T¢1): NEXT I 
PRINT : PRINT 
PRINT * I xs Ys EFF" 
PRINT : FOR I=1 TO 11 
PRINT 1,X¢1,d),2¢1,0) ,E¢1) 
NEXT PRINT "SET SS 4 NOW AND INPUT 1 GR O “3: INPUT W9 
IF W=G THEN STOP 
FOR sit: PRINT X¢I1,J)3: PRINT ","3: PRINT 2¢1,0)3 
PRINT ","32 PRINT M¢I): NEXT I 
FOR I=1,11: PRINT L¢I)3: PRINT “,"33 PRINT T(1); 
PRINT ","3: PRINT E¢I): NEXT I 

 



2255 
2260 

2270 

2280 
2290 

2300 
2320 
2340 
2350 
2355 
2360 

2370 
2380 

2997 

2998 
272 
saad 
3010 
3015 
3020 
3025 
3030 

3a4a 
3050 
3060 

3070 
3080 
3070 

3100 
3110 
3120 

3130 
3140 
3150 

3160 
3170 

3180 
2170 

3200 

3205 
3210 
3220 

3230 
3240 

3250 
8260 
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REM ---- 
LOI =RO+F2 
V=L¢1)-BO 
12=1-1:Y¢1, D=(L C1) #X(12, 0) -BO xB) /U 
GOSUB 4000:T(1)=TS:X¢1,J)=x? 
IF E9=1 THEN RETURN 
IF I<>N9 THEN 2350 
E(I)=1: GOTO 2360 
IF E0=1 THEN 2360 
GOsUB 7000 
NEXT I 
F9=X(N9, J) 
RETURN 
REM 
REM ----=----- MCCABE THIELE STEADY STATE MODULE 
REM 
IF E0=0 THEN 3030 : 
FOR I3=1 TO N9: IF I13=N9 THEN 3020 
ECI3)=E1: GOTO 2025 
E(I3)=1 
NEXT 13 
D=(F1-B1)*F2/(D1-B1) :B0=F2-D:RO=D*R 
U4=RO+D 
FOR I=1 TO NS: IF I>1 THEN 3130 
LODSRO:YCI,J=D1 
GOSUB 4000 
TCL=T8IXC1 , D=XP 
IF E9=1 THEN RETURN 
IF E0=1 THEN 3120 
GOSUB 7000 
GOTO 3300 
IF I>=F7 THEN 3210 
LOD =SROSYCT , JISLCD) #XCT-1, IT) /44DeD1 4 
GOSUB 4000 
TC1D=TSIXC1, D=XP 
IF E9=1 THEN RETURN 
IF E0=1 THEN 3200 
GOSUB 7000 
GoTo 3300 
REM ---- 
LOD =RO+F2 
VS=L(1)-BO 
YOL, D=CLO1) ¥XC1-1 J) -BOxB1 US 
GOSUB 4000:T(I)=TS:X¢1,d)=X? 
IF E9=1 THEN RETURN 
IF I14>N% THEN 3290 
E(I)=1: GOTO 3300 
IF EQ=1 THEN 3300 
GOSUE 7000 
NEXT I 
REM ween 
Z(NP, JI=Y (NP, J) #ECN®) 
I=N 
13=1+1 
ZC1, DSECD#VC1, J +C1-EC1) #2013, 
121-2



  

4500 

=< 392 — 

IF I<i THEN 3380 

GOTO 3330 

DI=Z¢1,0) 
Bi=(F2*Fi-D*#D1)/B0 
X(N? , J=B1 
V6=L(N)-BO-VUS 
V7=B1 #V8+(1-B1) #9 
QP=V7eU5 
Q7=22/7 :QB=2#R2 
FOR I=i TON 
D2=X¢1,J)*D3+¢1-KC1,5)>*D4 
Dé=L¢1)¥10/¢D2*Q7#22) 
D7=B2+B3*Dé6 
OS=(Q7*.1E05/4)%(21*°2-2%22°2) #07 
MC1)=D8*.1E-05%D2 
NEXT I 
L¢11)=B0 
RETURN : 
REM is Morin ree ae 

REM 
REM 9 ---------- DEW POINT CALCULATIONS ----------- 
REM 
Ev=0 
IF YCI,J)2>1 THEN PRINT "ERRORTB": GOTO 4040 
IF YCI,d><O0 THEN PRINT "ERNEG": GOTO 4040 

GoTo 4050 
E9=1: RETURN 
J2=J 
¥C1411,D=¥C1,0) 
FO=LOG(10):YCI+11,2.=1-YCI+11, 1? 
FOR I1=1 TO 2:G(11)=1: NEXT I 
To=80 
REM ---- 
$1=0:S2=0 
FOR Ji=1 TO 2 
POTL SEXP CFOXCACII)-BOI1)/ETOFC C19) 
KCTHL1 , SLIHVCI 411, TL #TP/CGCT1D PCIE? 
S1=S1+XC1411,d1) 
SS=FORBC II) EXC I +11 JI 7¢TOFECIL9*2> 
$2=$2+53: NEXT Ji 
E7=1-S1: IF ABSCE7)<=.1E-02 THEN 4800 
REM (eee 
TO=T0-E7/S2 
IF ABS(1-XC(I+11,1))<¢.1E-06 THEN 4500 
MCLH11, 09=XC1411,19/70XC1 411, 1 +X C1 411,299 
XC1411,29=XC1411, 270X141 1,29 4XC1 411,299 
FOR Ji=1 TO 2 
IF Ji>1 THEN 4300 
S4=( 2*C2-C1) *C1-XCI411,01)9%2 
S5=2%(C1-CZ) ¥C1-XC1411,019943 
G(J1)=EXP(FO#(S4+S5)): GOTO 4320 
REM — 
S4=2%(C1-C2) ¥C1-XCI411,J199*2 
S5=2%(C2-C1)¥C1-XCT411,019943 
GC J1 =EXP(FOx(S4+S5)) 
NEXT Ji 
GOTO 4510 
GC1)=1:6¢2)=1 

 



592 

4siq GoTo 4105 
4800 TSs=TO 
4810 FOR Ji=i TO 2 
4820 PC JL =EXPCFOXCAC IL) -BCJ1)/(T8+CC T1999) 

BBO QCTISHVCI 411 Sid eTP/ CGC IL BPC 1D) 

4840 NEXT Jt 
4850 JaJz 
4890 X?=O¢d> 

» 4700 RETURN 
S999 REM 
6770 REM 
6991 REM ---------- PLATE EFFICIENCY CALCULATIONS ---------- 
6992 REM 
7ocd LislL¢l>:Visv 
7005 DEF FNS(Z20)=1.85835-2%.7327%Z0-3% .3Z2393%Z20*2+4%.16057%20°3 

7010 T7=T(1)+273   
7O1LS, Zz :29=1 
POZO Hi=Z1:HZ=Z22:H9=23:H4=Z4:HS=ZH1HS=ZS:H7=2Z7 :HEHZStHPHZF 

7030 REM esse 
7o4q FOR J3=1 TO 2 
FOSO HC IQ=FC US) HC J3+2.=F (S342) sHCJ3+4 =F 6 IS+4) 

55 HC IR+ 6) =F CIS46) HC US+ BSF SS4S) sHCIS+ 1 O=FCIS+10) 

PO60 HC IS+129=FC S341 2) KC S3+8)=F (S341 4) 

70 NEXT JS 
80 REM ce: 

7orvo FOR 17=1 TO 2:H¢14+179=T7/H¢ 2417) 

FIQO KCI7=CKC StI 7) #HC 441 77H 24179) 

KCI Z=KC17)%¢. 653E-G1/0H66417)%.773)—. 9E-O1 HC 14417)9) 

KC4+17)=.324"K(179%.5 
KC 441 7=KC174+4)#3.6 

Fid0 KCI7I=SKCI7)*. 1LEO7/KC17+8) 

FiSO KC 2+17)=Z28%.101325E06/(8.314%T7) 
F160 FS=C1.98HC14+1799%¢0. P#LOGC1. 9#HC174+149972.303) 

7170 Fa=1.058#H(17+14)%*.645-.261/F3 
7180 KC17+6)=33.3%SOR(K(17+8) #H¢17+2)) #F4 

FIFO KO StI 7I=KC 6417970 CHC S417) %. 1 E079 *6273)) 

F200 KC S6+179=KC6417)¥*3.6%.1E-03 
NEXT 17 
REM Sitotncd = haere: 

FOR 17=1 TO 2:HC10+172=HC10+17)%.1E07: NEXT 17 

+ 18%CHC10419°C173)) 
»188CHC1042)*(173)) 
W1+W2272 

sLS¥HC1) :W4=1.15#HC2) :WE=SARCWStW4) Wé=T7/WS 

~16145/(WS* .14874)+.52487/EXP( .77328WS) 

7+2.16178/EXPC2.4378WS) WE=SORCIZKC P41 7KC109) 

We=1-2.46*WS8*.1E-03 
SWSHWPR(T2* (3/2) ) 1UL=3600%. LE-AS¥ CUO C2 Be 7 eWO* 2) D 

+48. 1E-O7#K69)* .S/CHC119%.6) 
US=7.4%.1E-07%K(109*%.5/CH(12)%.6) 

U4=1 
IF X¢€1,0)<0 THEN U4=0 

US=U4"¢XC1 J) #U3+C1-KC1, 5) > #U2) 

U6=(XC1, J) #KCSI4C1739 + C1 XC, dd) BKC S9 C1759 9° 
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7435 U6SU6/3.6:U7=US*#T7/U6 
7440 GOSUB 8500: REM ----CALL CONVRT 
7450 MS=22/7 :M6=M5%(H1*2-2*H2*%2)74 
7455 Y4=XC1, J) #KC194+01-XC1T, J) #KC2) 
7460 YSHVC1, JDeKC SD + C1-YCI JD KC 4) 
7470 Y6=CXC1, J) #KOS)* 61739401 -KX01 J) HK 069401799943 
FASO YFSCYCT, DD eKC 7) #SORCKC9) 4 C1L-YC1, JD eK SE) SSORCKC 1099) 
7485 OY PLOVCT, J) ¥SORCKC9) 401 -YCIT, JD ¥SGRCKC10) 9) 

7490 Yeey7/ CY SUD 
74995 Y9=1.25*%¢.124E-01+.171E-01*M7+. 25E-02"71/H4+. 1SE-01#H3)*2 
7500 AL=M7*SQR(YS): IF A1>2.5 THEN 7520 
7505 IF A1l<.5 THEN 7530 
7508 GOSUB 8000 
75i0, GaTa 74600 
7520 B9=.6: GOTO 74600 
7530 6B 
7éoo A 

    

PRY 3¥MS6/¢12*M9*3600) 
Fé1Q ASHHS*2/6Y9#AZ) 
7620 A4=SQR(1.065*. 1E0S*U7) *( .26*M7*SQR(YS)+.15) 

7625 
»299#M7¥SQR(YS) +.21 7E-O1 eME/“ CSORCYS) 

      
7635 A7=FNS¢XO) 
7640 AB=A7#VL/LIIAP=AS#AS/(AS+AS#AS) : GOTO 7650 
7645. 
7650 
7655 C4=(AB/2)*(SOR(1+4#A8#CS/AS) -1) 
7660 CSSC4+A3:C6=CEXP(C4)-19/6C4#614C4/05)9 
7665 IF C5210 THEN 7700 

C7=1/EXP(-C5S): GOTO 7710 
0 

  

    

    

  

C8=(1-C7)/¢C5*(1+05/C4)) 
CF=CB+CS 
ECT )=C9*C3 
IF EC1)>=.99 THEN EC1=.99 
RETURN 
REM 
REM © ------------ INTERPOLATION MODULE ------------- 
REM 

C1 FOR 19=1 TO 6: READ OCI9),S¢19): NEXT I¢ 
8010 DATA 0,1,-5,.726;1,-642,1 25, 66,2, -9787, 205, .96 
e020 Ng=6 
S030 IF (A1-0¢1)),8100,8100,9070 
8070 IF (A1-Q(N3)),8120,8080,8060 
8080 B9=S(N3) 
8090 RETURN 
8100 B9=S¢1): RETURN 
€120 FOR 19=2 TO N3 
8120 IF ¢(A1<0C¢19)) THEN 8150 
8140 NEXT 19 
BIS BPSSCIF-1)+ CAL -OCT 9-1) HC SCI P)-SCT P10 ACCT 9) -OC1 9-1) 
8140 RETURN 
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REM 
REM ------------ CONVERT TO COMPATIBLE UNITS ----------- 
REM 
H1=H1/.3048:H2=H2/.3048:HS=H3#12/.5048 
H4=H4/ .3048:HS=H5S/ .3048:H6=HS6¥12/.3098:H7=H7¥1 27.3048 

FOR I18=1 TO 2 
KC18)9=K¢18) #K(8+18)*.1E-05%62.43 
KO 2+18)=K(2+18) *K(8+18)%.1E-05%462.43 
KC18+4)=K(4+18)%*.672E-03/3.6 
KC 18+6.=KC18+6)*.672E-03/73.6 
NEXT. 18 
U1=U1/¢ .92PE-01%3600) :U7=U7#10/2. 551 
MISKOP)#¥YCT D401 -YCT J) #KC109 
MZ=K(9) ¥XC1, J+ C1-XC1, 0 #KC10) 
M3=KC3) #Y¥C1, J) 4+01-¥C1, J) BKC 4D 
M4=KC1)#XCT S401 -K CT, JD RKO 2) 
MS=22/7 :M6=(M5/4) ¥CH1*2-2*H2*2) 
M7=V1#(M1%,. 2205E-02)/( 3600 #M3#Mé) 
MB=L1#(M2*.2205E-02)/(H4*60#M4%. 12349) 
Me=L1#(M2%.2205E-02)7¢3600%M4) 
Y1=L1*(M2*. 2205E-02)/(M4*60%.13368) 
Y2=.98"1.25*(V1/HS)* C273) 
YS=H3+Y2+H7 
RETURN



SELES 
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Table A6.9 FORTRAN Subroutines for Model I and 
  

INIT: 

where 

COMN : 

where 

DCOL: 

where 

PERTUB: 

where 

KOMN: 

general BASIC Calls 

CALL(2,C(1) ,D(1) ,E(1),F(1) ,E1,E2,E4,V1) 

C array contains the initial (steady state) profiles 
for Model I : 

D array contains operating conditions 
E array contains the initial (steady state) profiles 

for Model II 
F is array containing assignments to P(0,0), Q and R 
E1,E2,E4 are steering flags 

V1 Vapour boil-up rate 

CALL(4,C(1) ,D(1) ,E(1) ,RO,QO,E2,E3) 

array contains Model I profiles 
array contains process parameters 

array contains Model II profiles (dynamic response 
or estimates) 

RO Reflux rate in Model I 
QO Heat duty in Model I 
E2,E3 are steering flags 

m
o
a
 

CALL(2(T1,T2,21) 

Tl is time 
T2 integration step length 
Z1 integration method 1 = Simple Euler, 2 = Modified Euler 

CALL(7,T1,S(1),R(1) ,W(1) ,C1,F2) 

S array contains STEP disturbance parameters 
R array contains RAMP disturbance parameters 
W array contains SWAVE disturbance parameters 
Fl - index for type of disturbance 
F2 - index for variable to be disturbed 

CALL(2,C(1) ,L6,L7,L8,L9) 

where the C array is returned containing the specified matrix 
(rows = Lg» column = L))
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STINE KCMMON 
R,LG,LR1,LO1,LAMDAL ,LAMDAZ 
PRIN/DXC 11) ,OMC11) 
DATA/AREA , PAT HO, THETA 
;LAMOG2,DENI , DEN2, RAD, ODTEM 

A, VB,ACZ) B62), CC?) ,¢ 
COMPB,TCPB,EPSIL 
ROT) FKOC1S) 

  

   

        
   

    

    

  

    

  

I/MODEL/SEXICL1,29,SVLCL1, 
POV STUCT 1 Skt LOT Ot, by 

(15,15) ,FKTCIS 
Lp 

   

    

5) ,FKKC15,72          
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SUBROUTINE INIT(C,D,E,F,E1,E2,£4,SVB) 

Soe This subroutine in conjuction with INIT1,INIT2 and INIT3 
are used in initialising variables... 
REAL LR,LO,LO1,LR1 
COMMON/COLUMN/SX¢11,2),SY¢11,2),SYACT(11,2),SSM¢11),SL¢11 
1,STC11),9V611),EMV¢11),L0,00,F0,XF,XD,XB,FT,RT,LR,QO 
COMMON/MODEL/SX1¢11,2),SY1¢11,2),SYACT1(11,2),SSM1¢11) 

1,SL1¢11),ST1¢11),8V1,L01,001,F1,xF1,XD1,XB1,LR1,Q1 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP,IPF,ICC 
DIMENSION C¢(1),D¢1),EC1),FC1) 

ITASK=E1 
IC=IFIX¢D¢1)) 
NPLATE=IFIX¢D¢2)) 
1cc=IC 
NT=NPLATE+1 
GOTOCS,10),1TASK 

S CONTINUE 
DO 55_IP=1,NT 
SXCIP,IC)=CCIP) 

SYCIP,IC=CCIP+11) 

SYACTCIP,IC)=CCIP+11) 

SSMCIP)=C¢CIP+22) 

SLCIP)=C¢IP+33) 
STCIP)=CCIP+44) 

EMVCIP)=C¢CIP+55) 

SS CONTINUE 

IF (E4.EQ.0.) RETURN 
DO 77 I=1,NT 
SX1¢1,1.=SECI) 
SYACTICI,1.=ECT+11) 
SY1CI, 1 SEC1 +11) 

SSM1¢1I)=E¢1+22) 
SL1¢1)=E¢1+33) 
STI CID=EC1+44) 

77 CONTINUE 
SV1=SVUB 
RETURN 

10 CONTINUE 
CALL INIT1(D,F,E2,E4) 
RETURN 
END



- 399 - 

SUBROUTINE INIT1(D,F,E2,E4) 

This subroutine in Conjunction with INIT, 'NIT2,INITS 

are used for initialisation.. 

  

(MCIN/PRIN/DX C11) ,OMC11) 
ON/COLUMN/SXC11,2),SY¢11,2),5 
£),SVC11) ,EMUCt1) ,LO,D0,F0,xF, 
N/KOLPARANT NPLATE ,NCOMP TPF, I 
N/BUB/NPB ,NCOMPB,TCPE,EPSIL 
INZINTEG/SIS4 3S, JE,ND 
SION DCL) FOLD 

  

   

    

   

    

  

ySLC11)      

    

ND=2eNT 
MALL INIT2¢LAMDA1 ,LAMDAZ) 

YACTCL, IC) 

ONT, 10) 
KENT, 2)=1.-XB 

SOBUBCNT,I1C,SX(NT,IC),SYCNT, 70> ,STENTID 
(NT, 1C)=3Y (NT, IC) 

1+¢€1.-XB) #LAMDA2 é 

    

  

    

        

52,EQ.0.3 RETUR 
INITS¢F ,UTOR 
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SUBROUTINE INIT2¢LAM1 ,LAM2) 

==. This subroutine in conjunction with INIT,INIT1 and INIT3 
are used for initialisation .. 

REAL LAM1 ,LAM2,LAMDA1 , LAMDA2 
INTEGER ECOUNT 

COMMON/PRIN/DX¢11) ,0M¢11),KFIL,KCOUNT, IE, 1EC,ECOUNT 
COMMON/DATA/AREA , PAI ,HC, THETA 

1, LAMDA1 , LAMDA2, DEN! ,DEN2,RAD,DDIAM,HAC2) ,HBC2) ,HHC(2) 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP,IPF,ICC 
COMMON/HOUSE/VA ,VB,AC2) ,B¢2) ,C¢2) ,F10 
COMMON/BUB/NPB ,NCOMPB , TCPB 

HC=.25 
THETA=.006 
LAMDA1=31 .507 
LAMDA2=34.777 
LAM1=LAMDA1 
LAM2=LAMDAZ 
DEN1=10089.743 
DEN2=8686.75 
RAD=.0381 
XCDIAM=.0762 
DDIAM=.0105 
XDDIAM=DDIAM 
XTCP=1. 

KCOUNT=0 
NCOMP=2 
HAC1)=31.1766 
HAC2)=41.2685 

  

  

PAI=3.1416 
AREA=.004387 
NPB=NPLATE 
NCOMPB=NCOMP 
TCPB=XTCP*760. 

VA=.0042 
  VB=-.0004 

AC1)=7.4266 
AC2)=8.08374 
BC 1)=1549.3 
BC2)=2128.93 
C¢1)=254.082 
C¢2)=288.34 
F10=AL0G(10.) 
RETURN 

END
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SUBROUTINE INITS¢F,VTOP,E4) 

-This subroutine in conjunction with INIT,INIT1 and INIT2 
are used for initialisation .. 

REAL LR,LO,LR1,LO!L 
COMMON/COLUMN/SX¢11,2),SY¢11,2) ,SYACT(11,2),S9M(11),SL¢11) 
1,STC11),SVC11),EMVC11) ,L0,00,F0,XF,XD,XB,FT,RT,LR, QO 
COMMON/MODEL/SX1 (11,2) ,SY1¢11,2) ,SYACT1¢11,2),SSM1¢11) 

“ 2,SL1¢11),ST1¢11),SV1,L01,D1,F1,XF1,XD1,xB1,LR1,@1 
COMMON/FILTER/P(15,15) ,FKT(15,15) ,EX€11) ,FKM(7,15) ,FKKC15,7) 

3,ET2,ET4,ETS,ETS,ET10,EFR,ELR,EXF,EV 
COMMON/ CONVEC/FKR¢7) ,FKQ(15) 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF, ICC 
DIMENSION F¢1) 

1C=1CC 
DO 33 I=1,15 
FKQCI)=FCI) 
CONTINUE 

FKRG1)=FC16) 
FKR(2)=F(17) 
FKR(3)=F(18) 
FKRC4)=FC19) 
FKR(5)=F(20) 
FKR(6)=FC21) 
FKR(7)=F(22) 

DO 100 I=1,15 
po 90 J=1,15 

PCI, =O. 
TFCT.EQ.J>) PCI, J9=FC23) 
CONTINUE 
CONTINUE 
P(12,12)=F(24) 
PC13,13)=F(25) 
P(149,14)=F(26) 
PC1IS,15.=F¢ 27) 

  

F1i=FO 
XF1=XF 
xD1=XD 
xB1=xXB 
LRI=LR 
D1i=D0 
LO1=LO0 
@1=00 
EFR=F1 
ELR=LR1 
EXF=XF1 
EV=VTOP 

IF(E4.NE.0.) GOTO 400 
DO 200 I=1,NT 
SX1¢1T,1C)=Sx¢1,1C) 
SY1¢C1,1C)=SY¢1, 10) 
SYACTICI,IC=SYC1,1C)



mm AO? c=, 

SSM1¢1>=SSM¢(1) 
SLI¢CID=SLC1) 
ST1I¢CIO=STCI) 

200 CONTINUE 
SV1=VTOP 

400 SX1(NT,2)=SX¢NT,2) 
SL1<(NT)=Lo 
RETURN 
END 

SUBROUTINE KOMN(CE,R,C,RN,RM) 

C-----Subroutine used to retrieve COMMON arrays from BASIC .. 

COMMON/INVERS/AC7,14) 
COMMON/CONVEC/FKR(7) ,FKQ¢15) 
COMMON/FILTER/P(15,15) ,FKT(15,15) ,EX¢11),FKMC7,15) 

1,FKK(15,7) ,ET2,ET4,ETS,ETS8,ET10,EFR,ELR,EXF,EV 
DIMENSION E¢1) 

IR=R 
Jc=C 
N=IFIX¢RN) 
IF(N.EQ.0) GOTO 20 

DO 10 J=1,JC 
DO 9 I=1,IR 
K=1+(J-1)*IR 
GOTO¢1,2,3,4,5),N 

1 ECK)=PCI,d) 
GOTO ¢ 

2 ECK)=FKT(I,J) 
GoTa 9 

3 ECK)=FKMCI J) 
GOTO ¢ 

4 ECK)=FKKCI J) 
GoTa ¢ 

5 ECK=ACI, J) 
9 CONTINUE 

10 CONTINUE 
RETURN 

  

20 M=RM 
DO 23 I=1,IR 
GOTAC21,22) ,M 

21 ECI)=FKRC1) 
GOTO 23 

22 ECL)=FKQCI) 
23 CONTINUE 

RETURN 
END



a
o
n
a
0
0
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SUBROUTINE DCOL<TIME,DT,RIOD) 

---This subroutine in conjunction with DCOL1,DCOL2,DCOL3, 

DCOL4,DCOLS,and DCOLé describes the actual PROCESS dynamics model. 

It i¢ called from BASIC which supplies the time,integration 

step interval,etc.... 

REAL L,M,LR,LO 
COMMON/PRIN/DXT (11) ,DMT¢11) 
COMMON/COLUMN/X(11,2>,Y¢11,2),YACTC11,2) ,M¢11),LO11) 
1,T¢11),V611),EMVC11),LO,D,F,XF,XD,XB,FT,RT,LR,G 
COMMON/ INTEG/JS4 ,JS,JE,ND 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF, ICC 
DIMENSION ENTHV(11,2),ENTHL¢11,2),2¢24) ,D2¢24) 

TOQD=RIOD 
1c=1cc 
JE=0 
JS=0 
IPASS=0 

9 CONTINUE 
XD=YACT(1,1C> 
LO=L¢NPLATE) -V<NT> 
=VC1)-LR 

12Z=1 
CALL DCOL1¢12) 
DO 80 IP=1,ND 
IFCIP.GT.NT) GOTO 60 
Z2C1IP)=xXCIP,1C> 
DZ¢1P)=DXTCIP) 
GOTO 80 

60 J=IP-NT 
ZCIP=MCJ> 
OZ¢1P)=DMT¢CJ> 

80 CONTINUE 

STP=TIME 
ba 70 INTCAL=1,ND 

TIME=STP 
CALL INTJS(JS4,JS,JE,10D,IPASS)> 
CALL SDINT¢Z¢INTCAL) ,DZ¢INTCAL) ,TIME,DT, 10D, INTCAL) 

90 CONTINUE 

CALL DCOLS¢<DXT,DOMT,DZ2,xX,M,Z) 
DO 200 IP=1,NT 

200 CALL SDBUBCIP, IC,X¢CIP,1C),YCIP,IC) ,TCIP))> 

CALL DCOL1¢12Z) 

CALL DCOL2¢ENTHV,ENTHL) 
CALL DCOL3¢ENTHV,ENTHL? 

CALL DCOL4(L,V,F,LR) 
IPASS=IPASS+1 
CALL INTPASCIPASS, 10D) 
IF(JS.NE.0) GOTO 9 
RETURN
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SUBROUTINE DCOL1¢12Z)> 

———— This subroutine in conjunction with DCOL,DCOL2,DCOL3,DCOL4, 
c DCOLS and DCOLSé describes dynamic PROCESS model .. 

REAL L,M,LO,LR,LAMDA! ,LAMDA2 
COMMON/PRIN/DXT (11) ,DMT¢11) 
COMMON/COLUMN/X¢11,2),Y¢11,2),YACT(11,2) ,MC11>,L¢11) 
1,T¢11),UC11),EMVC11),L0,D,F,XF,XD,XB,FT,RT,LR,Q 
COMMON/ DATA/AREA , PAI ,HC, THETA, LAMDAL , LAMDAZ, DEN! 
1,DEN2,RAD,DDIAM,HAC 2) ,HB¢2) , HHC¢ 2) 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF, IC 

GOTO(S,55) ,12 
5 CONTINUE 

DO 5G IP=1,NT 
IF(IP.EQ.1) IK=1 
IFCIP.GT.1.AND.IP.LT.IPF) IK=2 
IFCIP.EQ.IPF) IK=3 
IFCIP.GT.IPF.AND.IP.LT.NT) IK=4 
IF(IP.EQ.NT) IK=5 

GOTOC10,20,30,20,40),1K 

  

10 IsIP+! 
DMTCIPX=LR-LCIP)+UCI)-VC IPD 
OXTCIPI=C(LR¥CXD-XCIP, IC) +VUCIP)*CXCIP,IC)—- 

LYACTCIP, IC) +VUCT) *CYACTCI,IC)-XCIP,IC) >) /MC IPD 
GOTO SO 

20 J=IP-1 
T=IP+1 
OMTCIPI=L¢J)-LCIP)+VUCT)-VUCIP) 
OXTCIPIS(LC I) *CXCT, ICD -KCIP, IC) 4VUC IP) *CXCIP,IC)— 
TYACTCIP,IC))+UCI) ¥CYACTCI,IC)-XCIP,1C)))/MCIP) 
GOTO 50 

30 CALL DCOLS¢(IK,IP,DMT,DXT> 
GOTO 5a 

40 CALL DCOLS(IK-1,1P,DMT,DXT> 
SO CONTINUE 

RETURN 

SS CONTINUE 
DQ 300 IP=1,NT 
IFCIP.EQ.NT) GOTO 250 
DENM=X¢IP,1C)*DEN1+¢1.-XCIP,IC))*#DEN2 
22=1.E2*MCIP)/( DENM#AREA) 
22=¢€Z22-HC)/THETA 
22=Z2*PAI*DDIAM/10. 
LCIP)=22*DENM 
GOTO 300 

250 L¢IP)=LO 
300 CONTINUE 

RETURN 
END
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SUBROUTINE DCOL3¢ENTHV, ENTHL) 

REAL L,LO,LR,NUM, LAMDAL , LAMDA2 

COMMON/COLUMN/XC11, 2) s¥G1152), YACTC(11,2) ,SSM¢11),L¢11) 

1,7¢11),UC11), EMVG11), Lo, D,F,XF,XD,XB, FT, RT,LR,@ 

COMMON/ DATA/AREA , PAI,HC, THETA 

2,LAMDA1 ,LAMDA2,DEN1, DEN2, RAD, DDIAM,HAC 2) , HBC 2) ,HHC¢ 2) 

EGMMON/KOLPAR/NT , NPLATE, NCOMP, Pi icc 

COMMON/WORK/ENTHF¢2) , ENTHR(2) ; HLS), HVC15) ,222,FHEAT 

3,RHEAT,2H,COMPF, COMPR, NUM, DENM, 2Z,; S10 

DIMENSION ENTHUC11,2) ,ENTHLC11,2) 

22Z=FT-25. 
0O 1400 IC=1,NCOMP 

1400 ENTHFCIC)= (HAC TC) +HB¢IC) ¥2ZZ+HHC( IC) *2Z2*#2. 0971000. 

FHEAT=0. 
po 1600 I1C=1,NCOMP 
IFCIC.EQ.1> COMPF=XF 
IFCIC.EQ.2) COMPF=1 .-XF 
FHEAT=FHEAT+ENTHF ¢1C) *COMPF 

1600 CONTINUE 

2ZZ=RT-25. 
bo 1800 IC=1,NCOMP 

1800 ENTHR(1C)=(HACIC) +HBCIC) *ZZZ+HHC( IC) *ZZZ**2. 071000. 

RHEAT=0. 
ba 2000 IC=1,NCOMP 
IFCIC.EQ@.1) COMPR=XD 
IFCIC.EQ.2) COMPR=1.-XD 
RHEAT=RHEAT+ENTHR¢ IC) *COMPR 

2000 CONTINUE 

bo 2400 IP=1,NT 
HL¢IP)=0. 
HYVCIP)=0. 
DO 2200 IC=1 ,NCOMP 
HL¢IP)=HL¢IP)+XCIP,IC)*ENTHLCIP, IC) 

HVC IP)=HVC IP) +YACTCIP,1C) #ENTHVCIP, IC) 

2200 CONTINUE 
2400 CONTINUE 

UCNT)=€L¢( NPLATE)? #HL(NPLATE) -LO#HL¢NT > +0) “HVCNT) 

RETURN 
END 

C  
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SUBROUTINE DCOL4¢L,V,F,LR> 
REAL NUM,LR,L 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF,1CC 
COMMON/WORK/ENTHF¢ 2) ,ENTHR(2) ,HLC15) ,HVC15) ,222, FHEAT 

2,RHEAT,2ZH,COMPF ,COMPR,NUM,DENM,ZZ,S10 
DIMENSION L(¢1),V¢1) 

2510 
2520 

30 

40 

So 

IP=NPLATE 
CONTINUE 
K=IP+1 
IFCIP.NE.1) GOTO 2510 
J=1P 
GOTO 2520 
J=IP=1 
CONTINUE 
IFCIP.EQ.IPF) NUM=L(J)*HL¢J)-LOIP) #HLCIP)+ 

1UCK) #HUCK) #F¥FHEAT 
IFCIP.EQ.1) © NUM=LR*RHEAT-L¢ IP) *HL¢IP)+UCK) #HUCK) 
IFCIP.NE.1.AND.IP.NE.IPF) NUM=L(¢0)#HLCJ) - 

1LC1P) #HLCIP) #UCK) #HUCK) 
UCIP)=NUM/HUCIP) 
IP=IP=1 
IFCIP.LT.1) RETURN 
GoTo 2500 
END 

SUBROUTINE DCOLS(IK,IP,DMT,DXT) 
REAL L,M,LO,LR 
COMMON/COLUMN/X¢11,2),YC11,2) ,YACTC11,2),M¢119,LC11) 
1,TC11),VC11),EMV611),LO,D,F,XF,XD,XB,FT,RT,LR,O 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP , IPF ,IC 
DIMENSION DMT¢1),DXT¢1) 

IK=IK-2 
GOTO ¢30,40),1K 
J=IP=1 
I=IP+1 
DMT CIP)=L¢U)-LC IP) #UCT)-UC IPD +F ; 
DXTCIPIS( LOI) ¥(XCJ, 10) -XCIP, IC) #UCIP) *CXCIP, IC) = 

LYACTCIP, IC) +VC1) #(YACTCI, IC) -X¢IP, 10) +F#¢XF- 
2X¢1P,1C)))/MCIP) 
GoTo 50 
J=IP-1 
ISIP+1 
DMT ¢ 1 P)=L (NPLATE) -LO-V<NT) 
DXTCIPISCLOI) #(XCT, IC) -K CIP, IC) HUCT PD #CXCIP, IO = 

1YCIP,1C)))/MCIP) 
CONTINUE 
RETURN 
END



9S 

100 

sad 

600 

800 

Foo 

1100 
1200 

ies 

SUBROUTINE DCOLé¢DX,DM,DZ,X,M,2) 
REAL M 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF ,1C 
DIMENSION X(11,2),M¢1),2¢1),DX¢1) ,DM¢1),D2¢1) 

NO=NT+NT 
DO 100 IP=1,ND 
IFCIP.GT.NT) GOTO 95 
XCIP,I1C)=2¢1P) 
DX(IP)=DZ¢1P) 
GOTO 100 
J=1P-NT 
Me J=2C1P) 
DMC J)=DZ CIP) 
CONTINUE 
RETURN 
END 

SUBROUTINE DCOL2¢ENTHV,ENTHL> 
REAL L,LAMDA1L,LAMDA2,LO 
COMMON/COLUMN/X(11,2),Y¢11,2),YACTC11,2),S5MC11),L011) 

1,T7(11),VC11) ,EMVC11),L0,D,F,XF,XD,x8,FT,RT,XLR,O 
COMMCIN/DATA/AREA,PAI ,HC, THETA 

2,LAMDA1 , LAMDAZ,DEN1 ,DEN2,RAD,DDIAM,HA‘ 2) ,HB¢2) HHO 2) 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF, ICC 
DIMENSION ENTHV¢11,2),ENTHL¢11,2) 

ICSICC 
YACT(NT, 1C)=Y¢NT, 10) #EMUCNTD 
IP=NPLATE 
CONTINUE 
K=IP+1 
YACTCIP, IC)=EMUCIP) #YCIP,IC)+¢1.-EMUC IP) #YACTCK,IC) 
IP=IP=1 
IFCIP.LT.1) GOTO 00 
GoTo 500 
CONTINUE 
DO 900 IP=1,NT 
IFCIC.NE.1) GOTO 800 
XCIP,2)=1.-X(IP,1) 
YCIP,2)=1.-YCIP,1) 
YACTCIP,2)=1.-YACTCIP,1) 

  

GoTo 900 
CONTINUE 
XCIP,12=1.-XCIP,2) 
YCIP,1)=1.-YCIP,2) 
YACTCIP,1)=1.-YACTCIP,2) 
CONTINUE 

DO 1200 IP=1,NT 
pO 1100 IC=1,NCOMP 
222=TC1P)-25. 
ENTHLCIP,1C)=(HACIC)*222+.5*HBC IC) #222##2.0+ 
1¢1./3,)*HHC( IC) *Z22**3.0)/1000. 
IFCIC.EQ.1) ZH=LAMDAI 
IFCIC.EQ.2) ZH=LAMDA2 
ENTHVCIP,1G)=ENTHLCIP,1C)+ZH 
CONTINUE 
CONTINUE 
RETURN 
END
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SUBROUTINE PERTUB(TIME,S,R,W,F1,F2) 
REAL LO,LR,M,L,LO1,LRI 
COMMON/COLUMN/SX(11,2),8Y(11,2) ,SYACT(11,2),SSMC11),SLC11) 

£,ST¢11),SVC11) ,EMV(11),L0,D0, FEED ,XFEED,x0,XB,FT,RT,LR,@ 
COMMON/MODEL/XC11,2),¥C11,2) ,YACTC11,2) ,MC11),LC11),TC11),V 

1,L01,D1,FEED1 ,xF1,XD1,XBi,LR1,@1 
DIMENSION S(1),R¢1),WC1) 

ITYPESIFIX¢F2) 
TECITYPE.EG.0) RETURN 
IVARSIFIXCFL) 
GOTO (10,20,30),1TYPE 

1c STIME=S¢1) 
SMAG=S(2) 
GOTO (11,12,13,14,15),IVAR 

  

Beg FEED=STEP<TIME,STIME,FEED, SMAG) 

RETURN 
13 FT=STEP(TIME,STIME,FT,SMAG) 

RETURN 
4 LR=STEPCTIME ,STIME,LR, SMAG> 

RETURN 
13 RT=STEP(TIME, STIME,RT , SMAG) 

RETURN 

  

  

  

Z GOTO (21,22,23,24,25) ,1VAR 
21 MFEED=RAMP(TIME,R(1),R¢2) RCS) ,XFEEO? 

RETURN 
es FEED=RAMP(TIME,R(1) ,R¢2) ,RC3) , FEED) 

RETURN 
23 FT=RAMP( TIME, RC1),RO2) R63) FT? 

RETURN 
24 LR=RAMP(TIME,R¢1),RC2) R63), LR? 

RETURN 
25 RT=RAMP(TIME , RC1),RC2Z) , ROB), RT? 

RETURN 

  

GOTOCS1 ,32,33,34,35) ,IVAR 
ai XFEED=SWAVECTIME ,WC1> ,Wo2)) 

RETURN 
32 FEED=SWAVE (TIME ,WC1) ,WC2)> 

RETURN 
FT=SWAVE (TIME ,W¢1) ,WC2)> 

RETURN 
LR=SWAVECTIME WC) ,WhC2>> 
RETURN 
RT=SWAVE (TIME WC 1) WO 2) > 

RETURN 
END 

oo
 

os
 

oo rs 
oa a
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SUBROUTINE INTJS(JS4,JS,JE,10D,1PASS) 

IFCIOD.EQ.1) RETURN 
IFCIOD.EQ.2) JS=IPASS 

RETURN 

END 

FUNCTION RAMP<TIME,RTIME,ERAMP,RMAG ,FNT> 
SLOPE=RMAG/ ( ERAMP-RT IME) 
IF(TIME.LT.RTIME.OR.TIME.GT.ERAMP> I=1 
IF(TIME.LT.ERAMP.AND.TIME.GT.RTIME) I=2 
IF(ABS(TIME-ERAMP) .LT. .goaas> =3 
GOTO (1,2,3),1 
RAMP=FNT 
RETURN 
RAMP=FNT+SLOPE*(TIME-RT IME) 
RETURN 
RAMP=FNT+RMAG 
RETURN 
END 

  

FUNCTION STEP(TIME,STIME,FNT ,SMAG) 
IF(TIME.LT.STIME.OR.TIME.GT.STIME) I=1 
IF(ABS(TIME-STIME) .LT..00005) 1=2 
IF(1.EQ.1) GOTO 1 
IF¢I.EQ.2) GOTO 2 
STEP=FNT 
RETURN 
STEP=FNT+SMAG 
RETURN 
END 
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SUBROUTINE COMN(C,D,E,REFLUX,HEAT,E2,E3) 

C-----Subroutine used to retrieve variable values from COMMON areas.. 

c It is called from BASIC 

Cc 
REAL LR1,LR,LO,LO1 
COMMON/ COLUMN/SX (14 , 2),SY¥(11,2) ,SYACT(11, 2), 85M¢11),SL¢11) 

1,ST¢11),SVC11), EMUci1); LO,DO,FO, xe XD,XB,FT,RT,LR,@ 

_ECHMON/HODEL/ SHI 11, 2), Syicii, 2), SYACTI (11,2), SEMI C11), SELCHT 

:ST1¢11),SV1,L01,01,F1, 1xF1, xD1, xB1, LR1, Qi 

“ LOMMON/KOLPARANT, NPLATE, NCOMP , IPF, Ic 

COMMON/FILTER/PCiS, 15), FKTC15, 15) ,ExX¢i1),FKMC7,15) 

1,FKK(15,7) ,ET2,ET4,ETS,ETS, ETiO, EFR, ELR, EXF, Ev 

DIMENSION G61) 061) BCID 

  

   

IE2=E2 

IES=E3 
IFCIE3.EQ.0) GOTO 50 

LR=REFLUX 

G@=HEAT 

RETURN 
Coneee 

s0 CONTINUE 
DO 80 IP=1,NT 
CCIP)=SXCIP,IC> 

CCIP+11)=SYACTCIP,IC> 

CCIP+22)=SSMCIP> 
CeIP+33.=SLCIP)> 
CCIP+44)=STCIP) 

CCIP+S55)=EMVCIP? 

CCIP+é6)=SVUCIPD 

gc) CONTINUE 
C----- 

D¢3)=FQ0 

D¢S)=FT 

DC FI=SLR- 

D¢119=0 
G2-e ee 

IFCIE2.EQ@.0) RETURN 
C2-<== 

Do 40g IP=1,NT 

ECIP=SX1¢CIP,IC) 

ECIP+i1)=SYACTICIP,IC) 
EC IP+22)=SSM1 (1P> 

ECIF+33)9=SL1¢1P) 

ECIP+44)=STICIP> 

400 CONTINUE 
eee ood 

ECS4)=EFR 
E¢(57)=ELR 
E¢SS)=EXF 
ECS?) =EV 
RETURN 

END



esi ite 

SUBROUTINE SDINT(XX,DX,TD,OTD, 10D, INTCAL) 

C-===5 Integrator subroutine ¢ Simple and Modified Euler methods 

COMMON/ INTEG/JS4 ,JS,JE,ND 
DIMENSION DXAC24) 
IF¢INTCAL.EQ.1) JN=0 
GOTO¢ 6,5), 10D 

é CONTINUE 
GOTO 7 

5 JS=JS+1 
IF(JS.EQ.3) GOTO 20 
IF(JS.EQ.2) GOTO 10 

C-<e=5 
? DT=DTD 
3 TD=TD+DT 
10 CONTINUE 
canes 

UN=JN+1 
IF(JN.GT.ND) JN=JN-ND 
GOTO(19,18),10D 

  

7 XX=XX+ DX*DT 

a TD=TD-DTD 

RETURN 

18 IF¢JS.EQ.1) GOTO 11 

IF¢JS.EQ.2) GOTO 12 

11 DXA¢ JN) =DX 
XX=XX+DX*DT 
RETURN 

i2 XX=XX+ (DX-DXAC IN) 2 #DT/2. 

RETURN 

20 CONTINUE 
TD=TD-DTD 
RETURN 
END 

SUBROUTINE INTPASCIPASS, 10D) 
COMMON/ INTEG/JS4,JS,JE,ND 
IF(IOD.EQ.1) RETURN 
IF(JS.GT.2) JS=0 
IF(1OD.EQ.2-AND.IPASS.GT.2) IPASS=0 
RETURN 
END
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SUBROUTINE SDBUBCIIP,IIC,xxX,YYC,TBUB) 
COMMON/BUS/NPLATE ,NCOMP, TCP ,EPSIL 
COMMON/HOUSE/VA , ve, AC2), BC2} 302) ,F 
COMMON/WORK/2¢2) , P62), Yes) ;GC15) 51,92, $2,54,S5,S6 
1,87,58,99,S10 

    

  

J7=11C 
20 I7I=XX 

2¢2)951.-201) 
D2 20 J=1,NCOMP 
IFCIC.GT.1) GOTO 1 
S1=(2. #VB-VA) #01 .-205)) ##2.0 

S2=Z2.8(VA-VBD #01. -205))#*3.00 
GCICS=EXPCF#(S1+S2)) 

GOTO 2 
i CONTINUE 

C2. 2VA-VB) #C1.-200))##2.0 
2.*(VB-VA) #01 .-265)) ##3.0 

Ca ean Gye er ee)? 
2 ITINUE 

20 CONTINUE 

   

      

25 CONTINUE 

  

Oo 30 J=1,NCOMP 
PCT SEXP CFR CAC I) “BCD /(TRUBTCC ST) ) 93 
YC DSB CT) #2 CD #PCID/TOP 

14Y¥OD) 
FeRBC J) #Y (0) /((TBUBEC( I) ¥#2.0) 

30 

  

1FCaBS(84). LE.EPSIL) GOTO 50 
TBUB=TBUB-S4/52 
BOTA 25 

  

CONTINUE 
DO 60 J=1,NCOMP 
PC SSEXPCF RCAC J) -BCJO/(TBUBTC( J)? 
YO D=GCI0*Z2609 #P C0 /TOP 
CONTINUE 

  

J=1IC 
yycsYd) 
RETURN 
END
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Table 6.10 FORTRAN Subroutines: for Model II 

BASIC Call 

SIMUL: CALL(2,T3,T4,22,T9) 

T3 

T4 

22 

TS 

is time 

is integration step length 

is integration method 

steering flag (integrate Model II or refine Model II 

profiles based on latest estimates)



- 414 - 

SUBROUTINE SIMUL¢TIME,DT,RIOD,KFLAG) 
REAL LR,L,LAMDA,LAMDAL ,LAMDA2,M,LO,KFLAG 

ae This subroutine in conjunction with SIMULX form 

the FILTER model.. 

COMMON/COLUMN/SX(11,2),SYC11,2),SYACTC11,2),SSMC11),SLC11)
, 

{ST(11),SVRC11),EMC11) ,SLO,SD0,SF0,SXF,SXD,SXB,FT,RT,RLO,Q0 

COMMON/MODEL/X¢11,2) ,YC11,2) ,YACTC11,2),MC11),L¢11),T¢11) 

1,SV,L0,D,F,XF,XD,XB,LR,Q 
COMMON/DATA/AREA , PAI ,HC, THETA 

2, LAMDA1 , LAMDA2 ,DEN1 , DEN2, RAD, DDIAM,HAC 2) ,HB(2) ,HHCC2) 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF, ICC 
COMMON/INTEG/JS4,JS,JE,ND 
COMMGON/WORK/G¢2) ,PP¢2) ,DXTC15) ,2¢15) ,22,DENM,S3,54 

3,85,86,87,58,97,S10 i 

Ic=1cc 
IF(KFLAG.NE.O.) GOTO Socca 

IQD=IFIX¢RIOD) 

JE=0 
IPASS=0 

VBOTT=SV 
VT=VBOTT 

9 CONTINUE 
LO=L¢(NPLATE) -VBOTT 
D=VT-LR 
XD=YACT(1,1C) 

CALL SIMULX(VBOTT? 

STP=TIME 
DO 90 INTCAL=1 ,NT 
TIME=STP 

CALL INTJS¢JS4,JS,JE,10D,IPASS) 

CALL SDINT(X¢INTCAL, IC) ,DXTCINTCAL) , TIME, OT, 100, INTCAL) 

90 CONTINUE 
so000 CONTINUE 

pO 200 IP=1,NT 
200 CALL SDBUBCIP,IC,X¢IP,IC),Y¢IP,IC),T¢IP>? 

C----- 

LAMDA=X¢NT , IC) *LAMDAL+¢1..-X(NT, IC) #LAMDA2 
UBOTT=G/LAMDA 
UT=VBOTT 

YACTCNT , IC)=Y¥<NT,1C) *EMCNT) 

IP=NPLATE 

350 CONTINUE 
K=IP+1 
YACTCIP, IC)=EMCIP)#YCIP, IC) +¢1.-EMCIP) )#YACTCK, IC) 

IP=1P-1 
IFCIP.LT.1) GOTO 360 

GOTO 350 
360 CONTINUE



400 

20 

30 

40 

30 

DO 250 I=1,NT 
IF(1.GE.IPF) GOTO 230 - 415 - 
LOI=LR 
GOTO 250 
IF¢I.EQ.NT) GOTO 240 
LCI) =LR+F 
GoTo 250 
L¢I)=Lo 
CONTINUE 

IF¢KFLAG.NE.O.) GOTO 400 
IPASS=I PASS+ 1 
CALL INTPASCIPASS, 10D) 
IF¢JS.NE.0) GOTO > 
SV=VBOTT 
RETURN 
END 

SUBROUTINE SIMULX<¢VBOTT) 

-Used in conjunction with SIMUL for filter model integration.. 

REAL L,M,LO,LR 
COMMON/MODEL/X(11,2),YC11,2) ,YACT(11,2) ,MC11),LC11) 
1,T(11),SV,L0,D,F,XF,XD,XB,LR,Q 
COMMON/WORK/G(2) ,PP¢2) ,DXT(15) ,2¢15) ,22,DENM,S3,54,85,S6 

2,87,88,S9,S10 
COMMON/KOLPAR/NT ,NPLATE ,NCOMP, IPF, IC 

VUT=VBOTT 
DO 50 IP=1,NT 
IFCIP.EQ.1) IK=1 
IFCIP.GT.1.AND.IP.LT.IPF) IK=2 
IF(IP.EQ.IPF) IK=3 
IFCIP.GT.IPF.AND.IP.LT.NT) IK=4 
IFCIP.EQ.NT) IK=5 
GOTO(10,20,30,20,40),1K 
K=IP+1 
DXT CIP) =(LR*(XD-XCIP, IC) )+VT#CYACTCK, 10) -YACTCIP,1C)))/MCIPD 
GOTO 50 
J=IP-1 
K=IP+1 
DXTCIPISCLOS) ¥CKCT, TOD) -XCIP, IC) #UT#CYACT CK, 10) - 

1YACTCIP,IC)))9/MCIP) 
GoTa 50 
J=IP=-1 
K=IP+1 
DXTCIP=¢LCJ) #X CT, 10) -L CIP) ¥X CIP, IC) +UBOTT#(YACT(K, IC) = 

+YACTCIP,IC))+F*XF)/MCIP) 
GoTo 50 
J=IP=1 
OXTCIPI=CLOS) #XCT, 10) -L CTP) ¥X CIP, IC) -VBOTT#YACTCIP,IC))/MCIP) 
CONTINUE 
RETURN 
END
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Table 6.11 FORTRAN Subroutines: for Estimation with EKFl 

BASIC Calls 

KALMAN: CALL(5,¥(1) ,U(1) ,K(1) ,M(1) ,L(1) ,P9,D9) 

where Y array contains the noisy measurements 

U,K,M and L are workspace arrays 

P9 is flag set in the matrix inversion routine 

D9 is flag in matrix inversion routine 

P10F10: CALL (3,89) 

where S9 is sample interval 

PKK: CALL (6) .
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<<<-- The Kalman Estimation step is done here.Measurement vector 
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SUBROUTINE KALMANCY ,DX,XX,DY,YY, FLAG, DET? 

Y is supplied from BASIC.Note reference trajectory is 

previous estimates .. DET and FLAG flag any numerical 

difficulty im the Matrix inversion. 

REAL LR,LO 
COMMIN/MODEL/SX¢11,2),SY¥C11,2),SYACTC11,2>,S8M¢11),SL¢11) 

  

sT¢1¢),8V,L0,0,F,XF,XD,XB,LR,@ 
“OMMON/FILTER/P (15,15) ,FKT(15,15) ,EXC119,FKMC7,15) 
FKK(15,7) ,ET2,ET4,£76,ETS,ETIO,EFR, EL, EXP, EV 
“OMMON/CONVEC/FKR¢7) ,FKQC15) 
MMON/ INVERS/A (7,14) 
MENSION Y(t) ,DXC1),XXC1) ,DYCL) ,YYC1),SRC7, 79 

Go 
3
¢
 

G 

ao 

DO SO I=1,11 
OX¢CTI=SXC1,12-EXC1) 

CONTINUE 

0X1 2>=F-EFR 

DX¢13)=xKF-EXF 

Dx ¢14)=SV-EV 

Dx ¢!S)=LR-ELR 

    

Yt. mY CLI-ET2 
(29=x(2)-ET4 

“DYCS)=Y¢3)-ETS 
Oy ¢49=Y(4)-ETS 

YCS)-ETIO 
Y¥ C6) -EFR 

d=Y(7)-ELR 

    

   
   

   

  

J=FOTXCET2) 
OTXCET4) 
DTX¢ETS) | 
DTX¢ ETS) 

£5, P9=FDTXCETIO? 

  

CALCULATE K¢k+1) NOW 

  

CALL MATTPS(?, 15,FKM,FKK> 
AL! MATMUL CLS, 

{ 
7,P,FKK,FKK,2) 
,FKM,FKK, SR, 0) 
KR, SR 
R,FLAG,DET) 
2FKK,SR,FKK, 12 

  

N
g
 
a
v
e
 

7 

  

LOULATE DX¢k+1,k41> NOW TE, STATE DEUIATI 

MATVEC(7,15,FKM,DX,YY? 
VECTOR( 7, DY ; YY, YY ,2) 
MATVEC(IS, 7, FKK YY XX? 
JECTOR(15,0X XX, DX; 1? 
KALMAL (DX? 
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SUBROUTINE KALMA1 ¢ DX) 

oes Used in conjunction with Subroutine KALMAN. 

REAL LR,LO 
COMMON/MODEL/SX¢11,2),SY¢11,2) ,SYACT(11,2),SSMC11),SLC11) 
1,ST(11),SV,LO0,D,F,XF,XD,XB,LR,@ 
COMMON/FILTER/P(15,15) ,FKT(15,15) ,EX¢11) ,FKM(7,15) 

1,FKK(15,7) ,ET2,ET4,ET6,ET8,ETIO,EFR,ELR,EXF,EV 
DIMENSION DX¢1) 

DO 100 I=1,11 
SX(1,1)=EX¢1)+DX¢1) 
IFCSX(1,1).GT.1.) SXC1,1)9=.9999 
IFCSX(1,1).LT.0.) SX¢I,12=.0001 

100 CONTINUE 
FSEFR+DX¢12) 
XFS=EXF+DX(13) 
SV=EV+DX¢14) 
LR=ELR+DX¢15) 
EFR=F 
ELR=LR 
EXF=XF 
EV=su 
RETURN 
END 

SUBROUTINE PKK 

== Calculates P(K,K) 

REAL LO,LR 
COMMON/MODEL/SX(11,2),SY¢11,2) ,SYACTC11,2),SSM(11),SL¢11) 

2,8T¢11),S8V,L0,D,F,XF,XD,XB,LR,Q 
COMMON/CONVEC/FKR¢7) ,FKQ¢15) 
COMMON/FILTER/P(15,15) ,FKT(15,15) ,EX¢11),FKM(7,15) 
1,FKK(15,7) ,ET2,ET4,ET6,ETS,ETIO,EFR,ELR,EXF,EV 
FKI=1. 
CALL MATMUL(15,7,15,FKK,FKM,FKT,O) 
CALL DIASUB(15,FKI,FKT,FKT) 
CALL MATMUL(15,15,15,FKT,P,P,2) 
CALL MATTPX¢15,FKT,FKT) 
CALL MATMUL(15,15,15,P,FKT,P,1) 
CALL MATTPS(15,7,FKK,FKM) 
CALL DIAMUL(¢7,7,15,FKR,FKM,FKM) 
CALL MATMUL(15,7,15,FKK,FKM,FKT,0) 
CALL MATADD(15,P,FKT,P) 
RETURN 
END
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SUBROUTINE PLOFIO¢S) 

----Calculates PCk+i ,k> 

  

REAL LO,LR 
MON/MODEL/SX¢11,2),8¥C11,2) 

8TC117,5V,L0,;0,F XE x0 ,XB,LR, 
SOMMON/CONVEC/FKR(7) ,FKQC15) 

     

  

tf ,2) ,SOMC119,SLEI1)     
       

    

  

407513)   

  

  

ULATE PCK+1,K) NOW TE. 

“L MATMUL¢15,15,15,FKT,P,P 
CALL MATTPX (1S, FKT PRT? 
CALL MATMUL(15,15,15,P,FKT,P,1) 
CALL DIAADDC!S,P,FKQ,P) 

T SAMPLING INSTANT 

  

D0 80 I=1,7 
00:70 J=i,i5 
FKMCT, d=n. 
CONTINUE 
CONTINUE 
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SUBROUTINE TRANS(S) 
c 
Crea Calculates the system Transition Matrix by a first : 
c order Taylor Series approximation. 
€ 

REAL LR,LO,K,M,L 
COMMON/MODEL/X¢11, 2) ,SYC11L, 2), Y¥C11 2) .MC11> ,LO11) 
1,ST¢11),SV,L0,D,F,XF,XD,XB,LR,Q 
COMMON/FILTER/PC15, 15), FKTC15, 15) ,EX¢11) ,FKMC7,15) 

1, FKK(15,7) ,ET2,ET4,ET6,ETS8,ET10 ,EFR,ELR, EXP, EV 
DIMENSION K¢11) 

fesse 

VEEV 
DO 20 1=1,15 
IMi=I-1 
IPi=I+1 
DO 10 J=1,15 
FKT(I,J)=0. 
IF(I.GT.11) GOTO 9 
KCD=YC1,19/X¢1,1) 
IF(J.EQ.IM1) FKTCI,J)=S*L¢ IML) MCI) 
IFCJ.EQ.1 0) FKTCI,J=1.-S#CLC1) +USKCITD MCT) 
IF(I.EQ.11 > GOTO 10 
IFCI.EQ.IPL) FKTCI, J =CS#URY CT, 19/00, 19 MET) 
GOTO 10 

9 IFCI.EQ.J) FKTCI,)=1. 
10 CONTINUE 
20 CONTINUE   

  

FRKTC11,110=1.-S¥(LO+URKC1199/MC11) 

FKTC1,19=1.+S%(KC1)%¢LR-V)-LR)/MC1) 
FKT(1,159=S%(Y(1,1)-XC1,1)/MC1) 
FKT(7,12)=S%(XF-X(7,1)9/MC7) 
FKT(7, 13)=S¥F/M¢(7) 
FKTC11,12)=S*x(10,1)/MC11) 
FKTC11,15)=S*X(10,1)/MC11) 

J=15 : 
DO 11 I=1,10 
T=S8(XCI- al 1)-XCI, 1)0/MC1) 
FKTC1, J=T 

IFCI.LE.7) GOTO 11 
FKTCI,J-1)=T 

11 CONTINUE 

J=14 
DO 12 1=2,10 
FKTCI, J2=Se CV C141, 19-YCI,1)9/MC1) 

12 CONTINUE 
FKTC11,14)=-SeY(11, betty 
RETURN 
END
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SUBROUTINE MATMUL(N,M,IP,A,B,C,1FLAG) 
DIMENSION ACN,M),B(M,IP),C(N,IP> ,T¢ 

If IFLAG .EQ@. G then normal 
If IFLAG .EQ@. 1 then first matrix 

If IFLAG .EG@. 2 then second matrix 

IFCIFLAG.NE.O) GOTO 3 
DO 11 I=1,N 
DO 9 J=1,IP 
Si=o. 
pO 8 K=1,M 
S1=S1+AC1,K) ¥BCK, J) 
CONTINUE 
CCl, J)=S1 
CONTINUE 
CONTINUE 
RETURN 

Wo
n 

Wh 
G
a
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CONT INUE 
GOTO¢10,20),IFLAG 
J=J+1 

DO 1 K=1,M 
S1=S1+AC1,K) ¥BCK, J) 
CONTINUE 
TCL)=S1 
IF(L.EQ.M) GOTO 6 
GoTo 5 
CONTINUE 

DO SO L=1,M 
IFCIFLAG.EQ.1) CCII,L2=T¢L) 
IFCIFLAG.EQ.2) CCL, dJ.=TCL) 
CONTINUE 

GOTO¢ 60,70) , IFLAG 
TISI1+1 
IFCII.GT.N) RETURN 
GOTO 4 
JJ=JI+1 
IFCJJ.GT.IP) RETURN 

GOTO 4 
END 

15) 

is answer 
is answer
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SUBROUTINE MATTPX¢N,A,AT) 

DIMENSION ACN,N) ,ATCN,ND 
J=1 
DO 1 I=J,N 
DO 2 K=d,N 
IFC(I.EQ. K>) GOTO 2 
TEMP=AC1,K) 
ATCI,KI=SACK, I ’ 
ACK, 1)=TEMP 
CONTINUE 
J=J+1 
IF(J.EQ.N) RETURN 
CONTINUE 
END 

SUBROUTINE DIAADD(N,A,B,C) 
DIMENSION AC¢N,N?,BCN) ,C¢(N,N) 
DG 1 1=1,N 
CCL, IDSACI,1)+B¢1) 
CONTINUE 
RETURN | 
END 

SUBROUTINE DIASUB(N,FKI,B,C) 
DIMENSION B(N,N),C<N,N) 
DO 3 I=1,N 
DO 1 J=1,N 
IF(1.EQ.J) GOTO 2 
CCl, J)=-BC1, J? 
GOTO 3 
C(1,J)=FKI-B¢(I, J) 
CONTINUE 
RETURN 
END
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SUBROUTINE MATADD(N,A,B,C) 
DIMENSION A(N,N) ,B¢N,N) ,CCN,ND 

  

=1,N 
CCl, SACI, JD+BC1 dD 
CONTINUE 
RETURN 

END 

SUBROUTINE MATTPS(N,M,A,AT) 
DIMENSION A(N,M) ,AT(M,ND 
DO 2 I=1,N 
DO 1 J=1,M 
ATCT, ISAT a) 
CONTINUE 
RETURN 
END 

SUBROUTINE DIAMUL(N,N,IP,R,B,C) 
DIMENSION R¢(1),T¢10),C(N, IP), BN, IF) 
DO 3 J=1,IP 
DO 2 I=1,N 
TCDSRC1) #BC1, 0) 
CONTINUE 
DO 1 K=1,N 
CéK, J=TCK) 
CONTINUE 
RETURN 
END
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FUNCTION FDTX(ET) 
COMMON/HOUSE/VA VB ,AC2) ,B¢2) ,C62) ,F 
COMMON/WORK/VP(2) ,PPC2) ,YC15) ,GC15),P,F1,F2,0F1,DF2 
186,57,$8,59,S10 
P=760. 
DO. I=1,2 
UPC 1D SEXPCFS(ACT)-BC1)/€CC 1) 4ET) 99 
F1=P-UP(2) 
F2=VP(1)-VPC2) 
DF 1=-FxB(2) #UP(2)/( (CC 2)4ET) ##2.) 
DEZ=F*BC 1) ¥UPC1)/¢ (CCL) FET) 882.) -F¥B( 2) UPC 2) (CCC 2) FET) #82.) 
FOTX=F2*%2.0/(DF1*¥F2—-DF2#F1) 
RETURN 

END 

  

SUBROUTINE VECTOR(N,X,Y,ANS, IFLAG? 
DIMENSION X¢1),Y¢1) ,ANSC1) 
DO 3 I=1,N 
GOTO (1,2),IFLAG 
ANS(ID=XC14Y C1) 
GOTO 3 
ANS(1=X¢1)-¥ C1) 
CONTINUE 
RETURN 
END 

SUBROUTINE MATVEC(N,M,AS,XV ,AX) 
DIMENSION AS(<N,M) ,xVEM) ,AXCND 
DO 2 I=1,N 
SUM=0. 
DO 1 J=1,M 
SUM=SUM+AS CI J) #XUC TD 
AX(1)=SUM 
CONTINUE 
RETURN 
END
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SUBROUTINE MATINV(N,B,BI,IFLAG,DET> 

Cease IFLAG and DET are error flags. 

100 
200 

o
n
 

REAL IFLAG 
COMMON/ INVERS/AC7, 14) 
DIMENSION B¢7,7),BI1¢7,7) 
DET=1.0 
IFLAG=0. 
DO 200 I=1,N 
DO 100 J=1,N 
ACI, D=BC1,g) 
CONTINUE 
EPSIL=1.E-10 
Ni=2*N 
DO 3 I=1,N 
DO 3 J=1,N 
IFCI-J) 1,2,1 
KK=J4+N 
ACI,KK)=0.0 
GOTO 3 
KK=Jd+N 
ACI, KK)=1.0 
CONTINUE 
DO 50 IP=1,N 
IM=IP 
IST=IP+1 
IF¢IST.GT.N) GOTO 11000 
DO 10 I=IST,N 
IF<ABS(ACIM,IP))-ABS(ACI,IP))) 9,10,10 
IM=1 
CONTINUE 
CONTINUE 

IF(ABS(ACIM,IP))-EPSIL) 11,13,13 
IFLAG=1. 
IFCACIM,IP)) 13,70,13 
IFCIM-IP) 14,20,14 
DO 15 J=IP,Ni 
AL=ACIP, J) 
DET=DET#AL 
ACIP, J)=ACIM, J) 
ACIM, D=AL 
AL=ACIP,IP) 
ACIP, IPD=1. 
DO 25 ST ,N1i 
ACIP, D=ACIP,J)/AL 
DO 40 I=1,N 
IFCI-I1P) 30,40,30 
AL=AC(1,1P) 

| J=IP,NI 
ACL, J=ACI,J)-ALXACIP, J) 
CONTINUE 
CONTINUE 

        

  

bo 60 1 

oo °SS vi 
K=J+N 
BIC], J)=AC1,K) 
CONTINUE 
RETURN 

IFLAG=2. 
CET=0.0 
RETURN 
END 

1,N 
1,N
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SUBROUTINE MATINV(N,B,BI,IFLAG,DET) 

-IFLAG and DET are error flags. 

REAL IFLAG 
COMMON/ INVERS/AC 7,14) 

DIMENSION B¢C7,7),BI1¢7,7) 
DET=1 .0 
IFLAG=C. 
DO 200 I=1,N 
ba 100 J=1,N 
ACI, J=BCI,J) 
CONTINUE 
EPSIL=1.E-10 
Ni=2#N 
DO 3 I=1,N 
DQ 3 J=1,N 
IFCI-d) 1,2,1 
KK=J+N 
AC1,KK)=0.0 
GoaTa 3 
KK=J+N 
ACI, KK)=1.0 
CONTINUE 
DQ 50 IP=1,N 
IM=I1P 
IST=IP+1 

IFCIST.GT.N) GOTO 11000 
pO 10 I=IST,N 
IFCABS(ACIM,IP))-ABS(ACI,IP))) 9,10,10 
IM=I 

CONTINUE 
CONTINUE 

IF(ABSCACIM,IP))-EPSIL) 11,13,13 
IFLAG=1. 
IFCACIM,IP)) 13,70,13 
IFCIM-IP) 14,20,14 
DO 15 J=IP,NI 
AL=ACIP, J) 
DET=DET#AL 
ACIP, J=ACIM, J) 
ACIM, d=AL 
ALSACIP,1P) 
ACIP, IPI=1. 
DO 25 J=IST,N1 
ACIP, D=ACIP,D)/AL 
pO 40 I=1,N 
IFCI-IP) 30,40,30 

(1, 1P) 
5S J=IP,N1 
pD=ACL,J)-AL¥ACIP, J) 
TINUE 

CONTINUE 

      

    

bo 60 
99 55 J 

+N 
BI¢1,d=AC1,K) 
CONTINUE 
RETURN 
IFLAG=2. 
DET=0.0 
RETURN 
END 

=1 

=i 
aN 
aN 
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Table A6.12_ BASIC program for estimation with EKF1 
KEY cece eeeeeee BASIC FROGKAM FOR USE KIIH EXEL eeeee 
hEM 

PREY MALMAN FILTER SIMULATION OF A EINAbY LISTILLAITION FROCESS 
FEM ESTIMALING 11 PLATE LIGUIL COMPOSITIONS ANE 4 PARAMEIERS- FEEL 
bEM hALTEsFRED COMPOSITION+ KEFLUK HATE ANL EDIL-LF rAlEee 
REM 7 FROCESS MEASUREMENTS «6 5S TEMFERAILEFS AVL 2 FLOVRATES 
bRM 
LIM COBESIsDCLA + ECTHDs FOCORI A RC S)s SOLIS KOO e LOT 2 VOTO KCI? 
LIM JOC1@I>UC159+KC1595L 679907) 
BOLUR ISAK 
as £9213: CO=FNDCE9) 
Tle 13s 14515. 19+b9=¢ 
PRINT “INPUT MEASUREMENT VOLSE FARAMEIERS "$2 INEUL C7>CK>C9 
PRINT “PRINT INTERVAL 7? “33 INEULT Ge 
FRIND “INEUL X@oXdeYOs 1s S7o XO"? INKL AVOK Le Whe V le STALE 
S$9=K2t KEM SAMPLING INTERVAL 
PRINT “INPUT Zts12.16 “32 INPLI Z21,78.1€ 
RIND “ENFUL 22674017 “s: INFUT 2251217 
PRINT "SE1 SS3 AND SS4 AND INPLI 23 "3s: INELI Z3 
RISPtROS It LCI ISLCSEIG tk lsbskZee2 VIZIb. oe 
Bes] 

SCSLE 1¢002F Ise: bO=1 
FOR Tals é@tPCL)Se1k-Olt NEX1 Lt FORK 137,112 hC1)=. SE-A2: NEXI I FCLTPDs RCL Ss FCISISISFO13=015 
Oh T= 1, OR@2 RCT) Se 1k-13 NEAT 
CES Vk-@2: FOR l=fa,27: FCI 
ROK 1=3513: READ LOL): NEXT 1 
VATA 100 4920s 664290 6457.2557 
CATA 165116. 27s 39M. Be dls Ce 
LC142)=. 1-2 
GOSUR 11¢¢@ 

FOR T=)eoLItXCl=CCL): NEAT I 
COLL Ca, S09) 
FOSUb ROG 

SCSUb a0@. GOSUB 303 
COSLE 93R0: GOSUK 9385 
BOSE eee 

            

PRCELI» FOLED=1 
=e 4k-@13 NEXT Lt tC25)=. 1E-@1 

     

                

  

    
  

FE 
k SC1)s.12SC2)=4: GOSH 999 
s l4#2£C2)s-4: GOSUK 999 
s PETSC2V=-32 GOSLK 999 
s 2SCF)=4: GOSLE 999 
' SC1)=.182S8C2)=6St-012 GOSLE 999 
£C1)=63:SCP)=-.7b-e1: GOSLE 999 
c (Orit, les721) ? 
Tls1i+12 
[X= 1441 
IF IM=1é¢ IMEN Ben 
010 eRe 
SeSUbh 9TAR 

hEM 
CALL €2513514+22)0)



cl? 

e1e 

eRe 
299 

£en 
SAL 

“ee 
“a7 
“vg 
409 

410 

411 
4le 
413 
415 

420 

“ee 
4e5 
eae 
435 
2er 

2s 

“Ty 

Ree 
eG 2 

SRR 

he ee 

RAS 
KOE 
BCK 

RAD 

SIC 

BIS 

Ke? 

KES 

Kel 
&3e 
Kee 
90n 

9¢1 
999 
ieee 
ieee 
1030 

19°77 
19 an 
les¢ 

196 

lige 

hia 
113¢ 

Peve 
300 

SIF 

Ap ee 

arse 
3°55 
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   19=17 THEN 400 

SPEIVO PAS 
14s: 19=@2 1451441 
S°SUb 9€SH: GOSUF 99@@: FOR Lats LisxCLo=ECI): VEAT I 
YC1I=CC45)4+CHH IC 12 CP) C2704 CSI CCIE YC 3V=CC 49) +CK #03) 

YCa) €519+C8¥IC492 705) C55) +C8 # IOS) 

YCFIENCAIFCI* ICES YOTI=ELCTIF¢CI*® ICT) 
    

   
ZOSUR RIP 
t (2s 13+ 1497151) 
CALL Ce) 
Th [42G2@ THEN 415 
COLL €3,$9): GOIN 43¢ 

  

BOSUR Lese 
SOF GOSUF SARE: GOSLE avcu: PRINI : CALL (3,.SE-GE) 
BOS 

PRINT ¢ PRINT "onee----2 2-2 eee n-ne nee enn e ener --- ” 
   SOSLk 9ESG! GOSLF 930 

IF T1>1@ IMEN 4€5 
Boi yaa 

COLL (Po beZC0IIEZOTI=PLt CALL C2, 5.2007) 
EVD 
PRINT : GOSUE 9650 
PRIVI "S741E OF COLUMN "2 PRINT 
FOR T=le dl: PRING COL) +COL+119+CCI+22): NEXT It FRINT 
Oh Tele dit PRINT COL+33),CC14+424),CC1+E6): NEAL I 
20Sub 9¢R: PRINT ¢ PRINT "“S1ATE OF MOLEL": FRING 
FOh Todo ddt FRIND ACL ECI SECT #ILIDSECL+ SS ek CL +222 NEXT | 
FRINT FOSE)s ECS7) + EC SBOE CSI) LD 
FRING : PRING ™ - 
CALL CSeYC DIO UCTISKCL SLOT IMCL)» FIVL9D 
IF F9=¢ THEN REILEN 
Ik F9=1 IHEY 830 
1h F9=2 THEN B2e 
£10F 
PRINT "PIVOTAL ELEMEN] 100 SMALL IN MAiIV\": £10) 
PRINT "PIVOTAL ELEMENI ZERO "t £10F 
FRING BO3).DC4), 005)» D66)sL67) 
RETURN 
COLL CTeTIs SCI ORCL eWOLI ob Is FEI: REIURY 
hEM 

hOh Leto ddt INPUT COD) +COL+#11),COL+22)2 VEKI I 
FOF 1=1 70 Lilt INPUT CO1+33)sCC1+42),CC1+55)2 NEAT 1 
FO [=], 64s RCLI=CCI)2 NEX1 I 
REM 
CALL COrCOL ODOL sECL SRCI SEL eR oe bee NID 
FETUkY 
bEM 
COLL COeCODLCDIAECT ORCI OED EPS E Se V1) 
hR TURN 

28:S1eé: Pes. 11771EA5: GOSUF B5GC: KEILAV 
BerS lear bP=4e5H2 GOSLE $5¢E: hE TURN 

COLL CEsCO1)2 155 15s 120)? GOLLB 3506 
CALL C2sCO1) 1S toe 20H)? GOSLF 35eK 
Tr 13=? IHEFN GOSUE 32¢¢ 
RETLnY 

: GOSLE 95040 

  

       

  

RETURN 

  

     



Ie? 

a7 
310k 

3208 
See 

2P5a 

35nv 

3585 
asia 
asis 
3520 
3525 
SECA 

gee 

362” 
2E50 
nEEO 
aK7A 
cee 

B908 

L710 
KSeA 
RSI1A 

See 

9400 

93F0 

9aV5 

931¢ 

9326, 

923A 
9247 
9250 

93E0 

9378 

9375 

92R0 

9580 

9585 

95°A 

9S2e 

9530 

PAS: 

T5a7 

982 

9548 

9550 

9555 

959K 

oere 
9FSK 

SECO 

97Va 
QRCA 

9820 

990A 

999E 

= 425) — 

COLL €2+CO1)s 15,754,060): GOSUE 3Euu 
CALL €P+CO1)+ 75145550): GOSUF 3620: FINI 
CALL CFs CC1)s 155155150)? GOSUE 350¢: hETLAN 
N9=T2 CALL C2sCC1)+N9s 121): GOSLE 3248 
N9=15S2 CALL €2sCO1)sN9s lee 2) 
FCR IT=15N FRINT CCT)3 NEXT Tt FRINT ¢ REVURY 
FOR L=1515t PRINT COL)+COI+15),CC1+3G)+C014+25)+LO1+EE)2 NEXI I 
FRINI 
FOR L=1,15t PRINT CO1+75)5CC1+96),CC1+1@5)»+ CCl +122), CO14+135) 

  

   

   

VEXT [3 PRINT 
POF 215: PRINT COL+150@)+COI1+1E5), CCL +184), CC1 +195) CO1+210) 
NEXT 1: FRINT ¢ KETURNV 
FORK T=t5152 PRINT CCL)+CO1L+15),CC1+3¢),CC1+45)2 NEXT I 
PRINT ¢ FOR T=15152 FRING COIl+€M)sCC14+75),CC1+90): NEXT It KETUr 
FRINI 
FOR L=he72 KEINE CO1+29)sCO1+5€)+CCE3+12,CC7F+1)2 NEAL T 
FRINT & FOR 15157: PRIN CO1+#7795CC1+322,CC1+91)92 VEXT Lt RETURN 
SUSLH 9ES@: FOR [oe 11t PRING COL)>XC1),ECT): VEAT I 
PRINT ¢ PRINT EC56)5 E057), EC 5H) E059): hETURV 
FRINT "MEASUREMENTS --- TIME ="3 113 FEINI YC1)/YC2)5YC3) 
PRINT YO4),YCSIsYC EDs YCO7)92 PRIN = KETUEN 
CALL ClsUlsUP+S1, 61> H2sE7) 
Th E7<>A THEN 900@ 
RETURN 
FRING “GUSK ERKOK f%s S10P 
Ve=erSlsPorbe=-.11772FMS: GOSUE BSME: hETURY 
20792292 CALL €255,2¢6)) 
CALL COs Ls ZCO)IEZCIIEXOELCEI=EXIEZCB=VOIZC4I=V1E CALL C2, e52066)) 
ZOSI=EKAIZCE=VYL3ZCG)=2: GOSUb 9E“E 
£¢5 1:Z¢€@)=3: GOSUb 9EKG 
2CE=YK+Y12 GOSLB DEVEEZCS)=Xe: GOSLE 9ERE 
ZC@ISYF2 GOSLE YEOH: GOSUB 9ESO 
2C@=N12Z20M)=2: GOSLUB 9EO 
ZC€é 2: GOSLE 9600@:206)=\3: GOSLE VEC 
Z7CE=V42 GOSUF 9ENE2ZCE)=V1: GOSLE YEE 
XT=X@tWIEVISWO=V22W3=VGEW4=04: hE TURN 
T5=15+x2 
2C@I=32205)S1522C6)=V1l2 GOSLB 9EMerVI=VI 
IF J7=1 THEN 9590 

ZOSI=EK7T2ZC A=W? GOSUF 9EVE 
220502152706) 42: GOSLbA 9EEHIKE=VE 
@ THEN 9590 
ZOSVEK7ZZC@V=W32 GOSUE 9EGF 
PZ20S)S1S:Z2C6)=V3: GOSLK 9EMKEW3=13 
3 THEN 9590 

tZCSIEX7TIZC6d=b 42 GOSLE DEKH 
3220S 2 15:ZC6)=V42 GOSUB 9EKOIL 4= V4 

X7=152Z2CO=erZCEd=W1t GOSUb YEE? hETLAN 
CALL €%23s2¢66))2 KEIUKV 

Mt CALL CésCOL LCL SECT)» hGs Orbos b3) 
PEECIM)? VB=CC4)- 0 22 V4EEC4)-6 42 KE ILEN 

Les37T:SlsOF bese 11 7EBEGS?: GOSUb SUK: hEILEN 
REM 

UIS@2L0= 462 SI=I1Btb1=81922b2=-117SEYS: GUSLE 8504: KEILAN 
FOR l=ls7th7=@: FOR [sly S@2R7=K7+hNL CO)? VEKI Le 
JCUIECT#CH7-25)2 NEXT Tt hETURV . 

   

   

        

       

   

    

   

 



Table A6.13 

=) 4290— 

Memory map of Segment 1: EKF2 
  

*LOW 
*¥START 
*HIGH 
¥NAMES 
*COMN 
*BASE 
*BASE 
*BASE 
*BASE 
#BASE 
*BASE 
*BASE 
*BASE 
+BASE 
*BASE 
#BASE 
*BASE 

Le22 
He 22 
Ne22 
S222 
A£22 
Dez? 
Melt 
Me22 
Cé12 
E#22 
ALOG 
EXP 
SORT 
SIN 
ATAN 
KOMMON 
INIT 
INIT1 

05470. 
17777 
33224 
11445 
34737 
83253 - 
32764 
30772 
31765 
27760 
26746 
25761 
247357 
23757 
22761 
21760 
20763 
as4790 
o5554 
asséa 
oS576 
o5753 
05760 
aé6035 
06163 
o6204 
06247 
a6370 
064977 
065463 
04677 
06757 
07065 
20000 
20006 
21000 

KOLPAR 

  

22000 

23000 
24000 
24162 
25000 
26006 
27000 
27524 
30470 

anc 
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Table A6.14 Memory map of Segment 2: EKF2 

¥LOW 05470 oCcOLS 23000 
¥START 17777 OCcOLS 24000 
*HIGH 33224 BbcoLé 24444 
#NAMES 11541 
*COMN 34737 
#BASE 33253 
*BASE 32764 
*BASE 31765 
*#BASE 24773 
#BASE 25765 
*#BASE 24773 
*BASE 23774 
*BASE 22775 
*BASE 21774 
*BASE 20775 
ABS 05470 
Lé22 oS5s54 
H#22 o5540 
N#22 oS576 
$#22 as7s53 
A£22 05760 
D£22 046035 
Mé11 06163 HOUSE 
M£#22 aé204 BUB 

    
Cé#12 06247 CONVEC 
E#22 06370 i INTEG 
ALOG 06477 INVERS 

EXP 06563 WORK 35205 
SQRT Q6677 COLUMN 35335 
SIN 06757 MODEL S5743 

ATAN a7065 FILTER 36273 
KOMMON 20000 KOLPAR 37477 

ocOoL 20006 
CcOLi 21000 
BCOL2 22000



2451 = 

Table A6.15 Memory map of Segment 3: EKF2 

*Lol 05470 MATINY 23000 
#START 17777 PIOFIO 24000 
HIGH 33224 DIASUB 
#NAMES 11321 DIAMUL 
#COMN 34737 MATTPX 2 
#8ASE 31765 TRANS 
#BASE 26773 MATMUL 
#BASE 25761 PKK 

SE 24762 MATVEC 

    

   
   

   

    

23771 COMN 
32764 MATADD 
33253 FDOTX aa70 
30772 SOBLUB 1000 
27760 BIAADD Sa4 
22764 KALMA1 32000 
21775 SDINT 32144 
20774 MATTPS 32502 
os470 INTPAS 
oss54 INTIS 
osséa0 L#33 
ass7é INT 
05753 IDINT 
05760 IFIX 
o6035 C#21 
06163 F#AT 
oé6204 PRIN 

06247 DATA 
06370 HOUSE 
06477 BUB 
065463 CONVEC 
06677 INTEG 

3 Oé757 INVERS 
ATAN 97065 WORK 
KOMMON z2o00n COLUMN 
SIMUL 20006 MODEL 
SIMULX 21000 FILTER a73 
VECTOR 21636 KOLPAR 37477 
KALMAN 22000
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Table A7.1 On-line BASIC program: Distillation Column 

  

   

  

10 FEM «. MéBSR CONTROL OF REBOILERK AND hFFLUA HOLE-LPS 

TS BIM ACH3)+bO3 62s C0722 DCLI) EN» Ts SHR 

ey) PRINT “INFUT AC1),AC2) AND M6BOB ACE) "Ft INFUT AC1)sACEIs SI 

ep AC1P I= 

eS FRINT IF PRINT TEMPERATURES "32 INFLT F ‘ 

ae PRINT “INPUT F9=1 TF FLO) ” INFU1 P92 Th FY=1 IHEN GOSUB 400 

Sh Ure. 
4g CALL ©1,AC@)s BCE)? 

Sere EM GE1 HOLD-UF VALUES 

€@ OSE 1006 

BO KEN GE1 M6820 CONTROL VALUES 

85 GOSUF 2erer 
KT IF F9=% THEY 11@ 

o¢ tk 17=@ IHEN GOSUb 418 

14% GOSLh SeO 

110° «Cal C2) 

12@ CALL €5,€5CC@)22CC7)=242 CALL (5s Se CCK)) 

132 ENG 

20G FRINT “INPUT K@sX1,Y@sY 1sMESER ACM) 

267 RETURN 

413 FEM INI TIALISF GRAPHICS 

“20 €C7)=292 CALL (5, 5,000)) 

“30 CALL OSs 12 COM) 8 CO1I=EXG? COQI=EKIECCBI=AVE2 CO4I=V 12 CALL ¢€ Ss 2sCCH)) 

22y, COS)=KP2CCE=Y@2CCMI=22 GOSUB 9 EGG? CC5)= 13: CC@)= GOSUE 9ERE 

450 YIZYR+Y1ECCE=Y12 GOSUF. 96802 CC5)=X@2 GOSUB IEG 2CCE=YW: GOSLE 9 EF 

4ee 1721 
e7P CC@)=22CCB=L12 GOSUB 9EBR2CCEX=L¢2 GOSLE 9¢G@:CCE=L1: GISUb FECH 

460 X7TSXVtWISLI2W2sL2: KETURN 

S66 hEM LOT ROUTINE 

Sie) X7=1:1=21+S 

CO CO5)=12:CCE=L 12 GOSUB 9EOBELI=LI 

cee COSIEXTIECCE 12: GOSUB YER 

CORI=32COSI=ZT2CCO=SL OE: GOSUP 9 EFOIWE=L? 

KEM 
1F N=1 THEN 700 

  

  

INFUT As X 1s Y@eY1s St 17=0 

      
  

    

      

  

    
cee COSI=EX73CCE=C12 GOSUE 9EBG 

ctw COS)=12 GOSUB 94@E2W3=U1 

cee COS)=AK72CCE=CL2 GOSUB IFUL 

  

   

        

CO@)=3: C0521: GASUB 9ELOIW4=Ce 

N=1 

COV =ErCCE=SW1s GOSUE 96003 RETURN 

CCe) COSIEX72 CCE=W32 GOSUB 9 CER 

COPI=EBECCAI=SC1E GOSUE 9CAO2 COS)= GISUE FEKKE4S=C1 

Cee COOI=EXTECCHD=SH42 GOSUE 9 FC 

COM=2:CCE=CP: GOSLK 96NE2CO5I=12 GOSUF 9€O 3b 4=Ce 

SOD E08 

VIEKCL5)* S71GPSEL 120-6 SBOGE-Olte S41 VIIZ 12S 

PVEZHCO44) 57 I1GEBEL O=C- EG LB6 1*VPIZ Le € 

Ik P= THEN hE TURN 

WP TI=FO87)*S#E3- 1617 1G23+3- 2204 

1V3R 0 17h O349* SB. 4227 1GE3+ Se EB 

We TRE KC SE) *5* 239-37 1K23+ 3. E594 

wSe Tsi4s: PRINT “LIMES"51 

Wwé@ PRIN L1sL2s115 173 1es01s C2: PRINT 

W7e REILEN 

EERE Cl=kC57) Ze SETETERS¥* IE 

EVUS CPSECS8)Ze BOTETEDS*IO 

eC1M FETURY 

geve CALL €5,3,C08))2 KETUFN   
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Table A7.2 On-line SD BASIC program: " Distillation Column 
  

PROGRAM ORIGIN #4000 
DATA ORIGIN S500 
REM 
REM .. PROGRAM FOR M6800 CONTROL OF REBOILER AND REFLUX 
REM HOLD-UPS: IN THE IBM DISTILLATION COLUMN 
REM CONTROL O/F‘S ARE SENT TO THE H314 EVERY SCAN 
REM INTERVAL .. 
DIM AC11)+B(84),D(29) sE1(1),E2(1)+V(4) + BIAS 
OfM TIMER/: +PPLAG/O/+1T/0/+EN+LNoNe Ue Me TL + T7+ TIO 
HIM J+VARFIokirk2+TI1+TI2+S1,S2,STIMEsSMAG+U1 U2, UN» LIL 
DIM XFLAG/O/+P1»P29Vi+V2+ISTEP/O/ 

      

ERROR GOTO P9oy 
TO 1 \ Ei(J)=0.0 \ E2(J)=0.0 \ NEXT J 
TO 11 \ ACJ \ NEXT J 
TO 86 \ BCJ)=0 \ NEXT J 
TO 27 \ DOJ)=O \ NEXT J 

   

    

  

    
   

    

    

     

   

    

"A(O)+A(2) +VARPI+STIMEsSMAG " A(O)+A(2) + VARPI s+ STIMEs SMAG 
“REF. & REB. SET-POINTS AND PERC1" S1,/S2,F1 
“P+T CONTROL PARAMETERS K1sK2+TIi,sTI2 " Ki tLLIOTIZ 
“TNPUT VALVE SETTINGS V(1)+V(2)9V(3)+V(5) »V(6)" 
VL) VCS) V3) +V05) V6) 

  

A(1)=1 \ ACB)=B& \ ACA) =47 \ A(S)=33 
BLCA(O)+B(O)) 

=O THEN GOSUB 400 
+1 \ IF I=VARPI THEN PFLAG=1 

TEF+1 \ IF ISTEP=STIME THEN GOSUB 700 
TO 47 \ IF POU THEN B(J)=0 \ NEXT J 

204 
+4 GSS 
3+3.46394 
OS864+.541*V1)/1.5 

= (-60.0+40.1#V2)/1.4 

"1¥S1 THEN GOTO 25 
IB ?000 \ GOTO 27 

  

1¥(E1(1)-E1(0)) + K1¥A(O)*E1(1)/TI1 
© THEN Ui=0.0 \ IF U1>10.0 THEN Ui=10. 

NeS \ LINSL elise \ GOSUB 8000 
Selena \ GOTO 2 

    

      

  

\ E1(O)=E1(1) 

SZ 

+ K2*(E2(1)-E2(0)) + K2¥A(O)#*E2(1)/TI2



~ 434 - 

IF U2<0.0 THEN U2=0.0 \ IF U2>10.0 THEN U2=10.0 

N=® \ UNSU2*32747/10 \ GOSUB 2000 
D(1)=u 
V(4)=U2 \ E2(0)=E2(1) 
REM 

35 IF PFLAG=1 THEN GOSUB 300 
REM 
M=2 
CALL SLIB4(M+D(O))> 

LL SUBS 
m 10 

FOR J=1 TO 4 \ IF J=4 THEN NEXT J 

ELSE UN=V(J)*32767/10 \ N=J \ GOSUB 8000 \ NEXT J 

XFLAG=1 
RETURN 
RE! 
PRINT NUPRIN “rears = i 

PRINT \ PRINT USING 802,ISTEP+LirL2,E1(1) U1 

! FORMAT "SCAN=#4HHE Lis—d##. dH Ls—tit. tit E1=-##. #84 U1=-#H. HHH" 

PRINT \ PRINT USING 804,T1+T7+T1O,E2(1) +H 

FORMAT “Tis—#t. HH T7=—HHH HH TL O=—dtiHt . Ht 

PRINT \ I=0 \ PFLAG=O \ RETURN 
\ UNSSMAG*32767/10 \ GOSUB 8000 \ RETURN 

NT CLIN) 

LL SUBS (Ns UU) 
LRN 

3 UN=.08/10#32747 \ GOSUB 8000 \ RETURN 

IF B(57)=0 THEN RETURN 
31=B(57) \ S2=B(58) \ RETURN 

\ LN@ELN \ CALL SUBS (EN+LN) 

    

  

  

  

    
    2=-#H. HHH 
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Table A7.3__ Machine Code Patch in BASIC Interpreter for use with 

the Newbury VDU 

Program Location 

TEST DAC ** '753 

STA TEMP "754 

INA "1004 0755) 

JMP k-] "756 

STA FLAG P7o7 

LDA TEMP "760 

JMP* . TEST "761 

TEMP BSZ i "762 

FLAG BSZ 1 "763



1A 
12 
ee 
25 

35 
a7 

39 
4e 

2? 
43 
“a 
“A 

ae 
192 

13 

lee 
12¢ 
1e7 

128 
13¢ 
1240 

Vee 

2 

143 
fa“ 

es” 
£09. 
PbS 
2710 

ese 
29 

Be. 
ale 
3? 

33¢ 
SFR 

37a 

ee 
405 
41¢ 
41s 
420 

4er 

Se2 
Sae 

~é 
se7 
sax 
SIG 

51? 

$13 
S15 

see 
$2? 
S¢e3 
ac4 

54a 
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Table A7.4 On-line BASIC program: Double-Effect Evaporator 

KEM «e+ FROGKAM FORK ON-LIVE MES@@ CONTROL OF TEMFEFATURES ooo 
  

REM IN A DOUBLE-EFFECT EVAFORAIOb 
REM 
kEM : DC@) GOES 10 STEAM VALVE 
heM DC1) GOES 10 INFLOW VALVE 
CIM £C4),72C4) 

PRINT “ INPUT PROP. CONS. K5 » K7 “88 INFLT K5sK7 
PRIN] “ INPUT. TIME INTEGRAL 11572 "82 INFUT 115172 
PRINT " INFUT SE7 VALUES Di » D3 "ss IVFLI Dist? 

PRINT " INFUT Ski VALUE OF VARIAELES" INFU7 $7. $8 
PRINT " INFUT CONTROLLEC CHANNELS "ss INFL1 MI>MEé 

Z€1)=S72203)=2S8 
FC) =@2ECII=RB 

DIM AC13)>EC86),CC7)2 L029) 
FRINT “INPUT A@sX1o¥@s¥1 "32 INFUT X@>K1,Y@Y1 
PRINT “INPUT CHANNe NOe 10 BE FLOUIEL J INFui J 
PRINT “INPUT CHANNeNO 10 BE PLOVIEL K "st INFLT K 
FRINT “INPUT CHANN. NOs 70 BE PLOTIEL L "2 INFUIL 
FRINI " INPUT CHANN. FOR HISTO. FLOTIING CLECE "ss INFUL C1,Ce 

PRINT “INFUT SCALING FACIOk FOk Cl & C& "ss INFUL FI 
PRINT “INPUT SCAN INTERVAL "ss: INFUG $3 

PRIN] “INPUT MULTIPLES OF MIChO SCAN "33 INFU1 S2@ 
FRINT " NO. OF SCANS e632 INPLT $1 
GOSUb C&A: CALL €5s12CC@)) 

CALL €5+2sC€C€H)): GOSLE 70% 
Nel 

FCCIDEP ts FCCOX=ELS 
$=SP*83 

SACLI=SEVACQI=SIZACI2I=1 

CALL Cle ACM), ECA)) 

FOR f= 10 9 

HCTYSECL)* 108 71NE4 

NEXI] 1 
ECIA@I=ERC IE #e SA5E-BIST1IE SB +e IESE“) 

HCLLD=HOC1L 1) &. SE-C1710E 4+. 22FF-G1 
KCLOV=BC12)* 316 S71 ME 4-2 52 

FCLSZ)= EC 14)*526 EC3E7IAE S416 2 

KCISY=E BC 1S) #196 10771024 

#HC37)=B055) 706 327A*S3) +6 39 4E- OF 

  

   

  

    

SOSUF 900 
REM 1O ENAEFLE FLOIIING BC75),FC7€) 1S RKEMIVEL 
KEM oe LCA) IN MéS@@ CORKESFONLS 10 #C57) IV H31E & SO ON 

nEM MEé3@@ CONTROL OLIFUTS 
KCTS)=BO57) 7+ BPEMS? RCTEDEEC 58) 76 G2EES 

Th N>} THEN 512 
COSHH CCHIFRCINECOEIS2 
CALL (5+3+C(@)) 

LISFCCLI)¥R ISL Q=RC CORI 
YISECJVEVISEBCKIEWI= RCL) 

GIG 513 
GOSUr 540 
Nevel 

ECDISECPITECBISECS) 

COLL ¢2) 
CALL C5» 62 COH)) 
CC7)=e¢: CALL (5, 5,C08)) 
Evb 
X=X+S



S41 

$40 
S4a 
546 
48 

55a 
$$2 
554 
556 
558 
SAG 
5€2 
5et4 
SE4 

Sé7 
SEB 
Ss7¢ 

$72 
574 
57S 
ST7é 
s6a 

ear 

(ed 
630 

ae 
me 

TS: 

TEA 

13@ 
740 

750 

9A 

SiS 

DVT 

920 
972 
924 
P25) 
926 
92fF 
932 
937 
93° 
949 

950 
i200 
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LE=BCCI)*F ISL 4sbCCO)*F 1 
Ye=RCJ: VOsBCK WPS RCL) 
COSI=X2CCED=YO2 CCOMI=3 
GOSUR 1000 
COSEK- SS: CCHEVISCCHI=2 
GCSUB 10#@ 
COSV=K2 CC b= V2E2CCA)=3 
CALL (€5s35C(@)) 
COSd=X- SCC Fd=WIs CC@d=2 
SOSUE 1000 
COS=K2: CCEV=K22CCOI=3 
SOSUB 1808 
CCOSd=X-S:CCS6HL1:CCM)=2: GOSLE 12H 
CC5)=xX:CCM@=3: GOSLbB 1482 
CC@é=LE: GOSLB 1ACA : 
COS)=X-S2CC6=L3:CCM@)=2: GOSLE 16@8 
CO5)=X2:CCA=3: GOSUE Ieee 
CCbé=L 4: GOSUE 1900 
COSd=EX2CCEd=VO:CCH)=e: GOSLE IGE 
YISVPrVI=VErwWI=We 
LislLétLgsLé 
RETURN 
CO7)=29: CALL (5+ 5-CCH)I2CC1I=KE2CC3RI=VR 
CCP .=K1:CC4)=¥1 
FRTLEN 
COS=KAICCHI=HYR: COHI=E 
COSI=EKISCCEIHAVO2 CCO)= 

   GOSLE 160 
GOSLF 1¢@0¢ 

  

Yis GOSUb 1@¢VH 
1: GOSLE 1770 

COSIER@2 LOEI=YR@? GOSUF 1AKH 

RETURN 
ECO=ST-BKCMID EEC 4)=58- ECM ES) 
KE=KS/TISKB=KTIZ12E 
LO=K S#CECE I“ ECT) +K Ee SHECE) 
Co j1+ be 
b TECEC 4“ ECG) +KB SHE C 4) 
L3=D3-b4 
IF Gi<=@ 1HEV P1=8 
IF G3<=@ 1HEN D3=A , 
DCAI=ED I. BOTETEAS Zs SE-~GIEVCLI=AL 3". BETETEP SZ oe BE-F1 

DCP 108 
Tk ABSCLO@))>-« 3P7TEAS THEN 954 
IF ABSCEC1))>-.327E75 THEN 95¢ 
CALL (450.3, D(@)) 
RETURN 
CALL €5+3,CC@)): KEIUNV 
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Table A7.5 On-line SD BASIC program: Double-Effect Evaporat 

FROGRAM ORIGIN #4000 
DATA ORIGIN #5000 
REM ... PROGRAM FOR M6800 CONTROL OF TEMPERATURES 
REM IN A DOUBLE-EFFECT EVAFORATOR 
REM , 
REM 2 P+I CONTROL LOOPS 
REM RPV1+RPV2 ARE INITIAL VALVE SETTINGS 
REM 
DIM A(11)+B(84),D(29) »E1(2) -E2(2) + TIMER/O6/ + PFLAG 
DIM sKPP eK IS+ RIF sAVS»AVF pRPVI+RPVS> TIS, TIF +L /0/ 

   

    

nLM SV1,;SV2+T+FeLi+Sl+EN+LNe lone 
REM 
ON ERROR GOTO 9oe9 
CALL SUBO 

  

PRINT “INPUT CONTROLLER PARAMETERS !" 
PRINT \ INPUT "KPS & TIS FOR STEAM " 
INPUT “KPF & TIF FOR FEED " KPF+TIF 

TEAM & FEED VALVE AVERAGE 
ET POINTS SV1 &® SV2 " SV1 

"A(O)sPRINT FLAG " Sy) PFLAG 
=O TO 11 \ ACI)=0 \ NEXT I 
SEOULiSL ACh? * Fells Sisati) 

  

TIS 

      

        

  

» AVSYAVF " AVE) AVF 

  

I    “O TO 84 \ B(I)=O \ NEXT I 
=0 TO 29° \ D(I)=0 \ NEXT I      

    
   

\ AC2)=51 \. AC3)=F \ AC4)=L1 

O \ E2(1)=0.0 
S/TIS \ KIF=KPF/TIF 

SUBI(ACO) +B(O)) 
S?)=0 THEN 15 
37)*.04/3274647 \ SV2=B(58)*.08/32767 

L=L+1 \ IF L<=6 THEN GOSUB 1000 
TF A(1)=1 THEN 18 
ELSE WB 2000 

18 IF L=12 THEN L=0 
E1(1)=E1(2) \ IF A(1)=9 THEN E2(1)=E2(2) 
REM 
IF PFLAG=0 THEN 20 
PRINT USING 901+5V1/SV2,AVS+ AVF 

POL FORMAT "“—#4i. #4 HHH | HEHEHE HE HEHEHE HE 
B )=B(54)/50.0 \ REM -- CONVERT TO 5 
PRINT USING 902)B(57) »B(58) +B(37) 1B(S5) Bi 54 

2 FORMAT "dH. tHE. HTH HEHE HEHE HEE" 
PRINT D(0)»D(1) 
PRINT 

20 Me 
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CALL. SUB4(M+D(O)) 
CALL SUB2 
GOTO 10 
REM 
B(346)=B(10)*.0245/7146.8 + .1056-01 
E1(2)=SV1-B(36) \ IF ABS( E1(2) ) < 3.E-04 THEN RETURN 
RPV1I=KPS*#(E1(2)-E1(1)) + KIS#S*E1(2) 
AVS=AVS+RPVI \ IF AVS>32.E3 THEN AVS=32.E3 
IF AVS<0.0 THEN AVS=0.0 
D(O)=INT(AVS) 
U=INT(AVS) \ N=1 
CALL SUBS(N+U) \ RETURN 
REM 
BC37)=( B(S5)/(3270*S) + .00394 ) 
E2(2)=SV2-B(37) \ IF ABS( E2(2) ) < 3.0E-O3 THEN RETURN 
RPV2=KPF#(E2(2)-E2(1)) + KIF#S#*E2(2) 
AVF=AVF-RPV2 \ IF AVF>32.E3 THEN AVF=32.E3 
IF AVF<O.0 THEN AVF=0.0 
D(1)=INTC(AVF ) 
U=INT(AVF) \ N=2 
CALL SUBS(N+U) \ RETURN 
REM 
EN=ERR \ LN=ELN 
CALL SUBS? (EN+LN) 
END
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