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Summary. 

The application of on-line state variable and parameter estimation 

for chemical processes, with particular reference to a pilot plant scale 

double effect evaporator, has been investigated. 

The investigation has shown the requirement of some adaptive mod- 

ification to the recursive Kalman Filter to be necessary. This adaptive 

modification prevents the occurrence of bias and divergence of the est- 

imates of the state of the system, when investigating poorly understood 

chemical processes. 

4 mathematical model of the double effect evaporator is derived 

along with heat transfer correlations that are suitable for implementation 

within the Kalman Filter. . 

f Finally a computer package is developed, which incorporates an 

adaptive filter, for on-line estimation of the state and parameters of a 

chemical process. The computer package is shown to operate successfully 

in real time on the double effect evaporator.
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Chapter 1. Introduction. 

In any decision making process a knowledge is required of the 

state of the system under study. Within the chemical industry the complex- 

ity of the processes has resulted in a greater use of computers to aid the 

engineer in the estimation of the state of the system and in the decision 

making process. This is particularly so for modern control schemes where 

the engineer has two sources of information on which to base his estimate 

of the state of the physical process, measurements from and a mathemat= 

ical description of the physical process. Both are subject to error. 

This area of state and parameter estimation has been the subject 

of much research for many years, gaining greater impetus following the 

publication of the classical Kalman Filter,( 1.1 Ye 

The classical Kalman Filter has been widely applied in many div- 

erse fields, in particular the aerospace industry. Its use within the 

field of chemical processes has been very limited. This limitation can 

in some part be attributed to a lack of knowledge of the process under 

consideration, Chemical process yield complicated mathematical models 

which are generally non-linear and of a high order and as such are incom- 

patible with .the requirements of real time estimation using the classical 

Kalman Filter. 

The aim of this thesis is to show how modifications to the class- 

ical Kalman Filter can remove some of the previous limitations to its use. 

Particular reference is made to real time estimation of the state and par- 

ameters of a pilot plant scale double effect evaporator whose dynamic char- 

acteristics are poorly understood. 

The thesis is divided into the following main areas, 

(i) A review of the relevant literature concerning the devel- 

opment of estimation theory and in particular the problems associated with



real time estimation for chemical processes. Within the literature re- 

view a short appraisal is included of the relevant heat transfer research 

to show the difficulties involved in (a) accurately describing the dyn- 

amics of heat exchange equipment, and (b) the prediction of heat tran- 

sfer coefficients. chee | 

(ii) A description of the equipment used for this research. 

(iii) An analysis of the double effect evaporator for both 

steady state and dynamic operation. The analysis is utilised in the dev- 

elopment of a dynamic model of the evaporator in a form that is suitable 

for implementation within the Kalman Filter. 

(iv) An analysis of the behaviour of the Kalman Filter when ill- 

defined mathematical models are used to describe the physical process. 

‘The analysis is developed to include filter modifications that have been 

shown to be capable of dealing with the problems encountered with ill def- 

inition of the mathematical model. 

(v) Finally the results of the previous sections are brought to- 

gether in a computer package to produce real time estimates of the state 

of the double effect evaporator and the associated parameters.



 



Chapter 2. Literature Survey. 

2.1_ Estimation Theory. 

2.1.1 Introduction. 
  

An important task facing any engineer involved 

in the design or performance of a physical system is how to use information 

from this system in order to make decisions. In order to make decisions 

the engineer requires to know the best estimate of the state of the system 

under study. The task is complicated by three main factors; (i) The in- 

formation obtained from the system is often corrupted with noise caused 

by the components of the measuring device. (ii) The system itself may 

be subject to random disturbances so that the state of the system itself 

may be random. (iii) The measurements from the system may be too few at 

a@ given time to infer the values of the state even if the measurements 

were accurate. 

2.1.2 Historical Development. 

The problem of determining the state 

of a system from noisy measurements is called estimation or filtering and 

in one form or another has been the subject of man's attention for over 

one hundred years. Possibly the earliest attempt at a solution to the pr- 

oblem was proposed by Gauss ( 2.1 ) in 1809 in his attempts at determining 

the orbital elements of a celestial body from available data. His method 

has come to be known as the "Method of Least Squares" and forms the basis 

for much of the subsequent work in the field of estimation. The method of 

least squares is a deterministic approach to the problem of minimising 

errors and basically attempts to pass the solution of a physical model, 

as closely as possible, through the observations. It has the distinct 

disadvantage of requiring all observations to be available before any min- 

imisation can take place and thus the computational requirements involved
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in solution can become prohibitive as observations increase. One attempt 

to alleviate this problem partially was proposed by Swerling ( 2.2 ) who 

using batch processing of data devised- a recursive least squares filter for 

estimation. An excellent review of the aspects of this approach to estim- 

ation theory and its applications has been presented by Deutsch (e2eae) 3 

Apart from the previously stated computation problem posed by this 

approach to the estimation problem it also has the severe practical disadv- 

antage of being purely a smoothing procedure. That is it in no way makes 

use of known statistics of the system under consideration in order to pro- 

duce a more accurate estimate of the state of the system. Theoretically 

this could be accomplished satisfactorily if the correct weighting matrix 

for the data could be computed for the system under consideration. Both 

Deutsch and Swerling accept that this can rarely be accomplished in prac- 

tical application. 

Use of the known system statistics has been termed the probabil- 

istic approach to the problem by researchers in the field of estimation. 

The initial development of the work of estimation theory using this appr- 

oach can be credited to the original papers by Wiener ( 2.4 ) and 

Kolmogorov ( 2.5, 2.6 ). These works, although containing complex math- 

ematical treatments, offered for the first time an analytical synthesis 

technique which could be used for the seperation of a desired signal in | 

an enviroment of undesired noise. The technique derived is based upon 

frequency domain analysis and is basically reduced to the solution of a 

complex integral equation ( the Wiener-Hopf equation ). Using this fre- 

quency domain technique Wiener solved the estimation problem for a class 

of linear, stationary problems. These problems in the engineering sense 

can be classified as " trivial " and the more useful cases of non-linear 

and non-stationary systems remained essentially unsolved although var- 

ious modifications to the Weiner-Kolmogorov theory have been proposed 

.
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for these cases. Deutsch ( 2.3 ) ae shown the modifications in detail 

and concludes that in the final analysis the assumptions that are requ- 

ired in the solution of the Weiner-Hopf integral for complex systems make 

the theory a dubious tool for estimation. 

2.1.3 Kalman Filtering Theory. 

The Weiner-Hopf theory has served 

both as an end in itself and as a starting point for related theories des- 

igned to avoid the problems encountered in the solution of the Weiner-Hopf 

integral. The general linear non-stationary filtering and estimation 

problem was essentially solved by what is now regarded as the classical 

method due to Kalman (2.7), Kalman and Bucy ( 2.8 ) and Kalman ( 2.9 ) who 

by substitution of an equivalent differential equation managed to remove 

the inherent difficulties in the solution of the Weiner-Hopf integral. 

The theory of Kalman using this approach has the practical advantage that 

the differential equation technique has the property that the optimum fil- 

ter can be synthesised in a sequential fashion and, thus, is often read- 

ily implemented. 

The Kalman-Bucy theory recognises the inherent difficulties in 

attempting to solve the Weiner-Hopf integral directly and the desirability 

of converting this integral equation into a non-linear differential equa- 

tion. It is this non-linear differential equation which on solution yields 

the covariance matrix of the minimum filtering error which contains all 

the necessary information for the design of the optimum filter. 

The Kalman-Bucy method can be characterised by the following five 

relations :- 

(4) The differential equation governing the error of the best 

linear estimate. 

(ii) The differential equation governing the optimum filter, 

which is excited by the observed signals and generates the best linear est-
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imate of the message. 

(iii) The time varying gains of the optimal filter expressed in 

terms of the error variances. 

(iv) The non-linear differential equation governing the covar- 

iance matrix of the errors of the best linear estimate. 

(v) The formula for predictién. 

A continuous time linear dynamic system can be described either 

by a differential equation formulation or by a linear difference equation. 

For the purpose of this thesis a system characterised only by difference 

equations will be considered. 

The linear estimation theory due to Kalman and Bucy 5( and here- 

after referred to as the Kalman Filter 5 is composed of a group of matrix 

recursion relations. The simplicity of these relations make them particul- 

arly amenable to implementation on a digital computer. A detailed deriv- 

ation of these relations will not be presented here and the reader is 

referred to the original work by Kalman ( 2.7 ) and generalisations by 

Jazwinski ( 2.10 ) and Sorenson ( 2.11 ) for fuller details. 

The discrete Kalman Filter equations specify an optimal estimate 

of the state of a linear, time varying, dynamic system observed sequential- 

ly in the presence of additive white gaussian noise. The estimate obtained 

at each time is the maximum likelihood estimate conditioned on all observ- 

ations up to that time. The vector difference equation 

xX BAX, + wo eee eeeeenee (32.35) 
k+1 kk k 

describes such a system where k denotes a particular instant of time and 

A, is the state transition matrix at k. The n components of X, are the 
k 

states of the system and w. 

k 

fr is a zero-mean, white gaussian noise process 

that represents input disturbances to the system. At each interval of 

time, m observations represented by the vector yy, are obtained from the



system that are linearly related to the state and which are corrupted by 

additive noise by the equation; 

pe tea) ecto eer en an= 222) ) 

where H, is a known (mx n ) dimensional observation matrix and V, is 

a@ zero-mean, white gaussian noise process assumed to be independent of Wet 

The respective covariances of wy and vy are Q, and Re 

It is furthur assumed that an a priori prediction X has 
0/-1 

been made with error covariance * Ojai: 

The linear Kalman Filter determines the estimate of the state and 

minimises the quantity, J, as follows: 

T -1 - 
J= CH= Xp) + Palys C-Map, ) + 2, 

LT. Fak 

C OY 541 > ByyaX5aa75 ) ° Byer © % saa 7 Byaac%jeayy ) ? 

f eeveneneee--- C2) 

where X, is the true state of the system. Superscript T denotes trans- 
k 

pose and superscript -1 denotes matrix inversion. 

The estimation procedure may be written as a set of prediction 

and estimation equations as follows; 

PREDICTION 

Bert Aga Meafer 900 cont ( 244 ) 
7 

Bec Tim ae eel ene Ree Gee ere rare (2.5 ) 
These equations describe the behaviour of the state and its covariance 

at time k based on observations through time k-l. 

ESTIMATION 
T T -1 

yo Priear Bye CBP jg oH + RB. ) ---=------ ( 2.6 ) 

ime carole nice CY, - BK ol Veg 

Ue = (I - WH, ) Prefer Sas 
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where Wy. is the gain matrix of dimension ( nxm ). 

The a priori prediction and corresponding error covariance are 

used as initial conditions for the above recursive equations. 

Kalman ( 2.7 ) introduced the dual concepts of observability and 

controllability as a part of his general filtering theory, A system is 

said to be controllable if every state variable of the system can be aff- 

ected by the input vector to the system. 

The more important concept to the field of filtering theory is 

that of observability. A system is said to be observable if all of the 

state variables can be derived from the measurement vector of the system 

either directly or indirectly. If one of the state variables of the system 

cannot affect the measurement vector then the system is unobservable. 

It can be shown that if insufficient measurements or the " in- 

correct measurements " are available from the system such that it is un- 

observable then the estimates produced by the filter will not be optimal. 

Following the original work by Kalman the main theoretical 

contributions in linear filtering theory have been based upon generalis- 

ing Kalman's earlier work. Contributions have been made by Cox (22), 

Kushner ( 2.13 ) and Friedland and Bernstein ( 2.14 ) in extending the 

theory to allow for correlation between the system and measurement noise, 

and the problem of coloured ( time-correlated ) noise has been partially 

solved by Kalman ( 2.9 ). 

2.1.4 Extension to Non-Linear Systems. 

The discussion of the pre- 

ceding section has been based upon a mathematical model described by a 

first-order system of linear differential equations, the output of the 

system being provided by quantities that are linearly related to the state 

variables. This can be regarded as a linear gaussian problem for which 

the theory of Kalman provides an optimal filter. In the real world, no
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such problem exists however, and the dynamic system for a particular prob- 

lem is frequently found to be described by a series of non order non- 

linear differential equations. The na order derivatives offer no theo- 

retical problems as they can be rewritten as n-lst. order differential 

equations. However the problem of treating the non-linearities of the syst- 

em poses considerable theoretical and-practical problems if an optimal 

solution is required. 

An exact optimal solution to the non-linear estimation problem 

can be obtained theoretically using general recursion relations describ- 

ing the evolution of the a posteriori density functions in terms of a- 

priori distributions and the measurement data. This a posteriori density 

function of the state conditioned on the measurement data contains all the 

available information that can be used in the development of estimation 

for stochastic dynamic systems with noisy measurements. Alspach ( 2.15 ) 

states that it is seldom possible to express the a posteriori density 

function in a closed form that can be used to generate specific estimation 

policies and therefore some approximation has to be made to use this 

approach in a practical situation. 

Two such specific techniques have been presented in the literature 

over the past three years. The first due to Bucy and Senne ( 2.16 ) is 

based upon a specific rotating variable density grid, numerical integration 

technique and the second by Alspach and Sorenson ( 2.17 ) is based upon the 

approximation of certain densities by a sum of gaussian like densities with 

positive weighting coefficients. Alspach ( 2.15 ) and Jazwinski ( 2.10.) 

in discussions of these above policies both concluded that they are excess- 

ively expensive in computation requirements during implementation on a 

practical basis. This point is given even greater credence in the light 

of work carried out on the extensions of Kalman's original theory to the 

non-linear problom.
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The initial attempts at extending Kalman's theory to the non- 

linear problem were based upon providing a linear approximation to the 

non-linear system and measurement equations, ( see Sorenson ( 2.11 ) for 

details ). These linearisations were based upon the first term of a 

Taylor Series expansion around the most recent estimate of the state and 

they were then suitable for use within the Kalman Filter, ik equations 

2.4 to 2.8 ). This approach has come to be known as the extended Kalman 

Filter. When the non-linearities of a system are such that the linearis- 

ations previously described become inappropriate in terms of accurately 

describing the system then the extended Kalman Filter can cause severe 

discrepancies between the estimates produced from the filter and the true 

state. In this event, there are essentially two types of filters proposed 

to overcome this problem. The most complicated of the two types takes into 

account second or higher order terms in the Taylor Series expansion for the 

linearisation. These filters are usually refered to as second order filters. 

In cases were the extended Kalman Filter has failed due to severe non- 

linearities the second order filter has shown considerable improvement, ( 

see for example 2.14, 2.18 and 2.19 ). However the computational problems 

arising from the requirement to compute the higher order moments can often 

outweigh the improvement of the accuracy of the estimates from the filter. 

This is especially true in real time applications, as shown by Jazwinski 

( 2.10 ), where there is limited time available between successive cycles 

of the filter. 

The second possibility is to relinearise at each stage about the 

new estimate obtained, thus obtaining a first iterated estimate. Ir the 

residual is not satisfactory after one iteration another linearisation is 

performed. Such filters are called iterated filters. These iterators 

have been reported as extremely effective in solving non-linear problems 

by Wishner et al. ( 2.20 ), Denham and Pines ( 2.21 ) and Leung and
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Padmanabhan ( 2.22 ). 

Several papers have been presented in an attempt to clarify the 

individual requirements of the various methods proposed for solving the 

non-linear estimation problem and in particular to determine when a truely 

optimal filter is worth while or necessary and under what conditions is 

some version of the modified Kalman Filter adequate. These papers ( 2.10, 

2.15, 2.23, 2.24 and 2.48 ) compare by simulation as many as fourteen dif- 

ferent filters. The conclusions are generally vague in that the choice of 

: filter is very much system dependent. For systems with only slight non- 

linearities the extra computational requirements of the more complicated 

methods may be unjustified in terms of the increased accuracy obtained 

whereas for complex non-linear systems the simpler methods may break down 

completely? 

2.1.5 Applications of Kalman Filtering. 

Following the publication 

of Kalman's original work the aerospace industry was the first to take 

advantage of the filter with applications in the field of celestial 

navigation by Smith, Schmidt and colleagues ( 2.25, 2.26 and 2.27 ). Since 

this time the theory has been applied in many fields as diverse as Agric- 

ultural Pest Control ( 2.28 ), Traffic Surveillance and Control ( 2.29 ) 

and Stock Market Forcasting ( 2.30 ). 

The Chemical Industry has been much slower in its use of the 

Kalman Theory than the aerospace industry. The reasons for this delay are 

numerous but possibly the major one is that chemical processes yield comp- 

licated dynamic models which are usually distributed parameter, non- 

linear, stochastic and of relatively high order. To overcome this problem 

early researchers tended to use simulated experiments, using an identical 

mathematical model in the filter equations as that used to obtain the 

" pseudo-measurements ". This, as will be discussed later, can cause
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some of the more difficult problems of real-time implementation to be 

overlooked but never the less these early publications provided solutions 

to many practical and theoretical problems and showed the possibilities of 

the theory for on-line applications. 

Sargent and co-workers ( 2.31, 2.32 and 2.33 ) besides aenenecre 

ating the use of the filter equations within a closed cycle control loop, 

have shown the effect of the initial apriori estimate Xoy-a and its co- 

variance Fo/-1 upon the speed of responce of the filter and the accuracy 

of later estimates. Their general conclusions in the choice of the initial 

value of Po/-1 have since been verified by other workers, see for exam- 

ple Yoshimura and Soeda ( 2.34 ). Further contributions have also been 

made by Sargent et al. in dealing with the problem of instrument bias, 

‘arift and scatter of readings. 

Wells (2.35 ) demonstrated the use of the filter equations for 

estimating state variables and parameters in a highly non-linear chemical 

process. His computation times indicated that for a physical system of 

similar dimension the Kalman Filter could be implemented in real time. 

Some of his conclusions regarding the use of poor models within the filter 

equations have since been demonstrated by the author and other workers ( 

see for example Jazwinski ( 2.10 ) ) to be without foundation. This 

point will be discussed in detail in a later section. 

Coggan, Noton and co-workers ( 2.36, 2.37, 2.38 and 2.39 ) have 

had considerable success in applying the filter equations in a control loop 

and demonstrating the possible use of the algorithm in real time using 

timed computer experiments. Developments to include the effects of strong 

non-linearities, inaccurate measurements and variable transport lags were 

also demonstrated successfully. 

Seinfeld and co-workers ( 2.40, 2.41, and 2.42 ) have made major 

practical and theoretical contributions in the field of parameter estim- 

ation using the filter algorithm and also in attempting to define theoret-
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ically an analysis of the eatora of the estimates of these parameters. 

Systems studied using this technique include catalytic chemical eaters 

and kinetic reaction systems. 

On-line implementations within the field of chemical engineer- 

ing have been very few in number and probably the most significant have 

been presented by Payne ( 2.43 ), Hamilton et al. ( 2.44 ) and Payne and 

Gay ( 2.45 ). These works have highlighted the many difficulties that are 

encountered during on-line implementation, many of which have been over- 

looked by workers carrying out research using simulated results. The most 

notable points arising from the works above are the times required by the 

filter algorithm for large systems and the assumptions required by these 

workers in order to make their systems operate within the limits of the 

“mmeasurement intervals imposed by their equipment. Hamilton et al., for 

example, used precomputation of the weighting matrix, prior to the We» 

start of the filtering in order to reduce the computational burden during 

his experiments. Payne reduced the order of his system considerably and 

fed measured inputs directly into his transition matrix, AL » in order to 

bring about meaningful real-time implementation. 

2.1.6 Practical Difficulties of Implementation of the Kalman 

Filter, 
During the early simulation experiments carried out using the Kalman 

Filter several problem areas were encountered by the investigators. One 

of these problems was the requirement of high precision in the filter com- 

putations and specifically in the computation of the estimation error co- 

variance matrix, Pil + This matrix is susceptible to computation error, 

( round off ),as its elements decrease in magnitude after many sets of data 

have been processed. These errors can cause Pil to lose its property 

of non-negative definiteness and make the diagonal elements of Pic ’ 

which represent variances, negative and hence meaningless. Besides the
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use of double precision arithmetic, two methods have been proposed in 

the literature for overcoming this problem. The first uses an alternative 

derivation, ( see Sorenson ( 2.11 » for P, to that given by Equ. 2.8 k/k Z 

i.e. Pufy = (I - Wy eHy Ne Peel earenerene ( 2.8 ) 

a ic iy 
becomes Pele = (1I- WH. )Prp ae I - Wy .H, ae Wy Ry oil. 

eee ane (2.9 ) 

Manipulation reduces equation 2.9 to equation 2.8 but because of its symm- 

etry positive-definiteness is guaranteed. The second method uses the squ- 

are root of P. x vather than the value of P itself. Again positive k/k 

definiteness is guaranteed. Recursions for the square root of Pile have 

been developed by Bellantoni and Dodge ( 2.46 ) and Andrews ( 2.47 ). 

: 4 further problem concerning computation accuracy as well as 

computation time and storage arises when a large number of measurement 

sources are available. This arises due to the requirement to invert an 

m x m dimensional matrix, where m is equal to the number of measurements, 

from equation 2.6 during the computation of the weighting matrix W,. 

T. 1 -1 
1.6, Woe Pr enr Bye ( Hy. c/o Be + R,) ----- 256.) 

Providing that the measurements are uncorrelated then one method 

proposed,and successfully demonstrated ,to overcome this problem has been 

presented by Singer and Sea ( 2.49 ) and Sorenson ( 2.11 ). The method 

involves the processing of measurements individually and circumvents the 

requirement of inversion. Singer and Sea report a 30% reduction in comp= 

utation times for the algorithm in practical applications of the Kalman 

Filter. 

Possibly the most disturbing problem that has arisen during ex- 

periments with the Kalman Filter is that of divergence or drift of the 

estimates produced by the filter away from the true state. Alspach ( 2.15)
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has stated that the problem arises from three possible sources; 

(i) Excessive non-linearities within the system under study. 

(ii) Incorrect system statistics. 

(iii) A poor mathematical description of the system. 

The first point hasalready been discussed under the section dealing 

with non-linear filtering. 

The problem of incorrect system statistics can be broken down 

into two main areas, the incorrect choice of the initial conditions and 

their error covariances, i.e. Xo/en and Foy-i? and the incorrect choice 

of the system input and measurement noise covariances, a. and Re 

Work in the area of incorrect choice of initial conditions ( 2.31, 2.50, 

2.51, 2.52 and 2.53 ) has shown that divergence of the estimates will 

only occur, providing the system model is correct, if the initial value 

of yan is incorrect and no allowance is made for the fact in the selec- 

tion of values in Fo That is if too much confidence is given to the 

initial conditions that are in error the filter algorithm converges too 

rapidly for the measurements to be used in correcting the values of the 

; state. The general conclusions of the works quoted above is that provid- 

ed the initial values alloted to Po/-a are large enough the system will 

converge to the true state. The disadvantage in this approach is that the 

time for convergence to the true state may be large and the error covaria- 

neces of the estimates produced during this period are unreliable. 

“Within the area of incorrect process and measurement noise stat- 

istics, applied to chemical processes,the problem reduces to that of incorr- 
’ 

ect values of the input noise disturbance to the system,as the measurement 

noise statistics should be readily evaluated for the type of instruments 

involved. Divergence occurs when the values of a are too small, resul- 

ting in a false low value of Pn and hence Wye This means that in- 

sufficient weight is placed upon new measurement data coming into the sys
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stem. Mehra ( 2.54 ) and Graupe and Krause ( 2.55 ) have been concerned 

with computation of the matrices Q and R from measurement data prior 

to filtering. The work has been directed towards single output systems 

only due to the theoretical complexity of the problem. Graupe and Krause 

have shown practical results for their methods but accept the immense prob- 

lems involved in extending the method to multi-output systems. Heffes 

(2.56 ), Nishimura ( 2.57 ) and Fitzgerald ( 2.58 ) have attempted to 

incorporate the errors in the Q matrix into the filter algorithm by mod- 

ification of the Belk relationship. Although promising on a theoretical 

basis no practical results have appeared to date to show the feasability 

of these procedures. The problem is still at present unsolved for pract- 

ical implementation but providing the model is accurate and the measurement 

noise low then a high level of Q will suffice to give accurate estimates. 

The question that must be asked is " What is a sufficiently high level of 

Q to stop filter divergence? " Up to the present time researchers have 

used trial and error experiments on simulated data to determine this value 

of Q. 

Probably the most common cause of filter divergence in chemical 

systems is a poor mathematical description or model of the process. As 

has been previously stated chemical systems are notoriously difficult to 

model accurately. The problem is compounded by the form of the model re- 

quired for implementation within the Kalman Filter. With incorrect models 

the divergence is caused by the filter learning ¥ the wrong state too well" 

when it operates over many data. The problem is particularly acute when 

the noise inputs to the system and the measurement noise are very low, for 

then the filter is capable of learning the wrong state very well. 

The linear filtering theory of Kalman assumes that system dynamics 

are completely known and are precisely modeled in the filter. Clearly 

this is never true in practice and therefore more detailed models of the
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system are unlikely to offer a hetine to accurately predict the dynam- 

ics of the system. 

Initial attempts at a solution to the problem of filter divergence 

caused by a poor model centred around the use of the matrix of input noise 

covariances, Q. It was stated by researchers, ( see for example Schlee 

et al. ( 2.59 ) ), that inaccuracies in the mathematical model could be 

accounted for by increasing the value of the Q matrix, i.e. the addit- 

ion of"fictitious noise". This they justified by the fact that the diff- 

erence between the true and estimated state could be due to unknown dist- 

urbances upon the inputs to the system if the model was correct. The meth- 

od has the advantage that the addition of this constant fictitious noise 

stops the convergence of the error covariances of the predictions and thus 

‘forces the filter to take into account the measurements at all time levels. 

The method has two obvious disadvantages, the first is in the selection 

of this constant fictitious noise and the second lies in the fact that the 

fictitious noise addition is a ponstant value and if it is to account for 

model error then this error itself must be assumed constant. An assump- 

tion that cannot be justified in all cases. Jazwinski ( 2.10 ) in a dis- 

cussion of this technique notes that for some inaccurate systems this 

method will be adequate in giving good estimates, ( see for example Schlee 

et al. ( 2.59 ) ). However the theoretical justification is such that 

fictitious noise addition may not always be effective in the prevention 

of divergence. 

Jazwinski himself, ( 2.60, 2.61 ) attempts to overcome the two 

disadvantages above by adaptively computing, on line, the " correct " 

value of Q to give consistency between the residuals of the predictions 

and measurements and the system statistics. The adaptive filter provides 

feedback from the residuals, in real time, in terms of system noise in- 

put levels. These degrade the estimation error covariance matrix, in- 

crease the filter gain, and thus open the filter to incoming data.



Because of the theoretical complexities involved in such an operation 

Jazwinski makes assumptions about the form of the matrix Q , i.e. 

where ay is a scalar adaptively calculated and I is the identity matrix. 

This assumption makes the method somewhat limited in its applications. 

The method also requires a noise coefficient to be modeled, ( the dist- 

ribution of the noise among the components has to be specified a priori ), 

and this can be a difficult if not impossible task to accomplish. 

Kalman's originally derived filter makes use of all data avail- 

able from the system, from time zero onwards, in order to estimate the 

state at any time. If the model used within the filter is inaccurate 

then data projected through this model over long time spans are obviously 

of little value. This fact has been used by researchers in an attempt to 

overcome the problem of filter divergence. The method proposed degrades 

old information, or equivalently, overweights the more recent informat- 

ion. This has the direct effect of increasing the error covariance matrix 

of the estimates. Weighting is accomplished by the use of an exponential 

time factor. Papers in this area, ( Anderson ( 2.62 ) and Jazwinski ( 

2.10 ) ), have shown the effect of the exponential filter during simul- 

ated experiments and its ability to cope with, if not totally remove, the 

divergence problem inherent with inaccurately modelled systems. The main 

disadvantage of the method is in choosing the exponential time factor, i.e. 

the number of past measurements that are to be used for providing the est- 

imate of the state. 

A furthur method adopting the same principle as the exponential 

filter is the " moving-average " or " moving-window " filter, ( see Lee 

( 2.63) and Jazwinski ( 2.64 ) ). In this method a poor model is presun- 

ed to be applicable only over a limited time span and it is projections
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outside of this time span that lead to model errors. On this assumption 

can be based the notion of only using data from within this time span 

within the filter for estimation. The problem previously stated for the 

exponential filter of finding the number of measurements to base the est- 

imates on is even more ac ute with this method. 

Schmidt ( 2.65 ) adopted the use of new parameters within the 

system to account for the uncertainty that exists within the poor model. 

These new parameters then being estimated along with the remaining states 

of the system through the Kalman Filter. The problems are twofold, fire 

stly there may not be enough measurements available to carry out the fil- 

tering procedure, i.e. the system may become unobservable, and secondly 

the computational burden imposed by increasing the size of the state vec- 

toe by the addition of these parameters may be intolerable. Friedland 

( 2.66 ) and Lin and Sage ( 2.67 ) have proposed improved methods for 

estimating these parameters »which at the same time reduce the computation 

load. Friedland uses a technique of augmenting the state vector and Lin 

and Sage a technique of invariant inbedding. Both methods have been shown 

to reduce the computational burden but with the large number of variables 

associated with a chemical process the aim must be to reduce rather than 

increase the state variables and parameters required for estimation. 

As has been discussed previously filter divergence can arise if 

the non-linearities of the system are too great for linearisation to be 

effective. This is analogous to the problem of an initial poor model, ( 

linear )yand the solution proposed by such authors as Leung and Padmanabhan 

( 2.22 ) can be applicable. Their method involves smoothing the trajec- 

tory back one measurement and relinearising the non-linear model to obtain 

an improved prediction. In the case of a linear model the relinearisation 

is not carried out and only the reprediction is required. If the resid- 

uals are not within the statistical limits of the system the step is



repeated using a recursive relationship until convergence to within the 

statistical limits occurs. As there is no non-linear model to relinear- 

ise problems of divergence can arise with the recursive algorithm it- 

self, thus limiting possible applications of the method. 

Apart from the method of Jazwinski ( 2.60 yy none of the pre- 

viously discussed methods for dealing with filter divergence make-use of 

the system statistics in order to improve the estimation of the states of 

the system when an inaccurate model is applied in the filter equations. 

These statistics offer not only an indication that divergence is occur- 

ing but also the extent of the inaccuracy of the predictions fom the poor 

model. Srizananda ( 2.68 ) has suggested an approach based upon these 

statistics for the conrol of divergence, He defines an innovation proc- 

ess IN as; 

In, = yy. - BX 1   ~= ( 2,11 ) 

which is a non-stationary gaussian white noise proces: th variance 
2. 

( BP By + R. ye He states that it would be expected that 

2 
( In, TN, ) woulda be less than three times the trace of this variance 

© 
( Hye /xo1 Be + RB, ) with more than 90% probability. If this is 

not the case then divergence can be suspected. In his proposed scheme 

Srizananda states that when divergence is suspected the filter gain is 

frozen at its current value. This has the effect of increasing Pefkel 

because on updating it is in fact incremented by the factor a after 

allowing for the effect of the transition matrix. This process is all- 
o 

owed to continue until ( In, 

2 
( Hy Py fyna Hy +aRR ), when the gain is defrozen. If no process 

«IN, ) is less than the trace of 

noise is present, i.e. Q, is equal to zero, the filter would remain 

frozen and thus keep the error within bounds. Srizananda in no way
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attempts to go further than merely stopping the divergence. He does 

however offer a very simple technique which removes some of the more ser- 

ious damages involved in Kalman Filtering in the absence of absolute kn- 

owledge of the system under consideration. 

Coggan and Wilson ( 2.69 ) state that inaccurate models lead to 

divergence or bias of the estimates produced by the filter and that this 

is particularly so in chemical processes, They derive a method for detec- 

ting and eliminating bias which uses as a starting point a similar method 

as that proposed by Srizananda ( 2.68 ). They define the matrix Sis 

Ty 
Ss. = ( Hye P yey Hy + Re )j eeweeee-= (-2712") 

to be the expected covariances of the differences between the predicted 

Sena measured values of the measured variables. 

A’ similar matrix can be obtained directly from the data thus; 

Z = a.Z 
2 

+1 pe te Coleg ) 2 908) nae ( 2.15 ) 

where z. = # e+] per eaV ie EOP Me eae tance -- (2.14 ) 

and ob) = aed, + (Hara aC Bie ic - Yay ) ---- ( 2.15 ) 

An exponential filter is used in preference to an aggregated 

sample filter because a and vy are " dynamic " statistics. 

If the measurements have es, with zero mean, by gives the 

filtered mean error and if an element of dy is consistently positive or 

negative this implies biased predictions. Coggan and Wilson incorporate 

this development into the Kalman Filter by the following procedure after 

the relevant matrix computations have been carried out; 

(i) Element Z,, xeplaces element Sj, if 2 is greater 
a af 

than Siue 

(ii) Compute the matrix v,, where
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© Sa 2 
Vy, = H.-( S,-R.).H - BBP dieB + Peficed 

souceaees ( 2.16 ) 

(iii) Element Vai replaces element Pui af) Vas is greater 

than Piie 

(iv) Elements of the bias vector b, are subtracted from corr- 
k 

esponding elements of Xie to give bias free predictions of the meas- 

ured variables. 

Results produced by Coggan and Wilson have demonstrated the abil- 

ity of the procedure to deal with model bias and divergence of the filter. 

The procedure has its drawbacks in cases where parameters are required to 

be estimated along with state variables. In this case the bias vector, 

Des can not be used to produce a bias free state as this deviation is 

“the driving force required to drive the parameters to their " true " val- 

ues. A further limitation is that the method can in no way take into acc- 

ount deviations of the unmeasured variables, although correction of the 

measured variables will go some way to limiting the bias element of these 

variables on estimation. 

Two recent developments in the area of adaptive filtering ‘have 

been proposed by Jazwinski ( 2.70 ) and Kilbride-Newman ( 2.71 ). Jazwinski 

essentially combines the methods proposed in reference( 2.66 ) and refer- 

ence ( 2.60 ). He proposes using a low frequency random forcing function 

to represent the model error, The estimator tracks this random forcing 

function, as well as the system state, thus adapting to any observable 

model or enviromental variations. The model for the random forcing funct- 

ion is a polynomial with random, time-varying, coefficients which allows 

adaption to almost any model or system variation. This is in direct con- 

trast to the parametric structure proposed by Friedland ( 2.66 ) which 

can often lead to the identification of the wrong parameters, since any 

parametric representation is a finite one.



S255 

Jazwinski models his system thus; 

eye ween co CR | saan ( 2.16 ) 

where wy represents the low frequency random forcing function and Gy. 

represents the matrix of noise correlation. 

The vector wy is incorporated into an augmented state vector 

for estimation within the Kalman Filter. 

The disadvantages of the proposed method are that ,as in ( 2.60 ), 

the matrix Gy has to be specified a priori yand this assumes a know- 

ledge of the system which is in itself contradictory. The other dis- 

advantage lies in the extra computation required. The extended Kalman 

Filter consists of five matrix recursive equations ( equations 2.4 to 

2.8 ) whereas the method of Jazwinski increases this to eighteen matrix 

recursive equations. Even counting for the fact that some of the relat- 

ions are partitioned to discard the statistics of the foreing functions 

the increase in computation load is significant. 

Kilbride-Newman ( 2.71 ) uses a similar model formulation to 

that of equation 2.16. The differences in his procedure are (a) the 

method of computation of the vector u, and, (bd) the matrix G. be- 
k 

comes a noise incidence matrix and is itself adaptively estimated so 

that no a priori ros laces of the system is required, apart from the 

inaccurate model and the system statistics. The method uses an expon- 

ential filter on the mean and covariances of the residuals to estimate 

the mean, Us and the covariances of the fictitious inputs, Qe This 

is similar to the approach adopted by Coggan and Wilson ( 2.67 ) but has 

the advantage that it can also be used for estimating parameters of the 

system. This is due to the fact that the mean of the fictitious distur- 

bances, Us is not updated at each time interval and therefore the mean 

of the fictitious inputs is only conditioned on the error remaining due 

to the poor model.
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The disadvantage of the method is in the computation of the 

optimum Gy matrix. If the system is of large dimension, then because 

the Gy. matrix is updated every N time increments, it may take a con- 

siderable time to reach the optimum. During this time, of reaching the op- 

. timun ythere may be some doubt about the accuracy of the estimates produced 

and divergence could still possibly occur. A further disadvantage lies in 

choosing the optimum value of N. To date experiments continue to improve 

these points regarding the mechanics of implementation.
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2.2 Heat Transfer Survey. 

-2.2.1 Introduction. 
  

Heat fransfer equipment, in its many div- 

erse forms, is an integral part of practically all chemical and industr- 

ial processes. Accordingly, a large amount of research effort has been 

expended in the study of its dynamic and steady state characteristics for 

use within the area of equipment and control system design. Developments 

. in the area of power generation from nuclear reactors and desalination 

processes have provided extra incentive for this field of research. 

Because of the nature of the experimental equipment under study 

in this thesis consideration must be given to previous research carried 

out not only with evaporator systems but also heat exchangers of the sh- 

oil and tube variety, in particular to researchers who have used for ex- 

perimental purposes two phase mixtures for one of the heat transfer media. 

2.2.2 Characteristics of Steady State Behaviour. 

Over the last 

decade a large body of experimental data and associated theoretical treat- 

ment on two phase, vapour-liquid flow in relation to heat exchange equip- 

ment has appeared in the literature. The majority of this work has been 

concerned with correlations and predictions of various aspects of the des- 

ign of heat exchange equipment, in particular the prediction of individ- 

ual heat transfer coefficients. From these individual heat transfer coef- 

ficients an overall heat transfer coefficient for the equipment under st- 

udy can then be computed. Examples of this type of work are to be found 

in publications by Kay and London ( 2.72 ), Kern ( 2.73 ), McAdams ( 

2.74 ) and Collier ( 2.75 ). The results published for computing heat 

transfer coefficients are usually of a complicated form, being given as 

a function of design geometry, flow dynamics, physical properties etc.. 

Starczewski ( 2.76 ) in a recent publication provides experimental evid-



ence to show the change of heat transfer coefficent with position in the 

heat transfer equipment, adding yet a further complication to an already 

difficult calculation. 

Evaporator studies have received much attention for a large nun- 

ber of years, the earliest publication appearing in 1899 with Kestners 

original patent application, ( 2.77 ), for a climbing film evaporator, 

The first quantitative data was published by Brooks and Badger ( 2.78 ) in 

1937. They produced a correlation for predicting heat transfer coeffic- 

ients from their experimental results for a water/steam system. The corr- 

elation was of the form; 

0.27 
U.V = (AT) ne------ ( 2.17 ) 

rg 

where U equals the overall heat transfer coefficient in Btu/nr.rt?.°r 

Mi and V are the liquid feed and vapourisation rates respectively in 

1b./hr. 

Ace is the average temperature difference driving force in the boil- 

ing section of the evaporator in oP, 

and n is a function of Ar 

The function f(A oe ) is obtained graphically. 

The results obtained from the above equation were unrealistic 

  
for two reasons; (i) The authors divided the evaporator into a preboiling 

and boiling zone which they identified by means of a temperature profile. 

This division is not necessarily true as boiling has been found to occur 

in the lower region by Stroebe et al. ( 2.79 ). 

(ii) The temperatures required for the correlation were 

obtained using centrally located thermocouples in the tubes. These temp- 

eratures are not normally obtainable and do not take into account the ra- 

dial temperature profile. 

Stroebe et al. (2.79 ) themselves produced a correlation for
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predicting the heat transfer coefficent of the form; 

1-8) x 10° x v 

a)? wie (Az, )233 

where V equals the specific volume of vapour in £t?/1b., 

Npy equals the dimensionless Prandtl Number, 

gequals the surface tension in dynes/cm., 

aS qT equals the difference between the average tube wall temperature 

and the average liquid temperature in oR; 

and hy equals the film heat transfer coefficient for the boiling mater- 

jal in Btu/nr.tt? °F. 

They overcame the problems previously stated by feeding liquid 

in a boiling condition to the tubes. The correlation has the advantage of 

taking the physical properties of the liquid into account in the tubes of 

the evaporator, The main disadvantage of the correlation is that it fails 

to recognise the importance of the liquid feed rate in calculating the 

heat transfer coefficient. This variable has been shown to be highly sig- 

nificant by several workers, e.g. Gupta and Holland ( 2.80 ), Coulson 

and Mehta ( 2.81 ) and Starczewski ( 2.76 ). 

Gupta and Holland ( 2.80 ) proposed a correlation for predicting 

heat transfer coefficients for water systems of the form; 

0.6 
V/A = VE 4290-54 x10 To 1). ~------ =i. 2.19") 

where a/A equals the heat flux in Btu/hr.°r, 

M equals the liquid feed rate in lbs./nr., 

T, equals the temperature of the feed in oP, 

qT, equals the boiling temperature in ores 

C,, equals the heat capacity per unit mass in Btu/ 1d.°F., 

and y equals a graphically read function of the temperature driving 

force.



Although no account is taken of the physical properties of 

the feed stream the correlation was also found to accurately predict heat 

transfer coefficients for other physical systems. 

When the feed enters at its boiling point equation 2.19 reduces 

  

to; 

aor yu 

0.6 and thus = ee nee ae (Cee) 
f 

Equation 2.21 was found to predict U. the overall boiling b? 

heat transfer ( Btu./ nr.ft? °P. ), to an accuracy given by a standard 

deviation of 2.85%. 

Duckler et al. ( 2.82 ) and Beveridge et al. ( 2.83 ) have wr- 

itten mathemematical models for evaporation systems within flow-sheeting 

computer programs. They conclude in their works that heat transfer cor- 

relations of the type discussed above are of little value in accurate des- 

ign studies for the following reasons; (a) The correlations are very 

much equipment and system dependent. (b) The correlations are not of suf- 

ficiently high accuracy. (c) Some of the parameters required in the cor- 

relation are difficult if not impossible to precompute for design purposes, 

Beveridge et al. ( 2.83 ), ‘in their work, divide the evaporator tubes 

into six distinct regions for heat transfer. Each region requires an acc- 

urate prediction of the film side heat transfer coefficient to be computed. 

For example in the region defined as sub-cooled boiling theauthors use a 

correlation derived by Bergles and Rohenson ( 2.84 ) and in the region de- 

fined as nucleate boiling the correlation derived by Chen ( 2.85 ). Not 

only does the model have to account for these different correlations in 

different regimes but also the point of transition from one regime to the 

next. 

The general inaccuracies of the first type of correlations



discussed, along with their system dependence, and the complexities of 

the approach suggested by Beveridge et al., make all the steady state 

correlations either difficult or dubious for use in dynamic modelling ex- 

ercises. 

2.2.3 Characteristics of Dynamic Behaviour. 

The study of the 

dynamics of heat exchange equipment has recieved considerable attention 

over the past thirty years. Because of the many diverse types of equip- 

ment and the different forms of disturbances that the equipment can onde 

ergo the number of papers in the area is considerable. 

The models for transient behaviour of heat exchange equip- 

ment can be broken down into two main types; 

(i) Frequency response analysis, 

(ii) Models based upon the physical laws governing the proc- 

esse 

The frequency response method consists of measuring the resp- 

onse to a known disturbance to the system and then fitting a transfer fun- 

ction to this output response. Using the displaced cosine pulse function 

technique Lees and Hougen ( 2.86 ) evaluated the dynamics of a tube and 

shell heat exchanger and Cohen and Johnson ( 2.87 ) contributed the dy- 

namic analysis of a concentric tube unit. This technique is very limited 

in that only one output can be tested, i.e. single output / single input 

and the output required must be available ‘in a meeeired form. The techn- 

ique is therefore of very little value in model building for complex proc- 

esses. 

Models based upon the physical laws governing the process have 

in general been written for use within control systems and control system 

design. The models are very similar in approach, the difference in the 

publications lies in the type of disturbance applied to the system and the
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assumptions made in order to gain a solution of the model and hence the 

output response. 

The model for a heat exchanger based upon the physical laws. 

governing the process requires the solution of a set of partial differen- 

tial equations, with the outlet temperature as the dependent variable and 

the independent variables being time and position along the exchanger 

tubes. 

Early publications in this field by Mozley ( 2.88 ), Rizika 

( 2.89 ) and Takkahashi ( 2.90) were limited in their solution due to a 

lack at this time of digital computers of high speed and accuracy. In 

order to gain any form of solution the partial differential equationd pr- 

oduced by an analysis of the exchanger required unrealistic assumptions, 

e.g. constant physical properties and heat transfer coefficients, as well 

as the conversion of the model from a distributed to a lumped parameter 

form. Comparison of these results with experimental data proved unsatis- 

factory especially for large system disturbances. A further disadvantage 

of the model was that due to the assumption of well mixed fluids existing 

on each side of the exchanger tubes the model gives identical results for 

both co-current and counter-current exchangers. 

Stermole and Larson ( 2.91 ) produced a very complicated dist- 

ributed parameter model which included besides the main flow streams the 

effects of the heat capacities of the exchanger walls and tubes. The mod- 

el has also been used and extended for results published by Privett and 

Ferrell ( 2.92 ) and Imeada et al. ( 2.93 ). The model obtained is ext- 

remely complicated and for its use relationships for the heat transfer 

coefficients require specification. The authors assume that the Dittus- 

Boelter correlations, which they prove apply at steady state, can also 

be used in the transient state. In two different solutions of the model 

the heat transfer coefficients are assumed to be functions of (a) the
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average bulk temperature and flow rate and (b) a function of flow rate 

only. The resulting models were solved using Laplace transformations and 

only the first which used a heat transfer coefficient of average bulk tem- 

perature and flow rate proved satisfactory, Attempts to simplify the mod- 

el further using linearisation by perturbation techniques proved unsucces- 

sful. Staiaenoer and Axon ( 2.94 ) used a similar model formulation as 

that above for a steam heated exchanger, with variable tube passes all- 

owed for in the model. As the system was ste@m heated some of the rest- 

rictive assumptions applied by the other workers could now be used with 

justification and the results produced by the authors verify this point. 

Koroltkov ( 2.95_) and ( 2.96 ) attempted to show the pOreecys 

licability of lumped parameter models to heat exchanger dynamics. He 

meas a complicated partial differential equation model as a standard re- 

ference to compare the results from both lumped parameter models and mod- 

els based on assumptions for solution of the standard model. These models 

he shows to be inadequate due to the difference in output response with 

the standard model. In view of the assumptions made by the author in ord- 

er to gain a reference solution it is thought that some experimental ver- 

ification of the model should have been made in order to give greater cr- 

edence to the conclusions drawn. Finlay and Smith ( 2.97 ) use a similar 

technique to that of Korol'kov but do in fact verify their standard refer- 

ence model with experimental data prior to comparison. They also show 

when the simplified models can be applicable and the relative accuracy of 

the results produced. 

Koppel ( 2.98 ) attempts to remove some of the inaccuracies 

caused by linearisation of the partial differential equations by subst- 

itution of a temperature normalised variable for the temperature prior to 

linearisation and solution by Laplace transformation methods. The advan- 

tage is that the normalised equation is no longer very dependent upon



small variations in the ratio of heat exchange to heat capacity and hence 

the heat transfer coefficient. Koppel showed the advantage of this appr- 

each by comparison with experimental data. For small variations or dist- 

urbances the approach showed an improvement on previously mentioned tech- 

niques but for larger disturbances the model predictions proved inaccurate. 

Myers et al. ( 2.99 ) realises the inaccuracies that are caused 

by transforming the distributed parameter model to a lumped form. Know- 

ing the initial and final temperature distributions in the axial direct- 

ion of the heat exchanger they assume that this will also exhibit itself 

during the transient period. They then use this assumption to simplify 

thedistributed parameter model and obtain a transient solution. With ev- 

aporators and condensers the assumption is more justified as the temperat- 

ure of one of the fluids remains constant and the results produced by the 

authors verify this point. The results for heat exchangers depend to a 

great extent upon the wall capacity of the exchanger under examination. 

If the capacitance is large the model gives accurate results but for 

small capacitance the model predictions are inaccurate. 

Dorri ( 2.100 ) in a theoretical treatment of an evaporator 

reduced the set of partial differential equations to a set of ordinary 

differential equations by the use of Hermitian polynomials to approxim- 

ate the dependence of temperature upon axial position. The resulting equ- 

ations are then easily solved using an analogue computer. The results 

produced although mathematically sound are not verified by the author 

with experimental data. 

Schoenberg ( 2.101 ) in a theoretical and experimental study 

of a single tube condenser concluded that predicted responses from a math- 

ematical model of this type of process were very sensitive to the heat 

transfer coefficients and the temperature drop across the tube and shell. 

His mathematical model was based upon approximating the fundamental dynamic



phenomena rather than a tceene ite a rigorous solution of the partial diff- 

erential equations governing the condenser. 

The model consists of eight ordinary non-linear differential 

equations and includes such assumptions as constant overall heat transfer 

coefficient based upon the average temperature of the condensing fluid at 

initial and final steady state. The model is linearised for small pert- 

urbations and solved by the the Laplace transform method. As the distur- 

bances to the system are small the linearisations and assumption of cons- 

tant heat transfer coefficient are valid. 

Schoenberg's results show that in the initial stages of the tr- 

ansient regime the model accurately predicts the experimental results but 

at later stages the error begins to increase and exert what can be class= 

‘ified as bias. The authorattributes this discrepancy to a time lag in 

the vapour-liquid interface which he fails to account for in his mathem- 

atical model. 

2.2.4 Dynamics of fvavorator Systems. 

Research carried out into 

the dynamics of evaporator systems has. been primarily concerned with the 

prediction of outlet concentration of a required product from the evapor- 

ator system under study. Because of the nature of the equipment under 

study heat transfer dynamics are secondary factors in this work. The re- 

asons for this are; 

(i) The time constants associated with the dynamics of the 

heat transfer processes are very much smaller than those associated with 

the dynamics of the concentration processes. 

(ii) The pressure and hence temperature in most evaporation 

equipment is controlled. 

These reasons make valid the assumptions that the dynamics of 

the heat transfer processes can be ignored and that any change can be con- 

sidered as a step change.
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Zavorka et al. ( 2.102 ) have derived a mathematical model for 

multiple effect evaporation systems used in the sugar industry. The model 

using the assumption discussed above regarding the temperature dynamics 

was used in the design of control systems for the equipment. Burdett and 

Holland ( 2.103 ) derived a mathematical model for a seventeen effect sy- 

stem for desalination processes. The model, again using the assumption 

discussed above, contained 380 non-linear equations in 380 unknowns. The 

authors show experimental results to demonstrate the accuracy of the model 

over large time spans and for large process disturbances. 

The most complete work in this area has been presented by work- 

ers from the Department of Chemical and Petroleum Engineering, University 

of Alberta, Canada. Workers in this department ( 2.104, 2.105, 2.106, 

2.107 and 2.44 ) have researched into the dynamics of a pilot plant double 

effect evaporator, The initial publication by André ( 2.104 ) was concer- 

ned with the modeling of the evaporator and reduction of the model to an 

order suitable for on-line implementation. The work has developed through 

control system design ( 2.105 ), on-line parameter and state variable id- 

entification ( 2.44 ) to finally computer control (C 25107-) 0



 



Chapter 3. Eanuipment Desert ption, 

. 3.1 Introduction. 

On-line estimation requires the linking of the 

physical system under study to the computer so that measurement data can 

be obtained and processed as required. 

The physical process studied in this thesis was eo double effect 

evaporator using a water i steam system. The evaporator was linked by use 

of an MPD 200 Data Logging system to a Honeywell H316 Computer. The evap- 

orator process was situated approximately one hundred feet away from the 

computer with the analogue signals generated by the process instruments 

being transmitted via cable. 

A schematic representation of the system is shown in Figure 3.1. 

3.2 _ Double Effect Evaporator. 

3.2.1 Description of the Evaporator. 

The evaporator process consists of two stages, a climbing film 

first stage and a forced circulation second stage. The system operates 

under an applied vacuum. A schematic diagram of the evaporator is ‘shown 

in Figure 3.2 with Rinaee 3.3 and 3.4 showing front and rear views of the 

evaporator system. 

The liquid feed to the system is by gravity from a header tank, 

situated some twenty feet above the process, to the tube side of the pre- 

heater. The liquid is heated before passing to the tube side of the first 

effect. Steam is passed to the shell side of the first effect resulting 

in boiling of the tube contents. A two phase mixture leaves the first eff- 

ect tubes and passes to a cyclone for separation. The liauid phase passes 

on-to the second effect and the vapour passes firstly to the preheater 

shell and secondly to the second effect shell where in both cases a prop- 

ortion of the vapour condenses. The liquid from the cyclone enters the 

second effect separator,
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C = Steam feed to first effect 

D = Cyclone separator 
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The second effect note as an external calandria to the second 

effectseparator with liquid being force circulated by means of a centrif- 

ugal pump through the tubes of the second effect. Vaporisation of some of 

the contents of the second effect separator occurs with the vapour passing 

into the condenser to-gether with the two phase mixture from the second 

effect shell. Condensation of all of the vapour entering the shell occurs 

with the heat being removed from the system via cooling water circulating 

in the condenser tubes. The condensate from the condenser shell is remov- 

ed by means of a positive displacement pump acting through a vapour trap. 

Vacuum is applied to the system through the shell of the second effect. 

The physical dimensions of the system heat exchangers and mater- 

ials of construction are listed in Table 3.1. 

3.2.2 Operating Procedure. 

When starting up the evaporator the 

following procedure is adopted; 

(i) The liquid feed header tank is filled with water. 

(ii) Cooling water to the condenser tubes and pumps is turned on, 

(iii) A level of approximately 50% is established in the second 

effect separator using the specially installed lines direct from the liq- 

uid feed header tank. 

(iv) Liquid feed from the header tank to the preheater tubes is 

established at the required level. This flow is to fill the tubes of the 

preheater and the first effect. 

(v) The condensate pump is started and primed prior to starting 

the vacuum pump. 

(vi) When a satisfactory vacuum has been established within the 

evaporator System the second effect circulating pump is started. 

(vii) Steam is established at the required level to the first 

effect shell. The various vapour traps in the condensate line from the



Table 3.1 Physical Dimensions of the Pvaporator System Heat 

Exchangers. 

  

  

  

| |Preneate:| First | Second | Condenser | 
| | | Effect Bffect | 

toe comnneritee 2:2 | 1st ets meee 

| No. of tubes | 4 ‘| 4 7 | 6 | 

Material of tubes | Copper ‘Copper Copper | Copper | 

| Tube length (cm.) | 141.6 | 259.0 | 106.5 | 219.7 

0.D. tube (cm.) | 2.22 i 2.22 | 2.66 | 2.87 

Wall thickness (cn.) } 165 32, (tea | «35 | 

‘Mass Tubes (grm.) 4910.2 6192.2 |6922.2 | 14949.6 
| 

{ | 

Int. Vol. Tubes Com’) 1593.3 |2918.5 3946.8 6613.1 

Shell length (cn.) 139.7 | 259.0 | 106.5 | 21967 

| Wall thickness (cm.) +34 | 476 | 6681 | 2476 

| I.D. Shell (cm.) 10.16 | 10.16 | 15.24 15057 

| Vol. of Shell (cm,) 117920 |26938-4j15200. +4) 4176504 
j | 

Mass of Shell (qu.) 22503.8 |36442.7|13452.1 | 37606.9 

| 

| 

| 
| 

| 

| 
| Steel | Steel { Steel 
j | 

Material of Shell Mila ; Mild Mild | Mila 

2 | Steel | 
| | | Heat transfer area (cm~) 3955.5 | 723706 |7063.2 | 11834.1 | 

| | 
 



first effect shell are opened 2 bleed the air pockets from the steam syst- 

em. 

(viii) During the start up period constant checks are made to en- 

sure that a satisfactory vacuum is being maintained within the system. 

On closing down the evaporator system the following procedure is 

adopted; 

(i) Steam is shut off to the first effect and the shell is all- 

owed to drain. 

(ai) The second effect circulating pump and the vacuum pump are 

closed down and air is allowed to enter the system at the vacuum pump suc- 

tion point to allow the evaporator system to return to atmospheric press- 

ure. 

(iii) Liquid feed from the header tank to the preheater tubes is 

closed off, 

(iv) The second effect separator is drained. 

(v) The condensate pump is closed down when the condenser shell 

is emptied of liquid. 

(vi) The cooling water to the pumps and condenser tubes is closed 

down. 

During operation a check has to be made at regular intervals of 

the level in the second effect separator. This is due to the fact that th- 

ere is no liquid take off from the separator and at particular operating 

conditions the separator level will rise. The liquid feed tank is refilled 

at regular intervals during the experiment. 

3.3 NPD 200 Data Logring System. 

The MPD 200 Data Logging System 

presents data from the physical system to the computer and its position 

within the equipment scheme is shown in Figure 3.1. The MPD 200 system 

comprises the following main items;



(i) Mobile Cabinet. 

(ii) Fixed Cabinet. 

(iii) ‘Interface between the fixed cabinet and the H316 computer. 

The mobile cabinet is situated beside the evaporator ( see Fig- 

ures 3.2 and 3.3 ) and is connected to the fixed cabinet by cable. The 

fixed cabinet is situated in the computer suite and is connected via the 

interface to the H316 computer. 

3.3.1 Mobile Cabinet. 

Electrical analogue signals from the inst- 

ruments of the evaporator system are fed directly into the rear of the 

mobile cabinet. 

The main items of hardware associated with the mobile cabinet are; 

(i) A scan identification data switch which allows manual entry 

of data to the computer when analogue signals are not available from re- 

quired instruments. 

(ii) Sense switches which are linked directly to the sense swit- 

ches of the H316 computer and are used for program control. 

(aii) A Digital Visual Display which allows the user to display 

the required analogue signal of a particular instrument. 

(iv) A Channel Selector and Amplifier, The channel selector 

unit receives a signal from the fixed cabinet indicating the instrument 

reading required by the computer. The channel selector connects the inst- 

rument to a high gain amplifier. The gain of this amplifier is either set 

manually, for each instrument, by means of a patch panel or else via 

the computer. In this research the gain was set manually, the gain being 

such that the output analogue signal from the amplifier was in the range 

-10 to O volts. This output signal is transmitted back to the fixed cab- 

inet by banks of reed relays along trunk cabling. 

3.3.2 Fixed Cabinet.
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The main items of hardware associated with the fixed cabinet are; 

(i) A clock which provides the time in hours, minutes, seconds 

and tenths of seconds with the hours and minutes displayed on a digital 

display. The clock has two modes of operation, either twenty-four hours 

repeating or thirty hours. The time can be read by the computer, if req- 

uired, in two halves. The first part being the hours and minutes and the 

second half being the seconds and tenths of seconds. 

(ai) A Reed Relay Scanner by which the appropriate reed relays 

are selected to connect the required instrument output to the amplifier in 

the mobile cabinet. The current channel being scanned is shown on a dig- 

ital display. 

(iii) An Analogue to Digital Converter which takes the input an- 

alogue signal from the amplifier in the range -10 to 0 volts and converts 

this to its digital equivalent in two forms. The first being the actual 

digital decimal value which is displayed on the fixed cabinet panel and 

the second being the binary coded decimal form which is presented to the 

computer. 

(iv) A Differential Buffer which eliminates the difference in 

the ground voltage which may occur vovrena the fixed and mobile cabinets. 

(v) A Buffer Multiplexer which accepts the input command from 

the H316 computer and decodes the instruction for the data logging system. 

When the data is collected it is placed in the buffer for transmission 

back to the computer. 

3.3.3 Interface. 

The interface between the computer and the MPD 

200 Data logger was constructed in the Electronic Workshop in the Univer-= 

sity of Aston to make compatible; (a) the logic levels, ( i.e. the MPD 

200 uses a negative voltage for its logic signal and the computer uses a 

positive voltage. ), and (b) the difference in operating speeds, ( i.e.



the KPD 200 receives demands for signals from the computer at a speed in 

excess of that at which it can ‘operate. The interface slows down the sp- 

eed of these demands.) 

3.4 Computer Hardware. 

3.4.1 Honeywell #316 Computer. 

The Honeywell H316 Computer 

and its peripherals are shown in Figure 5.3. The following data and in- 

formation has been abstracted from the Honeywell reference manual ( 3.1 ). 

The Honeywell H316 Computer is designed for both batch scientific 

applications and real-time on-line data processing and control. The broad 

variety of applications both on and off-line includes data reduction, 

process control, simulation and batch scientific computation. 

The computer is a solid-state, 16-bit binary word, general pur- 

pose computer with an internally stored program, a 1.6 pS. memory cycle 

time and a memory expandable from 4 to 16K. The machine has a fully par- 

allel organisation and both indexing and multi-level indirect addressing 

capabilities. Standard features include a repertoir of 72 commands, an 

input / output (1/0 ) bus structure, standard teletype I / 0 equip- 

ment, anda full line of options and optional peripheral devices design- 

ed with plug-in modularity. 

The overall characteristics of the Honeywell H316 Computer are 

given in Table 3.4. 

The H316 computer uses the DAP-16 symbolic assembly program lan- 

guage for translation of source programs to machine code. The source pr- 

ogram languages available to the user are BASIC-16, the Honeywell version 

of BASIC, and / or FORTRAN. 

3.4.2 Peripheral Equipment. . 

Three items of hardware are used in 

conjunction with the Honeywell H316 Computer for on-line data acquisition



 



 



Table 3.4 Honeywell H316 Leading Particulars. 

  

Primary power 

‘Type 

Addressing 

Word length. 

| Machine code 

Circuitry 

Signal levels 

Memory type 

Memory size 

Memory cycle time 

Instruction complement 

Speed, Add 

Subtract 

Multiply 

Divide 

Standard memory protect. 

Standard interrupt 

Input / Output modes     

475 watts, 5.5 ampers at 115 vac 

tiog at 60 = 2 He. 

Parallel binary, solid state 

Single address with indexing and 

indirect addressing. 

16 bits ( single precision ). 

31 bits ( double precision ). 

Two's complement. 

Intergrated. 

Active: 0 volts 

Passive: +6 volts 

Coincident-current ferrite core. 

16K 

1.6 ps. 

72 instructions. 

3.2 [Se 

3.2 se 

8.8 ps. 

17.6 ps. 

Designed to protect memory data 

in event primary power fails. 

Single standard interrupt line. 

Single word transfer 

Single word transfer ‘with prior- 

ity interrupts 

Data multiplex channel. 
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Table 3.4 Continued. 

  

  

Standard I / 0 lines, 

Standard teletype. 

Enviroment 

Cooling   

10- bit address bus- ( 4 function 

code and 6 device address.) 

16- bit imput bus. | 

16- bit output bus, priority int- 

errupt external control and sense 

lines. | 

| 
Read paper tape at l0cps. 

| 
Punch paper tape at l0cps. 

Print at l0cps. 

Keyboard input. 

Off-line paper tape preparation, 

reproduction and listing. j 

Room ambient for computer less 

I / 0 devices: 0 to 45°. 
| 
| 

Filtered forced air, 
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a@ high speed paper tape reader, a high speed paper tape punch and a port- 

able teletype. 

The high speed paper tape reader operating at 200 characters per 

second, is used for entering programs and data into the computer. 

The high speed paper tape punch, operating at 75 characters per 

second, is used for output of programs and in particular the output of 

data during on-line runs. 

The portable teletype, operating at 10 characters per second, 

is used for entering data in small amounts, for entering small programs 

into the computer, on-line program corrections and in particular, be- 

cause of its mobility, used in conjunction with the sense switches on the 

MPD 200 mobile cabinet for controlling the data acquisition from the evap- 

orator systen. 

3.5 Computational Aspects of Data Acquisition. 

3.5.1 Introduction. 

Data from the double effect evaporator 

is collected via the MPD 200 Dats Logging system which is itself controll- 

ed by the programed Honeywell H316 computer. The computer program cont- 

rolling the data collection is written in BASIC in conjunction with the 

Baseline compiler. 

Programming is carried out at four distinct levels; 

(i) Basic level for interaction, 

(4i) High level (ForTRAN ) 

(aii) edemegeeen level ( DAP-16 ) 

(iv) Low level ( DAP-16 ) 

Levels 2,3 and 4 are incorporated in the form of subroutines, 

accessed via the CALL statement in the users BASIC program. 

3.5.2 The Baseline Compiler. 

A detailed description of the Base-



line compiler is given by Payne ( 3.2 ) and its use for on-line data acqu- 

isation described in ( 3.3 ). Baseline is a version of the BASIC-16 com- 

piler which includes subroutines for on-line data acquisition and process- 

ing from experiments using the MPD 200 data logging system. The compiler 

offers the user the following facilities:- 

(4) To read the data value on a MPD 200 channel. 

(ii) To read the time on the MPD 200 clock. 

(iii) To read a data value from the scan identification data 

switches on the MPD 200 mobile cabinet. 

(iv) o test the sense switch settings on the H316 computer or 

the mobile cabinet. 

(v) To scan the MPD 200 data channels at predetermined time in- 

‘tervals using the interrupt facility of the H316 computer. 

(vi) To process the data by a BASIC program using all standard 

BASIC instructions. 

Each of these facilities is accessed within a normal BASIC prog- 

ram by use of subroutine.call statements as follows:- 

(1) The statement CALL(1,N,V,F) causes MPD 200 channel number N 

to be read and the variable V to be set equal to the current data value 

on this channel. V will be a four digit value with the decimal point 

placed at the right hand end of the number ( i.e. O€ V € 9999 a The 

users program must take care of any scaling or conversion factors, The 

flag F will be set to 1 if N is out of range of the channels of the MPD 

200. 

(2) The statement CALL (2,12) causes the variable H to be set 

equal to the current hours and minutes reading of the PD 200 clock. H 

will be a four digit value ( i.e. 0 ¢ H € 2359 ) in which the two left 

most digits represent the hours and the two right most digits: represent 

the minutes, e.g. 1020 represents 10 hours and 20 minutes.
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(3) The statement CALL(3,8) causes the variable S to be set 

equal to the current seconds reading of the MPD 200 clock. S will be a 

four digit value ( i.e. 0 <S < 5990 ) in which the two left most digits 

represents seconds, the third digit represents tenths of seconds and the 

fourth digit is always zero, e.g. 4350 represents 43.5 seconds. 

(4) The statement CALL(4,D) causes the variable D to be set 

equal to the current setting of the scan identification data switches on 

the MPD 200 mobile cabinet. D will be a four digit value ( i.e. 0<sD<9999) 

(5) The statement CALL(5,0) causes the H316 computer clock to 

stop. This statement is used in association with subroutine 7 when the 

interrupt facility is being used. 

(6) The statement CALL(6,T,X) causes the sense switches on the 

H316 computer or the MPD 200 mobile cabinet to be tested. If sense switch 

number T is set, X is set to 2, otherwise X is set to l. 

(7) The statement CALL(7,1I,N1,N2,R,A(1),F) causes channels N1 

to N2 to be scanned R times and the average to be stored in A(N1) to A(N2). 

This sequence will be repeated every I seconds ( 1¢655 ) through the in- 

terrupt facilities of the computer. I.E. the computation in progress will 

be suspended and resumed after the scans have been carried out. If I =0 

only the first R scans take place and there is no subsequent interrupt. 

The flag F is set equal to 1 on each exit from the subroutine. 

The Baseline compiler can be used for data acquisition in either 

the non-interrupt or interrupt mode. In the non-interrupt mode subroutine 

1 is the principal subroutine and may be used, for instance, in a FOR -- 

--- NEXT loop to read a set of data channels. 

OsBs 5 FOR I = 1,10 

10 CALL( 1,1,V(Z),F ) 

15 NEXT I 

Alternatively subroutine 7 may be used with I = 0. Subroutine 2 &



3 may be used to time programs, to initiate scans at predetermined times 

etc.. Subroutine 4 may be used to input data values not available as an- 

alogue inputs or to input a value for program control, e.g. 

5 CALL(4,D) 

10 IF D=1 THEN GO TO 100 

Subroutine 6 may also be used for program control via the sense 

switches. 

In the interrupt mode subroutine 7 is the principal subroutine 

that is used. Once the subroutine has been called in the users program it 

will automatically be called again every I seconds with the same arguments 

as the initial call until either subroutine 5 is called or the BASIC com- 

piler returns to the command mode. Subroutine 7 is usually called expl- 

icitly only once but may be called again ( with different arguments, for 

instance ) provided subroutine 5 is called first. Subroutine 5 inhibits 

interrupt and is used as above or to stop interrupt during lengthy comp- 

utation,. input / output of data etc.. It should be noted that the prog- 

ram being executed is suspended on interrupt and resumed after the inter- 

rupt has been serviced. Consequently the users program should contain a 

loop which will " waste " time while waiting for the next interrupt. 

3.6 Instrumentation. 

3.6.1 Instrument Description. 

Four types of instruments are 

used in conjunction with the MPD 200 Data Logger for supplying analogue 

values to the computer. These instruments are; 

(i) Thermocouples of the Ni/Al, Ni/Cr type (10) 

(ii) Differential Pressure cells of the variable inductance 

type (2) 

(iii) Variable inductance flowmeters (2) 

(iv) Pressure transducers of the variable resistance type.(1)
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Each instrument is connected to a channel of the mobile cabinet. 

The channels and their corresponding instruments are shown in Table 3.6.1. 

The cooling water flowrate is measured using a variable area rot- 

ameter, Data from this instrument is entered into the computer manually. 

4A schematic diagram showing the positions of each of the instr- 

uments is shown in Figure 3.6. 

3.6.2 Instrument Calibration. 

411 instruments were calibrated in 

an on-line situation to take account of the noise and errors introduced 

through the data logging system, computer and analogue transmission lines. 

The baseline compiler was used to collect and average analogue signals 

from a particular instrument corresponding to a known variable. All in- 

struments were assumed to have a linear correlation of the form; 

where Y = the value of the variable that the instrument reads. 

X = the analogue signal generated by the instrument 

and A and B are constants. 

The individual values of A & B along with the correlation coeff- 

icients for each of the instruments are given in Table 3.6.2. 

3. .l1_ Thermocouples. 

Data was available fron the manufacturer 

of the thermocouples corresponding to the values of A & B in equation 3.1. 

This data was checked using a portable electronic thermocouple having an 

accuracy of = 01°C. 

3.6.2.2 Differential Pressure Cells. 

The D.P. Cell used for meas- 

uring the steam flow is used in conjunction with an orifice plate. The 

pressure drop across the orifice plate was measured using a mercury men- 

ometer along with the corresponding analogue signal generated by the D.P.



Table 3.6.1 Channel Identification. 

  

  

  

  

Channel No. instrument type. Instrument function. 
| H 

15 Pressure Transducer | Vapour Pressure, Second zffect 

| Shell. 
16 Flowmeter | Liquid flow to preheater tubes 

| 
17 Flowmeter | Liquid flow exit cyclone. 

| 
18 | D.P. Cell | Head in second effect separat- 

| | or. 
19 | D.P. Cell | Steam flow to first effect. 

| 
20 | Thermocouple | Temp. Cooling water into con- 

| + | denser. 
21 | a } Temp. Cooling water exit con- 

| | denser. 
22 i i | Temp. liquid into preheater. 

23 { " | Temp. liquid exit preheater. 

24 e | Temp. into second effect tube | 

25 | ic | Temp. exit second effect tube 

26 \ " | Temp. liquid exit cyclone 
| 

27 | w | Temp. liquid exit condenser 
| shell. 

28 { i" ; Temp. fluid exit preheater 
| shell. | 

29 j i Temp. vapour exit cyclone. | 
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Table 3.6.2 Instrument Calibrations. 

  

  

  

  

Channel No. | Intercept. ; Gradient | Correlation 

| | Soefficient. | 
i EE i | 

15 -59.0524 | ~+05214 | 0.9994876 | 

16 } -16,2798 | =.00644646 |  0.9955125 

17 3.02299 | -.00577411 | 0.9885055 

18 | =165.352 | -+0416595 | 0.9994429 

19 1.26556 --00243361 0.9770261 

20 ' 0.0 | =2025 0.9998424 

21 0.0 | -.025 | 0.9998424 

22 0.0 }  -=3025 | 0.9998424 

23 0.0 = 6025 | 0.9998424 

24 - 0.0 -.025 0.9998424 

25 0.0 |= 2025 | 0.9998424 

26 | 0.0 | -.025 | 0,9998424 

27 0.0 | -.025 | 0.9998424 

28 | 0.0 | -.025 | 0.9998424 

29 0.0 | -.025 | 09998424 
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Cell. The pressure drop across the orifice plate was then used to calc- 

ulate a theoretical steam flow rate which was correlated against the an- 

alogue signals. The correlation was checked by running the evaporator 

at steady state for a period of time and comparing the predicted steam 

flows from the correlation with the amount of condensate leaving the first 

effect shell. 

The D.P. Cell used for measuring the height in the second effect 

separator was calibrated by correlating the analogue signals generated 

from the instrument against known heights of liquid in the separator. 

3.6.2.3 Pressure Transducers. 

The pressure transducers were cal- 

ibrated by correlating the analogue signals generated by the instruments 

against the pressure drop across a mercury manometer when one of the man- 

ometer limbs was connected to the same point of the evaporatorsystem as 

the pressure transducer. 

3.6.2.4 Flowmeters. 

The flowmeter measuring the liquid flow rate 

into the preheater was calibrated by breaking the flow line after the in- 

strument and measuring the liquid flow rate by collection and weighing. 

This rate was then correlated against the analogue signal generated by 

the instrument. 

This correlation was then used to correlate the flowmeter meas- 

uring the liquid flow rate exit the cyclone. The system was operated 

without steam flowing into the first effect shell. As e result all ligqu- 

id entering the preheater tubes also left the cyclone along the liquid 

exit line. The two flowmeters therefore registered analogue signals for 

an identical flow rate.
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Chapter 4. Steady State Analysis of the Tvanporator. 

4.1 Introduction. 

The reasons that steady state analysis are 

required for the double effect evaporator are as follows; 

(i) An analysis of the measurement statistics under operating 

conditions is required for use within the Kalman Filter. 

(ii) An attempt to quantify the heat losses that exist within 

the system must be made. 

(aii) An attempt must be made to quantify the noise on the in- 

puts to the system 

(iv) An equation describing the overall heat transfer coeffic- 

ient for each of the four items of heat exchange equipment must be obtain- 

ea. 
The fourth reason is of particular importance. As has deen dis- 

cussed previously in the literature survey the predicted transient response 

of outlet temperatures from heat exchange equipment is highly susceptible 

to changes in the heat transfer coefficient. Methods reviewed in the lit- 

erature for predicting and correlating heat transfer coefficients were found 

to be of little value for the following reasons; 

(i) The simpler methods were either too inaccurate or else con- 

tained parameters that were difficult to obtain directly from the system. 

(4i) The more complicated methods were such that real-time com- 

putdtion of the heat transfer coefficients would have been very difficult 

for the dynamic situation. 

It was decided therefore to produce a multiple figao) near corr= 

elation relating the overall heat transfer coefficient to the flow and tem- 

perature variables of each unit. 

Within the evaporator system there is in fact never a situation 

of true steady state. This is due to the fluctuating level in the second
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effect separator and the disturbances upon the inputs into the system. J3e- 

cause of the requirement for the steady state analysis it is therefore ass- 

umed that even though the level in the second effect separator is changing 

and the inputs to the system are being disturbed all other variables will 

remain constant once thermal equilibrium is reached within the evaporator. 

Examination of the standard deviations of the analogue signals, collected 

every thirty seconds over a five minute time interval, from the temperat- 

, ure measuring instruments shows the validity of the assumption. 

4.2 Mathematical Model. 

A schematic diagram of the double effect 

evaporator along with the stream identification numbers is shown in Figure 

4.1. Table 4.1 shows the stream identification numbers, their connections 

and the phase of the stream present. 

The following subscripted variables are used within the model, 

where the subscript denotes the stream number. 

M = liquid flow rate in g/ sec. 

V = vapour flow rate in g 7 sec. 

{ = temperature in Seu 

E = the specific enthalpy of the vapour in J ie 

( where EB = 1.6742 xT + 2500.8 ( see reference 4.4 ) ---~ (4.0) ) 

The following unsubscripted variables are used in the model; 

Cl = the specific heat of the liquid, assumed constant at 

4.1868 J / g.°C. 

and S4 = the accumulation in the second effect separator in & / sec. 

The following assumptions are made; 

(i) The specific heat of the liquid in the system is constant 

and not a function of temperature. 

(31) There is no loss of mass from the system. 

(iii) The steam entering the first effect is at a controlled
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Table 4.1 

oS eae ge 

| STREAM 

10 

11 

12 

13 

14 

15 | 
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STREAM IDENTIFICATION. 

Preheater 
Tubes 

Cyclone 

Preheater 
Shell 

First Effect 
Shell 

First Effect 
Tubes 

Cyclone 

Second Effect 
Separator 

Second Effect 
Shell 

Condenser 
Shell 

Condenser 
Tubes 

.Second Effect 
Tubes 

Second Effect 
Separator 

Preheater 
Tubes 

First Effect 
Tubes 

Preheater 
Shell 

Second Effect 
Shell 

First Effect 
Shell 

Cyclone 

Second Effect 
| Separator 

| Condenser 
Shell   | Condenser 

| Shell 

Condenser 
Tubes 

Second Effect 
Separator | 

| Second Effect 
Tubes 

Vapour 

Vapour + 
Liquid 

Vapour 

Liquid 

Vapour + 
Liquid 

Liquid 

Vapour 

Vapour + 
Liquid 

Liquid 

Liquid 

Liquid 

Liquid 

Liquid 

 



fixed pressure corresponding to a temperature of 122 oan The heat transf- 

ered from this steam is by condensation alone and all of the steam enter= 

ing the first effect shell is condensed. 

(iv) The cyclone is 100% effective. 

Using the assumptions listed above and the nomenclature prev- 

iously stated the following heat and mass balances can be constructed. 

Mass balance over the preheater. 

Tubes: M(1) = M(2) 9 --------- oa (aad) 

  

Shell: v(3) = V(4) + u(4) ' 

Heat balance over the preheater. 

C1.u(1).TE1) + V(3).E(3) = V(4).5(4) + M(4)-7(4).C1 

+ M(2).3(2).C1 -----=-- - (4.3) 

Mass balance over the first effect. 

Tubes: u(2) = V(7) + M(7) ---------- (4.4) 

Shell: V(5) = (6) ween ee nee (4.5) 

Heat balance over the first effect. 

M(2).7(2).C1l + V(5).E(5) = M(6).7(6).cl + M(7).7(7).C2 

V(7)-3(7)  --------- w----- (4.5) 

Mass balance over ‘the cyclone. 

TCT) MC) V5) ere (8)! ooo oea a (4.7) 

and using assumption number 4 then; 

v(7) = v(3) a-nnn------- (4.8)
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and MUO) ATG) | eee aie (4.9) 

Mass balance over the second effect. 

Tubes: M(14) = M(15) 9 --------=----=- (4.10) 

Shell u(4) + v(4) = M(10) + V(10) ----- (4.11) 

Heat balance over the second effect. 

M(4).1(4).Cl + V(4)-B(4) + M(15).7(15).c1 

© Mi(14).3(14).cl + V(10).B(10) + M(10).7(10).c2 

eonennn------ (4.12) 

Mass balance over the condenser, 

Tubes: M(12) = M(13) 00 eee (4.13) 

Shell M(Q1l) = V(9) + V(10) + (10) ---- (4.14) 

Heat balance over the condenser, 

M(12).C1.17(12) + V(9).B(9) + V(10).E(10) + 4M(10).cl.T(10) 

= M(11).cT.T(11) + M(13).c1.T(13) ------ (4.15) 

Mass balance over the second effect separator. 

(3). + MUA) 1709) le IE) = BA el (4.26 

Heat balance over the second effect separator. 

M(14).7(14).01 + M(8).7(8).cl - V(9).E(9) - (15) .2(15).c2 

= $4.17(15).Cl -+-------- (4.17) 

Mass balance over the Evaporator system. 

MCL) + (22) 4) V5) = MCS) er (6) = MCL). @ 34



which by use of equations 4.5 and 4.15 reduces to; 

M(1) - M(1L) = S$  wenenn ne eoenn= (4.19) 

Heat balance over the evaporator system. 

M(1).T(1).cl + m(12).0(12).cl + V(5).B(5) - ™(13).7(13).¢2 

= M(6).(6).cl = M(11).2(11).c1 - $4.2(9).c1 

= HEAT LOSS o------------- ( 4.20 ) 

From the steady state model above the twenty equations reduce to 

nineteen independent equations containing thirty-four unlmown variables. 

From the evaporator system fifteen direct measurements are available and 

two indirect measurements. This leaves a redundancy within either the 

. model equations or the measurement system and thus offers several approa- 

ches to a solution. 

The solution of the model for the purpose of this thesis is as 

follows; 

From the evaporator system the following measurements are available 

directly to the computer as analogue signals via the MPD 200 Data logging 

system: M(1), M(8), V(5), @(1), 7(2), 1(3), 2(4), 3(8), (10), 

@(11), 1(12), ©(13), (24), T(25) ana s4. 

The cooling water flow rate and the condensate flowrate can be meas= 

ured on the evaporator system and entered into the computer via the por- 

table teletype. 

Assuming that the above measured variables are accurate the foll- 

owing variables require calculation using the equations of the model; x(2) 

u(4), (6), (7), M(10), M(11), (25), M14), (15), W(3), V(4), 

v(7), V(9), V(20), 2(5), 2(6), 3(7) and 7(9). 

From equation 4.1 then, 

(2) = a(2) wevensenneee (4.21)
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Combining equations 4.21, 4.4, 4.8 and 4.9 then, 

vV(3) = M(1) - M(8) --- -- ( 4.22 )   

Equations 4.2 and 4.3 now contain only two unknowns and therefore 

by direct substitution, 

Mm(4) = ¢l.M(1).0(1) + V(3).B(3) = C1.u(2).0(2)_ ~ ¥(3).EG) 

7(4).cl - 3(4) 
----- awn---- ( 4625) 

and v(4) = V(3) - §(4) - 

  

From equations 4.6 and 4.9 then, 

u(7) M(8) 0 ------------ ( 4.25 ) 

and ¥(7) < =~
 

vs
 1 1 1 1 1 ' 1 1 1 1 1 1 a
 

> nO oO
 

Vv
 

From assumption 3 then, 

u(6) = V(5) ---e4--- w--- ( 4.27 ) 

M (5) io le2°Cn eer= amano ( 4.28 ) 

and @(6)) mm 100 Coen aaopao-- ( 4.29 ) 

Assuming that the stream temperature into the cyclone is equal to 

the stream temperature leaving the cyclone then, 

T(7) = 2(8) + (3) ( 4.30 ) 

2 

At this point there are several methods of continuing the solution 

of the steady state equations. One approach is to continue in the step 

wise manner as above. 

CeBe From equation 4.19 then,
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M(11) = M(1) + S49 ----------- Casar) 

and combining equations 4.14 and 4.11 then, 

v(9) = M(11) - M(4) - V(4) ------- - ( 4.32 ) 

etc. 

This is the approach adopted by Peyne ( 4.1 ), and allthough the 

simplest method for implementation it is thought not to be of the required 

accuracy for the following reasons; ° 

(i) The first step in the solution of the heat and mass balances 

around the second effect and the condenser uses the measurement of Sd. 

This value was found to be subject to large errors especially at high st- 

eam rates when boiling in the second effect separator makes an accurate 

estimate of the head in the vessel at any instant of time very difficult. 

(ii) A step wise procedure does not allow for heat losses that may 

be occuring from the system. 

The following method of solution is therefore proposed. During 

the experiment an accurate reading of cooling water flow rate, 4M(12), 

and condensate flow rate, M(11), are taken. After the analogue signals 

from all of the remaining instruments have been collected and averaged by 

the computer these values are then input as data via the portable tele- 

type. 

7(9) is assumed to be equal to the bulk liquid temperature in the 

second effect separator. 

i.e. T(9) = 2(15)  ----------- ( 4.33 ) 

There are now six unknown variables remaining and six equations 

for solution. The unknown variables are; V(9), V(10), M(10), M(11), 

(15), and S4.



The six equations to be solved are as follows; 

From equation 4.14, 

v(9)' + -V(10) + M(10) - M(11) = 0 ------ (4.34) 

From equation 4.15, | .. 

v(9).E(9) + V(10).5(10) + M(10).7(10).cl ~ M(11).7(11).c1 

= €M(12).c1.( (13) - 9(12)) -------- ( 4.35 ) 

From equation 4.11, 

M(10) + V(10) = M(4) + V(4)) 9 q--e- w--~ ( 4.36 ) 

From equation 4.12, 

v(10).E(10) + M(10).1(10).c1 + M(15).c1.( 1(14) - (25) ) 

= V(4).B(4) + 6(4).7(4).cl 9 ----=--- ( 4.37 ) 

From equation 4.16, 

S4 + V(9) = M(8) 990 9 =n=-n2----2- ( 4.38 ) 

From equation 4.17, 

u(15).c1.( (14) - 1(15) ) - V(9).B(9) - S4.7(15).c1 
= -M(8).2(8):CL meen nnn ne ( 4.39 ) 

The right hand side of equations 4.34 to 4.39 contain only known 

variables, i.e. either measured or previously calculated. 

The variable li(11), the condensate flow rate, is qnctuaea as 

an unknown in the L.H.S. of the above equations in order to allow an 

: estimate of the heat losses from this section of the plant to be made. 

This is accomplished by solving equations 4.34 to 4.39 by matrix inver- 

sion with the measured value of the cooling water flow rate included in



aiee 

the R.H.S. of the above equations. On solution of the equations a comp- 

arison is made between the calculated and measured values of M(11), the 

condensate flow rate. Any difference between the two values is assumed 

to be due to unaccounted for heat losses. If the difference between the 

two values is ta excess of the convergence limit set by the programmer 

then the cooling water flow rate is incremented by a factor corresponding 

to the discrepancy between the calculated and measured values of M(11). 

The solution of equations 4.34 to 4.39 is then repeated until the con- 

vergence criteria is met. At this point the difference between the cal- 

culated and measured values of the heat content leaving the condenser 

in the cooling water stream is taken to represent the heat losses from 

this section of the evaporatorsystem, i.e. from the second effect, 

condenser and the second effect separator. 

The heat loss from the first effect and preheater is taken to be 

the difference between the heat content of the measured and calculated 

steam flow rates, V(5). The calculated steam flow rate is obtained 

from equation 4.6 as follows; 

¥v(5) = u(7).2(7).C1 + V(7).5(7) - M(2).T(2).c1 

B(5) + 2(6).C1 
  

4.3 Steady State Computer Program and Experiment Description. 

Following the setting up of the equipment as discussed in Chapter 

three the system is allowed to come to " steady-state " for a period of 

time of not less than twenty minutes. After this time the program for 

controlling the acquisition of data and solving the mass and heat balan- 

ce equations of section 4.2 is set in operation. This computer program 

is listed in Appendix 1 and a flow diagram for the program is given in 

Figure 4,2. 

To commence data acquisition both the total time of the steady
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state run and the interval beeen samples is entered as data via the port- 

able teletype. Once entered the experiment begins. 

The computer first scans the MPD 200 clock and also the level 

in the second effect separator. The two values collected are used at a lat- 

er stage for the calculation of the accumulation that takes place during the 

experiment in the second effect separator. Once these values have been st- 

ored by the computer the sequential scanning of the instruments on the evap- 

orator system begins. After each complete scan has taken place the comput- 

er enters a time wasting loop which ensures that none of the later calculat- 

ions can be computed until all of the required data has been collected. 

During this scanning period accurate measurements of both the 

cooling water flow rate and the condensate flowrate are taken. The cooling 

water flowrate ig measured using a calibrated rotameter and the condensate 

flowrate by collection and measurement over a known time interval. A min- 

imum of three values of each measurement is taken and the average value used 

in subsequent calculations, 

At the completion of the scanning period the time of the MPD 200 

clock and the level in the second effect separator are again scanned. The 

accumulation in the second effect separator is then computed. 

The computer next reads the conversion factors for each inst- 

rument which convert the analogue signal to the required measurement units. 

This data is stored within the main computer program. The scans of each in- 

strument collected over the experiment are then averaged, the standard dev= 

iation of the mean is computed, the mean is converted to its correct units 

and finally all three values for each channel are output onto the portable 

teletype. At this point the validity of the steady state assumption is ch- 

ecked. The thermocouples situated wi than the evaporator system are of a 

high accuracy and therefore if the standard deviations associated with these 

instruments are high the system is considered not to have been at " steady-



state " and the run is aborted. The abortion is carried out manually by 

use of the sense switches on the MPD 200 mobile cabinet. If the run is ab- 

orted the system is allowed further time to reach " steady state " and the 

experiment repeated. j 

If the standard deviations are acceptable the measured values 

of the cooling water flowrate and the Sondensate flowrate are entered via 

the portable teletype. The computer then calculates the heat and mass bal- 

ances over the evaporator system and the results are output onto the port- 

able teletype. Finally the heat losses from the system are computed and 

output onto the teletype. A typical print out for a steady state experin- 

ent is shown in Figure 4.3. 

The input variables to the evaporator system are then reset and 

after "' steady state " conditions have been attained the experimental proc- 

edure is repeated. 

4.4 Results. 

Based upon the mathematical model and its solution 

as described in the previous two sections a total of 47 experiments were 

conducted to analyse the steady state behaviour of the double effect evap- 

orator. 

The results of these experiments are shown for each individual 

heat transfer unit of the system in Tables 4.2A to 4.2D in Appendix 2. 

Phe nomenclature and units used in the tables is as follows; 

U = the overall heat transfer coefficient in J / sec. cm, °o% 

f = temperature in 8. 

Mo= liquid flow rate ing / Jom 

V «= vapour flow rate in G 7 sec. 

subscripts; C = condenser 

P = preheater 

FE = first effect
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SE = Beconivettact 

numbered subscripts refer to streams within the system as described in 

Table 4.1. 

The overall heat transfer coefficients for each item of heat 

transfer equipment were calculated from the equation, 

qa = U.a.AT wovanene---= ( 4.41 ) 

a th ue @ lar ha eeteaarneon== ( 4,42) 
aA? 

where a s the area available for heat transfer in on’, 

q = the amount of heat transfered in unit time in J / sec. 

and AT the log mean temperature driving force in So, 

For the condenser calculations in which there are two inlet 

streams into the shell, i.e. streams 9 and 10, an inlet temperature is 

required for the calculation of At. 

This inlet temperature is assumed to be a weighted average 

based upon the heat contents of the streams in question, i.e. temper- 

ature into condenser shell, 

= 1(9).c(9) + 2(10).C(10) 

c(9) + ¢(10) 
  

where C = the heat content of the stream in J / sec. 

4.4.1 Heat Transfer Coefficient Correlations. 

All of the meas- 

ured and calculated variables, obtained for each heat transfer unit by the 

experimental procedures previously defined, were classified as independent 

variables in the initial attempt at obtaining accurate correlations for the 

heat transfer coefficients. 

Examination of these initial correlations determined which, if
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any, of the independent variables could be removed from the correlation 

analysis. This removal of variables was based upon, (i) the individual 

regression coefficients, (ii) the partial correlation coefficients and 

(4ii) the " Student's T-test ". ‘ 

The number of independent variables in each unit correlation 

was reduced until subsequent reductions caused a lowering of the multip- 

le correlation coefficient. 

Using the method quoted by Davies (4.2 ) for multiple non- 

linear regression analysis the results shown in Tables 4.24 to 4.2) were 

used to produce the following correlations. 

The nomenclature is as previously defined. 

  

Preheater. 

3S (1)? x 79)? v 5.8749 x 107 x M(L)> x M2)" Nie Cues 

¥(3)° x 2(1)* x 2(3)° 

where a = 0.946622 b = 4.06841 

ce = 0.0678808 a = 0.603357 

and e = 3.65735 

The above correlation gave a multiple correlation coefficient 

of 0.990889. 

First Effect. 

=4 e(o\2 b c ad 
Up = 4.18596 x 107" x u(2) x V(7)° x B(2)° x (7) 

cs w--- ( 4.45 ) 

where a = 0,.0287992 b = 0.958777 

ce = 0.194165 and dad = 0.504994 

The above correlation gave a multiple correlation coefficient 

of 0.999676.
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Second Effect. 

  

Tie 229014 x 24) = v(4)? x M(10)° 

v(10)° x 2(4)® x 2(10)* 
o- ( 4.46 )   

where a = 3.21051 db = 0.568398 

ce = 0.494838 ad = 0.115259 

e = 2.40123 and £ = 1.89576 

The above correlation gave a multiple correlation coefficient 

of 0.980299. 

  

Condenser. 

<5 . a b i c U, = 53554 x 10°? x m(12)* x 1(13)° x m(10)° ( 4.47 ) 
7(12)° x 7(9)® x 2(11)* 

where “@ = 1.07948 b = 2.56339 

“e = 0.251088 a = 0.360554 

e = 1.48368 and f£ = 1.05817 

The above correlation gave a multiple correlation coefficient 

of 0.932653. 

The correlations produced above show a steady decline in accur- 

acy through the units of the evaporator system. This is due to the fact 

that the heat losses from the system were found in practice to be mainly 

concentrated around the second effect and the condenser. As the heat loss- 

es from this section of the plant have all been accounted for in the cool- 

ing water flow rate in the condenser this unit as would be expected shows 

the lowest degree of accuracy. Examination of Tables 4.3A to 4.3D in App- 

endix 2,showing the predicted values versus the observed experimental heat 

transfer coefficients and the pelative error,shows that the vast majority 

of results are within an accuracy of + 10% for the heat transfer units of 

the system.
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Examination of the coefficients associated with the independent 

  

variables in the correlations for the heat transfer coefficie 

extremely low values. For example the correlation for the heat transfer 

coefficient in the first effect contains the variable 1i(2) = the power 

0.0287992. In the majority of correlations it would be expected that this 

type of term could be removed from the correlation with little loss of acc- 

uracy. However because of the relative magnitude of these terms this was 

not found to be the case. Attempts to produce a new correlation without in- 

cluding these variables produced correlations of lower accuracy as shown by 

@ reduction in the value of the multiple correlation coefficient. For ex- 

ample removal of this term discussed above from the correlation reduces the 

multiple correlation coefficient from 0.999676 to 0.66676. 

: The correlations produced by the regression analysis show the 

‘ clear dependence of the heat transfer coefficients upon the temperatures of 

the unit, in particular the outlet temperatures on both shell and tube 

side. As has been discussed previously in the literature survey the sol- 

ution of a dynamic model for heat exchange equipment involves assumptions 

based upon for example the dependence of the heat transfer coefficient upon 

the variables of the equipment involved. The fact that the heat transfer 

coefficient was found to be temperature dependent verifies the point made 

by Privett and Ferrel ( 4.3 ) that assuming the heat transfer coefficient 

to be a function of flow rates only leads to gross inaccuracies on solut- 

ion and that a temperature term must be included in the heat transfer coef- 

ficient correlation. 

4.4.2 Heat Losses From the Evaporator System. 

Using the steady 

state model and computer program described in sections 4.2 and 4.35 the heat 

losses from the evaporator system were computed for all of the " steady st- 

ate " experiments. Because of a lack of sufficient measurements of impor-~
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tant variables within the pretsuctie heat losses associated with each of 

the individual units could not be computed, and no method could be devis- 

ed to proportion the total heat loss between them. 

Examination of Table 4.4 in Appendix 2 shows the total heat 

loss and the percentage heat loss in terms of the total heat input to the 

system. These results show no obvious trends and attempts to correlate the 

heat loss with the main process flows and temperatures proved unsuccessful. 

Table 4.4 shows also one attempt at such a correlation where the heat loss 

has been expressed as a ratio of the total heat content of the steam flow 

to the first effect. 

The average percentage heat loss from the evaporator system was 

found to be 8.5%. Because of the magnitude of this heat loss, and the fact 

that it can not be defined either empirically or theoretically, it will 

Obviously cause errors in any dynamic simulation of the evaporator system, 

4.4.3 Instrument Statistics. 

The data provided by the instrun- 

ent manufacturers gives the relative accuracy of each instrument over the 

range of operation. However this does not take into account the error intr- 

oduced by the data acquisition system, especially the noise generated by 

interference on the analogue transmission lines and through the mechanical 

nature of the MPD 200 Data Logging system. In the initial calibration of 

the instruments some of these effects have been accounted for as discussed 

in section 3.5. The effects of noise caused by the data logging system when 

scanning many channels in sev) succession under operating conditions, can 

not be accounted for during calibration for all instruments, i.e. flow 

measuring instruments and pressure transducers. 

fo overcome this problem the results from the " steady-state " 

experiments were used. The mean of the analogue signals is taken to be the 

“true value''", and the noise, or error, to be represented by the calculated



standard deviation of the mean. a has been discussed previously " steady- 

state " is ensured by examination of the standard deviations corresponding 

to the thermocouples, as these instruments could be examined on-line oe 

discussed above. The experimental results were used to calculate a weights 

ed mean standard deviation for each channel. Using the calibrations for 

the instruments discussed in section 3.5 these analogue values were trans- 

formed to the units of the measuring device for use in Kalman Filtering ex- 

periments. These results are given in Table 4.5, the meaurement units for 

each channel ere those described in section 3.5.



 



Chanter 5. Dynamic Analysis of the Double Effect Evaporator. 

5.1 _ Introduction. 

A dynamic analysis of the double effect evapor- 

ator that is to be used for implementation within the Kalman Filter must 

take into account the following points previously highlighted in the lit- 

erature survey; 

(4) The model must be of a form that is compatible with the Kalinan 

Filter equations, i.e. the dynamic model, of the double effect evaporator, 

must be a set of ordinary differential equations. This is in direct con- 

trast to previous research carried out into heat exchanger dynamics, ( see 

section 2.2.3 ), where the dynamics of heat exchange equipment have been 

described bya set of partial differential equations. 

(ii) The dynamic model must be readily implemented on a digital 

computer and be of an order and form that makes solution in real-time feas- 

ible bearing in mind the limits of the computation and ancillary equipment 

available. This point is regarded as being of particular importance in 

the light of conclusions drawn by Payne ( 5.1 ) and Hamilton et al. ( 5.2 ) 

in their works dealing with Sling implementation of the Kalman Filter 

for chemical processes. These works highlight the problem of estimation 

in real time for chemical processes and the requirement of reducing the 

computational burden to a minimum, 

(iii) The model must take into account the measurements that are 

available, from the double effect evaporator, directly as analogue sig- 

nals to the MPD 200 Data Logger, i.e. the model must be observable, Al- 

though further measurements could be made available, from the double eff- 

ect evaporator, any increase in their number would have the effect of, 

(a) increasing the computation time involved in their process- 

ing within the Kalman Filter. 

(bd) dinereasing the time required for data acquisition via the cata



logging equipment. 

Both of these points are in contradiction to the aims of the mod- 

eling exercise as described in (ii) above. 

5.2 Experimental Observations. 

Prior to the development of a dynamic 

model, describing the behaviour of the double effect evaporator, certain 

quantitative approximations were made. These approximations were based 

upon an examination of the transient data obtained from the evaporator 

following a disturbance upon the system inputs. These approximations are; 

(i) That the vapour dynamics associated with the shell of the 

second effect, the shell of the preheater and the tubes of the first eff- 

ect could be considered identical, i.e. 

an(3) Te ey (4) amemeeete 0) a (5:1) 
      

at at at 

The reason for this condition is that the temperatures above are 

all associated with the same vapour space with the vacuum pump taking suc- 

tion from the second ¢ ct shell. The temperature differences between 

the vapour units are due to the pressure drops occuring in the inter- 

connecting pipework. 

Figures 5.1A and 5.18 show two typical sets of experimental data 

to verify this approximation. 

(ii) That the temperature dynamics associated with the tubes of 

the second effect, ( inlet and outlet temperatures ), could be considered 

identical, i.e. 

  

at(14) Mee at(15) rs al i(ig.2 

at at 

Figures 5.2A and 5.2B show two typical sets of experimental data
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to verify this approximation 

Dynamic Model Develo       

In order to obtain mathematical rel- 

ationships for the remaining variables and parameters of the double effect 

evaporator, within the aims specified in the introduction, certain ess- 

umptions are required. The assumptions are; 

(i) The vapour is in equilibrium with the liquid in all two phase 

mixtures existing within the double effect evaporator, 

(ii) The tubes and shell of each of the four heat exchange units 

of the evaporator are assumed to be well mixed. The temperature of these 

well mixed systems being equal to the outlet temperature. This assumption 

allows a dynamic equation to be derived that is both simple and in a lump- 

‘ed parameter form. 

(4ii) The heat losses from the double effect evaporator are ass- 

umed to be constant. 

(iv) The cyclone separator is assumed to be an extension of the 

first effect tubes. This assumption allows the temperatures of liquid and 

vapour to be taken as equal and also ignores any contribution that the 

cyclone may make to the dynamics of the evaporator system. 

(v) The tudes of each heat exchange unit are assumed to be at a 

temperature equal to that of their contents. A similar assumption is made 

regarding the shell of the condenser. 

(vi) The vapour dynamics within the double effect evaporator are 

assumed to be described by steady state equations. Previous research in 

the field of heat transfer dynamics, ( see for example Andre (50504 

Payne ( 5.1 ) and Zavorka et al. ( 5.4 )), has shown that the time const- 

ants associated with vapour dynamics are of small enough magnitude for the 

dynamics to be approximated by steady state equations with little loss in 

accuracy. 

(vii) The heat given up by the contents of the shells, of the



heat exchange units, is assumed to be by condensation alone when consid- 

ering the dynamics of the shell side liquid flow rates. 

(viii) All physical properties associated with the evaporator 

are assumed to be constant unless otherwise specified. 

By use of these assumptions and approximations the following math- 

ematical model is obtained; 

Energy balance on preheater tubes. 

Heat in = M(1).C1-T(1) + U,.A,-( 7(4) - @(2) ) -------- toposes 

Heat out = M(1).C1.1(2) 442 weeeenene (5.4) 

Accumulation = aa(2) el VepepeCl + Moy -Cy ) eeeeee= (ooo) 

at 

Combing equations 5.3 to 5.5 then, 

  

  

an(2) . M(a).cre( 20) = (2) ) + DpAp.( TA)e= T(2).) 

at CVem-pe61 + 

erie (5.6 ) 
where V = the-volume of the tubes 

M = the mass of the tubes 

C,, = the specific heat of the tube walls 
t 

the subscript PT referes to the preheater tubes. 

   ergy balance on preheater shell. 

From assumption (vii) the rate of heat lost on the shell side of 

the preheater, at any instant of time , to the contents of the tube can 

be expressed as; 

  Mu(4).A == (5.7). 

where X= the latent heat of vaporisation. 

Equation 5.7 is equivalent, discounting heat losses to the atmos- 

phere, to the rate of heat gained by the preheater tube contents,i.e.
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M(T)sc1.(-2(2)> - (1) )) a-- 

  

Thus combining equations 5.7 and 5.8 then; 

m(4)-A = M(1).c1.( 2(2) - T(1) )  ------- TES) 

In order to obtain a differential equation describing the behaviour of 

M(4) the following approximation is used, previously adopted by Wells 

(5.5 ). The R.H.S. of equation 5.9 contains only one variable i.e. T(2). 

Therefore; 

aMi(4) = H(1).Cr. an(2) (5 ae) 
at » at 

and using assumption (vi) then, 

UA ie meNCS) MC) Gere anon (5.128) 

Energy balance on the first effect tubes. 

Heat in = m(1).c1.2(2) + Ungedgge( Bg - 203) ) -nee= ( 5.35.) 

Heat out = V(3)-E(3) + M(8).C1.7(3) -------+-- C5ad) 

Aecumayationwe 1 gael) (Vpop-PenCrn + MpppeSp ) <o-o> (5.15 ) 

at 

Combining equations 5.13 to 5.15 then, 

aP(3), _ M(2).01.0(2) + TapsApge (By - 1(3)) - ¥(3)-2(3) - M(8).01.7() 
  

2 t t 
e (Vyun-Ppg slog * Mpg eSn ) 

  

SC 50%6 )



where TS = steam condensing temperature 

Pap = density of the tube contents 

= =  vhe specific heat of the tube contents 

subscript FET refers to the first effect tubes. 

Using assumptions (vi) and (vii) then the heat lost by the steam 

condensing in the first effect shell-to the contents of the tubes can be 

expressed as; 

V5) wenn e (5.Lne) 

This amount of heat will (a) raise the temperature of the liquid 

_ entering the tubes from 1(2) to 7(3) and (b) vaporise the quantity V(3). 

  

Therefore; 

v(3) = W0S)-A = m(a).c2.( (3) - 212) ) 5.18 ) 
PN 
  

and using assumption (vi) then, 

u(8) = M(1) = V3) -eene ene ( 5.19 ) 

Energy balance on the second effect tubes. 

  

Heat in = 4(15).C1.7(15) + UgpeAgne( T(10) - 2(14) ) ---- ( 5.20) 

Heat out = M(15).C1.7(15) seen ewee ( 5.21 } 

Accunulation a(14) | ( VoupeO1-p + Mggp Cp ) ween eee C5225) 

at 

Combining equations 5.20 to 5.22 then, 

ar(14) _ (15).c1.( 2(25) - T(14) ) + UspeAgne( ™(10) - 7(14) ) 

at ( Vogp+PrCl + Moun 
SEr* 

where subscript SZT refers to the second effect tubes,



Adopting a similar approach to describe the behaviour of M(10) 

as that for (4) , ( see equation 5.9 ), then an instantaneous heat bal- 

ance over the second effect gives, 

  

  

  

    

    

we sew ener eneewen ( 530) 

where subscript CT refers to the condenser tubes. 

(m(10) - M(4) ).X = M(24).01.( 7(14) - 1(15) ) 
wo----- «2d 

again the heat lost from the second effect shell is assumed to be zero. 

From equation 5.24 then, 

i 7 a u(lo) = M(14).C1.( 7(14) T5)))) (4) 

» ; 
noeeeeseee = ( 5.25 ) 

and by a chain rule expansion then, 

ai(10) _ ai(4) | 14).01 . an(q4) K 

"at at d at 
weeennnn---- ( 5.26 ) 

and by use of assumption (vi) then 

v(i0) = M(4) + (4). = M(10)  ------- ( 5.27 ) 

Energy balance on condenser tubes. 

Heat in = 4(12).C1.7(12) + U,.A,.( (11) - 1(15) ) BSC" Sse yale eae ( 5.28 ) 

Heat out = M(12).C1.7(13) 

Meoumitetion Memes luant vc epiclet weete w) ( 5.30 ) umulati: = o or'P: HpeGp 2 ooseeenn 565 

at 

Combining equations 5.28 to 5.30 then, 

a2(13) .  M(i2).c1.( 2(12) - 9(15) ) + U,-A,.( 2(12) - ™(13) ) 

at CVopePeCl + MoneCn )



Energy balance on second effect shell. 

Heat in = V(9).E(9) + V(10).2(10) + M(10).C1.T(10) ------ (05.525) 

Heat out = 4(11).C1.2(11) + UyAg.( (13) - (12) ) ---- ( 5.33 ) 

at(12) 

at 
Accumulation = meu VogtPsePs + Mggt@gg )  weeennee= ( 5.34 ) 

  

Combining equations 5.32 to 5.34 then, 

@T(11) _ V(9).B(9) + V(10).B(10) + (34(10).7(20) - m(22).7(11)).¢2 
  

at CVpgPs-Cg + MggsSgg ) 

TyeAge( (11) - 2013) ) 

CV, 

w-- ( 5.35 )   

es*PoCa * Meg-Csg) 

where S55 = the specific heat of the shell 

and subscript CS refers to the condenser shell. 

Mass balance on second effect separator. 

Mass in = §(15) + M(8) 900 -ssennn--= ( 5.36 ) 

Mass out = (15) + V(9) 9 ---e------- ( 5.37 ) 

Acoumulation =~ ob Beep ae ae oS ( 5-38 ) 

at 

dE M8) - V E Se eer sees os (5.39 ) 
at Agppe P. 

where Agsp = the cross sectional area of the second effect separator. 

H = the height in the second effect separator 

The difference in vapour pressure between the inlet streams to the
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separator and the contents of the separator is assumed to account for the 

vaporisation of the quantity V(9). By use of assumption (vi) then, 

v(9) = (15).C1.( 7(24)=2(15) ) + w(e).cz.( 1(3) - 7(25) ) 
  

  

The heat transfer coefficient correlations derived in chapter 4, 

( see equations 4.44 to 4.47 ),from a steady state analysis of the double 

effect evaporator, are assumed to apply when the system is in a transient 

state. The equations for the heat transfer coefficients within the model 

are therefore; 

Dp = £( 2(2),2(2), (3), (3) seeeeene ( 541) 

Tig = FC ML)» V(3)y 103)y 22). aeecenneee ( 5442 ) 

Usp = £( 1(14),V(4) ,@(10),V(20),7(4),2(10) ) ------- ( 5445 ) 

Uy = £( 2(23),M(12),u(20) ,7(12),2(9),2(12) ) ------- ( 5.44 ) 

mental Details. 

  

In order to (i) Test the validity of the model described 

above and (ii) obtain the required inputs to the model equations for its 

solution, transient data from the double effect evaporator were collected 

using the BASELINE compiler and the MPD 200 Data Logging system described 

in Chapter 3. A further requirement for the simulation is a set of init- 

ial conditions. 

The evaporator was set up and run for steady state analysis as 

described in Chapter 4. A steady state experiment was completed, this 

provided the required initial conditions for later simulations. A dis- 

turbance was introduced into the physical system via the steam flow and/ 

/ 

or the liquid feed to the preheater. Data from the double effect evap- 

  riod orator instruments were collected every minute over a sixty minute p



and output onto paper tape for later processing. This data was to (a) 

provide the required inputs to the model and (>) provide a check on the 

accuracy of the model predictions where appropriate, during simulation 

experiments. 

Simulation of the differential equations described previously was 

carried out using the Honeywell H316 computer and the ASP compiler, ( see 

reference 5.6 for details )e The ASP compiler is a set of FORTRAN aes 

routines that can be accessed through a BASIC program to integrate a set 

of ordinary differential equations and control the various facets of data 

transfer. The ASP compiler offers the user the choise of integration 

methods, ( modified Euler or 4th. order Runge-Kutta ), The modified 

Buler technique was chosen, for simulation of the differential equations, 

due to its ease of implementation and also its lower processin, 

  

irements given equal step lengths for integration. This choice was based 

upon the original aims of the model and its implementation as discussed 

in the introduction. 

iscussion. 

  

5.5 Results and 

At steady state the dele terms associated with the 

mathematical model must be equal to zero. A loss term is calculated for 

each differential. equation to ensure that this is in fact the case, The 

loss terms account for errors in the model and also heat losses from the 

evaporator to the atmosphere. 

fhe model previously described and including the loss terms was 

simulated using the ASP compiler. The steady state analysis carried out 

prior to the introduction of the disturbance was used to generate the in- 

itial conditions and also to calculate the loss terms. The inputs to the 

model were read directly into the mathematical model from the prepared 

data tape. 

On simulation a problem arises due to the complex interrelation- 

ships that exist between T(2) and T(3). When a positive disturbance is



applied in the model to the liquid feed rate, M(1),equations 5.6 and 5.16 

predict a continuous negative derivative. Simulation experiments predict 

@ continual decrease in the magnitide of 7(2) and T(3) and within the 

period of experimentation, steady state was never again achieved within 

the model following this type of disturbance. 

The equations 5.6 and 5.16, i.e. 

  

aT (2) = u(1).c1.( 0(2) - 1(2) ) + U,.A,.( 2(4) - 2(2)) - 202) 

at (Voge PeC1 + Myylp ) 

woreeneeene (5.6 ) 

( where L(1) is the loss term associated with the above 

  

equation.) 

and a'(3) 
  

at 

  

(| where L(2) is the loss term associated with the above differential 

equation, ) 

reveal the source of the inaccuracy. From equation 5.6 the term 

i(1).01.( T(1) - T(2) ) is negative so that at steady s 

  

increased the derivative becomes negative and T(2) decreases. Subst- 

itution of these values of 7(2) and U(1) into equation 5.16 produces a 

negative derivative. The increase in. M(1) produces a correspon   ng/in- 

erease in M(8) and the decrease in T(2) therefore produces a negative 

value of the derivative and a decrease in 7(3). This drop in T(3) causes 

a@ corresponding a in (4) as seen through equation 5.1. Examination 

of equation 5.6 shows that if T(4) decreases, and all other variables 

  

remain constant, then the temperature driving force for 

  

afer, 

decreases also. The effect is a reduction in 1(2) once again. This
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process continues with 7(2) ae 7(3) reducing at each cycle of the int- 

egration. An example of this behaviour for the predicted responses of 

™(2) and 1(3), after this type of disturbance has occured, is show in 

Figures 5.354 and 5.3B. 

The problem is compounded by the mathematical relationship between 

M(4) and 1(2) within the mathetatical model,i.e. 

au(4) | -M(1).02 am(2) (5.11) 
    

at » at 

As M(4) was found experimentally to have relatively low values ( app- 

roximately 1.0 grm./sec. ), it can be seen that with continuous neg- 

ative values of a2(2) 

at 

» Substituted into equation 5.11 , the predicted 

value of 1i(4) becomes negative. In the context of the double effect evap- 

orator the negative values of (4) are meaningless. 
  

The errors within the mathematical model assumptions that give 

rise to this behaviour are those concerning well mixed fluids on both 

shell and tube side of the heat exchange units. The assumption of well 

mixed fluids ensures that any change in fluid flow rate has a 

    

effect within the model equations than is to be expected 

ination of the measurement data. In practice flow rate disturbances 

  

uced only small changes in outlet temperatures from the tubes and shells 

of the heat exchangers and steady state was re-established within a period 

of five minutes following the disturbance. 

No method could be found,within the aims originally stipulated 

for the mathematical model, that would produce a more accurate and hence 

stable response for the temperatures T(2) and T(3). 

Because of the complex interactions that exist between the math- 

ematical equations describing the evaporator, errors in ae prediction 

of T(2) and 7(3) have obvious repercussions with all other variables
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predicted from the model. Some method must be found to accurately predict 

(2) and 7(3). 

th Examination of the instrument calibration data associated 

  

™(3), from chapters 3 and 4, shows the high degree of accuracy of read- 

ings from the instrument. It was decided therefore to incorporate the 

measured values of 1(3) into the model, directly as inputs. This modif- 

ication allows equation 5.16 to be removed from the mathematical model 

with a corresponding reduction in computation times associated with the 

simulation of the model. 

The inaccuracies in the model, remaining at this stage of the 

development, can once again be attributed to the assumption of well mixed 

fluids on the tube and shell side of the heat exchanger units. The well 

trices assumption offers an approximation to the true state in only the 

broadest sense. In the literature survey the point has already been 

  

that the correct mathematical description of the temperature dynamics of 

  
a heat exchanger is a system of distributed parameter equations. As an 

  

ordinary differential equation model is required within 

ithm then the well mixed assumption must remain in some    constant is therefore suggested ich when operating on t 

associated with the mass flow rate terms, contained in each equation, 

will reduce the effect of flow rate changes and thus increase the accuracy 

of the predicted responses from the model. 

For example equation 5.6, 

  

amG2) ae. ui(1).61.( 1(1) - 1(2)) + Up-Ap-( (4) - 7(2)) - LQ) 

at ( Bppelp + Vpp- PeC1 ) 

wone--- - (5.6 ) 
becomes, 

ap(2) _ -W(1).c1.( (1) - t(2) ) ms T,-Ape( (4) - T(2) ) = L(1) 

at N.C MypeCy + Vpp-P 
  

OL.) ( Mpeg + Voge PeC1 )



The constant N must be determined for each of the differential 

equations of the model associated with temperature dynamics. 

  

this constant the simulation of the model was carried out with chan 

  

values of N,for each equation, in an attempt to match up model predict- 

ions with measurement date from the evaporator. Because of the interact- 

ion between the equations the value of N must be determined independently 

for each equation. During these simulation experiments if the value of N 

was too low then the model predictions were (i) too vigorous for mass 

flow rate changes and (ii) relatively constant for steam flow rate changes 

» i.e. temperature driving force changes. If the value was too high then 

the predictions from the model were (i) the opposite to those measured for 

flow rate changes and (ii) too vigorous for steam flow rate ch 

  

Ages. 

The simulation experiments, to determine the value of N for equ- 

  

ation 5.45, are shown for a particular measured dynamic response in & 

ure 5.4. 

Similar experiments were carried out for the remaining differen- 

tial equations of the model. 

Incorporating the assumptions and empirical developments, described 

  

above, into the derived mathematical model gives the follo 

state, parameter and dynamic equations along with the required inputs to 

describe the double effect evaporator. 

Inputs to the model; (1), 7(3), 7(12), M(1), M(12) and V(5). 

Differential equations; 

ar(2) _ M(1).C1.( 7(1) - B(2) ) , UpeApe( (4) - T(2) ) - 

at 10.( Moan + Ven -p.C1 ) ( Hep tlm + VenePeCl ) 

  

  

ai(4) m(Q1).C1 . az (2) 12) 
at d at 

 





  

ai(10) 
  

a ct 

a2(13) 

        

  

dt 

  

1 
0 

( VonepeCl + Mog 

    

  

 



=106-.. ' 

uM(11) = .V(9) + M(10) + a8 as 

  

BAe eens 0(4) oe tae CoE) ae ment (5) pa) tense ( 5.59 ) 

BO) ee (10) ee Da 3) ianee ( 5.60 ) 

OG) eee | C5) sie XT ae =A) ) eee ( 5.61) 

Parameter equations; 

  

U, = £( 22), HQ), 263), VG) ) 

Uae eee C2) BCE) 5) 7 TCS) ce an ees ( 5.63 ) 

Us, = £( V(4),1(10),V(20),7(4),2(10) ) ------- ( 5.64 ) 

Tp = £( s(12),2(13),M(10),2(12),2(25),2(21) ) ------ - ( 5.65 ) 

A simulation of the mathematical model described by equations 5.46 

® ® is @ Q ot © < 3 $ i to 5.65 , for a typical experiment carried out on the doudl 

  

orator, is shown in Figures 5.54 to 5.5% in Appendix 3. 

and parameters are shown, with the measured response where appropriate. 

& listing of the computer program used to carry out the 

iments is shown in Appendix 1, the flow diagram is shown i 

  

From the simulated results the following points 

(i) The assumption of constant temperature drop across the shell 

of the preheater and the shell of the second effect is not ep 

  

every instance. This is because the temperature drop is proportional to 

the pressure drop, which is itself flowrate dependent. Any change in vap- 

our flow rate during an experiment will change the temperature drop, and 

thus cause errors in the model predictions. The error is greAtest for the 

second effect shell, as the vapour flow rates in this unit are approxim- 

ately fifty percent lower, and any absolute error in the pressure drop
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will have its most noticeable repercussions at this poi 

(ii) The oscillations in the measured response of M(8), as show: 

in Figure 5.51, can be accounted for by the action of a liquid/vapour 

trap situated in the liquid exit line of the cyclone. This effect can 

not be incorporated into the model. 

  

(411) Some of the predicted responses, for example M(8) in fig- 

ure 5.51, are shown as step changes when a disturbance occurs to the syst- 

em. During this period there exists a discrepancy between the predicted 

and measured responses. This is due to two reasons, the first being the 

assumption that the dynamics of some of the variables can be approx 

  

by steady state equations and secondly the fact that time legs 

  

with the double effect evaporator have’ not been incorporated into 

model. 

    amination of the predicted and measu 

he cyclone sh = 

  

temperature of the liquid leavi 

  

ween the two following a disturbance to the system, ( 

The assumption has been made within the model that the 

  

are in equilibrium and that there is no heat loss over 

analysis of the steady state data,( see Chapter 4 ), sh 

  

assumptions would appear valid. However following a disturbance 

  

system the fluid leaving the first effect tubes would eppear not 

equilibrium, The result is that on entering the cyclone furth 

  

ation occurs due to the drop in pressure across the cyclone entrance, with 

the latent heat of vaporisation being removed from the liquid stream. 

  

(v) he derivation of the dynamic equation describing the heig 

in the second effect separator involves no assumption that can not be jus- 

tified, i.e. that there is no loss of mass from the separator. Any errors 

in its prediction therefore must occur through errors in the values of ¥i(8) 

and/or V(9) substituted into the dynamic equation 5.52. Hxamination of 

Figures 5.51 and 5.5J for dynamic experiment No. 1 show that the errors



in the prediction of H can not be accounted for by the errors associated 

with the prediction of 1i(8) alone. There must therefore be errors in the 

prediction of V(9). Any errors in the prediction of V¥(9) will also have 

repercussions in the prediction of both T(11) and T(13) as seen through 

equations 5.50 and 5.51. This accounts partly for the discrepancy in the 

predictions of these variables as seen through Figures 5.55 and 5.5F. The 

vaporisation rate, v(9), is dependent upon the vacuum pump characteristics, 

the vapour rate from the second effect shell and the vapour temperatures. 

In other dynamic experiments carried out, especially at high steam rates, 

equation 5.54 was found to produce accurate estimates of V(9) as seen 

through comparisons of the measured and predicted values of H and M(8). A 

  

typical example of this is shown in Figures 5.7A and 5.73, ( the pr 

ed and measured values of H for dynamic experiments 1 and 2. ), and also 

  

Figure 5.8, ( the measured and predicted values of M(8) for dynamic e 

eriment 2). In order to produce accurate predictions of V(9) under all 

  

conditions an accurate description of the vacuum pump chearacteristi 

required. No simple method could be found to describe the behaviour of 

the vacuum pump. 

5.6 Integration Interval for model simulation. 

To’ keep the computation process time optimal it is desir- 

able to make the jabseretion step length, for the solution of the diff- 

erential equations of the mathematical model, as large as possible. it 

is accepted however that an increase in integration step length will 

cause a corresponding increase in the error in the predictions from the 

integration routine. It is desirable that some compromise be reached bet- 

ween the two extremes of accuracy and computation times. 

From an examination of Appendix 3 it can be seen that the largest 

transient response is obtained from the simulation when a disturbance 

oceurs to the steam flow rate to the first effect shell. he differential 

equation showing the largest response to this disturbance was the temper- 

ature 1(2). For a typical experimental data set, the model was simulated
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using varying step lengths within the integration routines. A step len- 

&th of 0.01 seconds was used as the standard on which to base the accur- 

acy or otherwise of more meaningful step lengths, i.e. those offering 

solution in real-time or better, Step lengths compatible with the meas- 

urement data interval were used for comparison. 

Following a steam flow rate disturbance to the evaporator it was 

found from an examination of the measurement data that the rate of change 

of the variables of the mathematical model reached a maximum after five 

minutes. This was therefore chosen as the comparison point. At this 

point of the integration of the mathematical model the computer progran 

was stopped and the value of the temperature (2) noted. These values 

are shown in Table 5.1. It was decided that any "inaccuracy", or diff- 

ee in excess of 0.1°C., for the variable 1(2), against the stand- 

ard would be unacceptable. Based upon this eriteria an integration step 

length of twelve seconds was chosen for use in model simulation experim- 

ents.



  

the Inte 

  

Table 5.1 Comparison of Step 1 

  

    
  

  

| 0.01 48.5137 

| 1.00 48.5196 

| 2.00 | 48.5237 | 
3.00 48.5346 | 

| 4.00 48.5454 | 

a 5.00 | 48.5561 

6.00 | 48.5668 

| 7.50 

| 10.00 

12.00 

| 15.00 

| 20.00 | 49.9500 | 

30.00 52.6321 
| | | 
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Chapter 6. The Kalman Filter and Model Error. 

6.1 Introduction. 

A comparison of the simulated and measured val- 

ues, from the double effect evaporator dynamic model and plant shown in 

Chapter 5, highlights the difficulty of accurately predicting plant re- 

sponses for a given plant disturbance. ‘i 

Several authors, for example Wells ( 6.1 ) and Sorenson ( 6.2 ) 

‘have suggested that the Kalman Filter is capable of dealing with slight 

model inaccuracies. Jazwinski ( 6.3 ), on the other hand, states that 

an "erroneous" model will lead to divergence, of the estimates produced 

from the filter, away from the true state of the physical system. This 

he states is especially the case when the filter operates over many data, 

for then the filter is capable of learning the "wrong! state too well. 

As the operation time of the filter increases so the error covariances 

of the predictions, and hence the gain matrix, becomes numerically 

small. Subsequent observations therefore have little or no effect upon 

the filter and the estimates produced show a continual divergence from 

the "true" state. As the two stated viewpoints above have been verified 

by their respective authors, there is an obvious problem to be overcome 

in the definition of the term "slight model inaccuracies", This defin- 

ition could not be achieved by the author or any previous researchers 

in this field. An examination of the simulation experiments carried out 

in Chapter 5 would suggest however that the dynamic model of the double 

effect evaporator should be placed in the "erroneous group" cited by 

Jazwinski. That this is in fact the case is demonstrated in a later 

section, ( see Chapter 7 ). 

In order that any estimation exercise, carried out with refer- 

ence to the double effect evaporator, should produce meaningful results, 

the inaccuracy of the dynamic model developed in Chapter 5 must be



eye 

recognised and acted upon. Several alternatives exist to compensate for 

this inaccurate model of which the two most obvious are (i) a more acc- 

urate dynamic model of the double effect evaporator should be developed 

and/or (ii) one of the previously discussed, ( see section 2.1.6 ), 

extensions to the Kalman Filter algorithm should be adopted that would 

improve the estimates produced from the filter when using a model that 

has been recognised as inaccurate. In the context of the double effect 

evaporator, model improvement alone would not appear to be the solution, 

as any extensions to the model that would improve the agreement between 

measurements and predictions would still offer no guarantee of accuracy 

as regards those variables and parameters that can not be measured. 

Obviously model improvements must go some way towards providing the sol- 

ution to the divergence problem. Any improvement in the kmowledge of 

the dynamics, of the system under study, must give a corresponding im- 

provement in the actions of the filter algorithm when predictions and 

measurements are not compatible. However due to the reasons highlighted 

and discussed in Chapter 5, extensions to the model to improve the acc- 

uracy overall are not thought to be feasible. 

The more practical proposal is to incorporate within the Kalman 

Filter algorithm some extension that will control and if possible elim- 

inate the divergence of the estimates produced by the filter when using 

an inaccurate model, 

6.2 The Prevention of Divergence. 

In the literature review, ( see 

section 2.1.6 5 an account has been given of the methods that have been 

proposed for the solution of the divergence problem. It is desirable to 

find one such method that will (a) be compatible with the computer hard- 

ware available in terms of proceeeete time and core requirements and (bd) 

offer implementation without the requirement of extensive system test- 

ing.
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The second point is important with regard to implementation of 

estimation to modern chemical processes. It may not be possible or con- 

venient to cause disturbances to the system so that transient data can 

be collected for off-line experiments. 

Of the many theoretical and empirical methods that have been 

proposed for the solution of the divergence problem some can be disce 

arded immediately as they are incompatible with the practical aims of 

ine estimation exercise with reference to the double effect evaporator. 

Examples of this incompatability are to be found in the methods proposed 

by Lin and Sage ( 6.4 ) and Friedland ( 6.5 ). These authors in separ- 

ate publications have recognised the ability of the Kalman Filter to 

accurately estimate parameters associated with the dynamic model of the 

physical system under investigation. They therefore incorporate into 

each prediction equation a parameter to account for the errors that may 

exist within that equation. This.approach has been shown to be feasible, 

providing the condition of observability is met, for simulated experin- 

ents. The inclusion of these parameters however has the practical eff- 

ect of doubling the size of the state vector and its associated matrices 

and thus placing an intolerable burden upon computer core requirements 

and computer processing times. 

To study the effects of these proposed modifications to the 

Kalman Filter, of those methods that offered practical compatibility, 

two test models were proposed for simulation and filtering experiments. 

The first model represented a heat exchanger with associated chemical 

reaction and the second model a co-current heat exchanger. Both models 

deliberately avoid the use of non-linearities for mathematical desc- 

ription, as the non-linearities themselves have been shown to be the 

cause of some cases of filter divergence, ( see for example Yoshimura 

( 6.6 ) and Alspach ( 6.7 )). To gain a "true" state and an "inaccurate" 

model for each of the test systems the dynamic equations were simulated 

to represent different numbers of C.S.T.R.'s.
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Model Number 1. This model Perredence a heat exchanger in which an ex- 

othermic chemical reaction takes place. Heat exchange occurs from the 

shell to the tube contents with the “shell contents being at a constant 

temperature. The chemical reaction is first order, The equations desc- 

ribing the transient behaviour are:- 

      

any 
Nel = UA . C2, TaD 

at V2.p.C,, 

eeeeee see (6.1) 

and 4c. . 
N+l = Mu. ( Cy Cy) key 

at Vi.p 

where C = concentration, 7 «= temperature 

VI = volume of the tubes, k = reaction rate constant 

U = heat transfer coefficient, H = mass flow rate ( tube ) 

A = area for heat transfer, p= density 

Cc, = specific heat, T_ = Temperature of shell 

Z\H = enthalpy change for reaction, 

subscripts N+ 1 refers to the exit of the C.S.T.R. 

N refers to the inlet to a C.S.T.R. 

Model Number 2, This model represents a co-current heat exchanger. 

The heat transfer coefficient and the physical properties are taken as 

constant. The temperature driving force between the shell and the tube 

is taken to be the arithmetic average. The equations describing the 

transient behaviour are:- 

aS. HS CTS Sy) - A ~ (75,44 TSy) - (By. + Ty) 
= VS.p 2.0,.VS.p 

- ( 6.3)  
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an. Tek ae ie _ ’ 
LN+l = + . (P3544 + 7S.) = (Oat) 

at 2.CeVP-p 

    

where MT = tube flow rate 

MS = shell flow rate 

VS = volume of shell. 

The values of the constants used in liodel Nos. 1 and 2 along 

with the initial conditions of the variables are shown in Table 6.1. 

In both of these models the simulation of the equations was 

carried out for cases when N was set equal to three and one, The case 

‘when N was equal to three provided the "true" state for later compar- 

isons of the estimates produced from the filtering experiments. When 

N was set equal to one provides the model that was used within the filter 

equations. Figures 6.1A and B and 6,24 and B show typical results of 

these simulations for models 1 and 2 respectively when a flow disturbance 

was applied to the equations. For all filtering experiments the final 

tube exit temperature from the model equations was taken as measured. 

The measurements were obtained from results of the simulation of the 

“true state" with added random noise of known statistics. 

sults and Discus 

  

As a preliminary experiment the 

"inaccurate" models were applied in the Kalman Filter algorithm. The 

noise statistics for both the measurements and equation inputs were 

correctly defined. The results of these experiments are shown in Figures 

6.3A and B and 6.4A and B. The divergence of the estimates produced 

by the filter can clearly be observed, particularly so for the unmeas- 

ured variables of each model. This acute divergence of the unmeasured 

variables is due to the fact that in the early stages of the filtering 

experiments the predictions of all variables are slightly inaccurate.



Table 6.1 

Model no. 1 

  

  

p 
cy | 

TS 

AE | 

M | 

C(out) | 

(out) | 

  

Model no. 2 
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The measurements that come into she filter allow these predictions to be 

updated. This updating however is done on the basis of the poor model 

within the filter algorithm. This causes the unmeasured variables to be 

driven to values that would have given the "correct" values of the measured 

variables after taking into account the measurement statistics. As the ex= 

periment time increases so the filter statistics converge, the filter 

takes less notice of the new information that comes into the algorithm via 

the measurements and bases its estimates more and more on the predictions 

from the poor model. 

6.3.i Input noise statistics. 
  

Early attempts at a solution to the 

problem of filter divergence centred around the use of the matrix of input 

noise covariances, Q, ( see for example Schlee et al. ( 6.8 )). These 

researchers stated that inaccuracies occuring in the mathematical model 

predictions’ could be compensated for by increasing the numerical values of 

the Q matrix. This increase in the Q matrix they called "fictitious noise". 

The justification for this approach was that any difference that existed 

between a predicted and measured output could be accounted for by a lack 

of knowledge of the inputs to the system. The method has the obvious ad- 

vantage that increasing Q stops the convergence of the error covariances of 

the predictions Pile 1 beyond a certain point, ( dependant upon the numer- 

ical value of the Q matrix ), and through P to the gain matrix. The 
k/k-1 

overall result is that the filter must take into account the new informat- 

ion presented by the measurements at all time levels and the divergence of 

the estimates is controlled if not eliminated. The disadvantages of this 

approach are (i) the choise of the numerical value of the fictitious 

noise, and (ii) if the method is to account for error in the model then 

an examination of the results shown in Figures 6.1A and B and 6.2A and B 

indicates that the error is not a constant factor. The value of Q there- 

fore should more accurately be classified as a variable that itself is



recalculated at each time ingore 

Experiments carried out to determine the "best" value of Q showed 

the necessity for off-line trials due to its system dependence. Various 

numerical values were used to describe the "fictitious noise" and examples 

of this for Model no. 2 are shown in Figure 6.5A and B. If the value of 

the fictitious noise was too low the system diverged as with the ordinary 

filter and too high a value meant that the filter followed the measurements 

exactly, using the model to change the unmeasured variables as described 

previously. Even the "best" value of this fictitious noise, found ex 

  

er=   

imentally, produced estimates from the filter that were both inaccurate 

and contained an inherent bias. 

For systems having large measurement noise a problem of oscillat- 

don was found for the unmeasured variables. The large values of Q required 

to control the divergence caused the measured variables to follow these in- 

  
  

accurate measurements exactly. This in turn causes the unmeasured variables 

to fluctuate wildly as the filter attempts to match the measurements and 

the predictions of the measured variables. 

6.3.2 The exponen filter. 

Several researchers, ( see for exam- 

ple Anderson ( 6.9 )), have suggested the use of an exponential filter to 

overcome the divergence problem caused through a poor model description. An 

exponential filter has the effect of overweighting the most recent informat- 

ion made available to the filter algorithm in the form of measurements. The 

practical significance of this approach is that the error covariances of 

the predictions and hence the gain matrix are not allowed to converge. 

The exponential time constant associated with this method is taken 

to represent the approximate time span over which the poor model will acc- 

urately represent the system under consideration, If this time constant is 

too low the method reduces to that of a filter with a large addition of
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fictitious noise. Too high a value reduces the method to an ordinary 

Kalman Filter. 

Experiments carried out using this approach for both models 1 

and 2 indicated that a time constant of four produced the most accurate 

estimates from the filter, This time constant eereee with values prod- 

uced by Kilbride-Newman ( 6.10 ) and Coggan and Wilson ( 6.11 ) which 

would suggest that the exponential filter is not system dependent. The 

results of the filtering experiments using this time constant are shown 

in Figures 6.64 and B and 6.7A and B along with the "best'' values of the 

fictitious noise experiments.for comparison. 

6.3.3 The method of Sriyanands. 

Sriyananda ( 6.12 ) offers an 

excellent method for the control of divergence. The method recognises 

the fact that the covariances of the differences between the measured and 

predicted values of the measured variables produced by the filter, i.e. 

x a 
HAP yyy H + OR 

can be verified from the measurements themselves. Define the matrix IN 

as, 

= (Y= Bayly) cesecceee (6.5) 
E 

then IN'IN should be less than 3 times the trace of” ( HP py git + R) 

with 90 probability. If this is not the case then divergence can be sus- 

pected. 

If divergence is suspected the filter gain is frozen at its 

current value, i.e. it is not updated. This ensures that the error cov- 

ariance matrix Pel? is then limited to incrementing by the factor Q at 

each time interval, ( after accounting for the effects of the transition 

matrix.) This process continues until In’ IN becomes less than the trace
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2 
- 2 : 2 : 

of ( HP) fy °8 + RB), at this point the filter is defrozen. As Peel 

would be large at this point, the filter gain would increase, thus exhib- 

iting some of the features of the exponential filter. 

The method was used for both Models no. 1 and 2 and produced est- 

imates that were as accurate as the "best" of the previous two methods 

without the requirement of pre-tuning experiments. It has the obvious ad- 

vantages that it is not system dependent and even more important if the 

model is accurate it will not operate unless unmeasured disturbances occur. 

In this case the filter would loosen and realign upon the new trajectory 

of the system output vector. 

Once divergence is suspected, using this approach, nothing 

further is done with the information available, concerning the extent of 

the divergence, The method in no way attempts to remove the divergence 

which results in a continuation of inaccurate predictions and estimates, ( 

see Figures 6.6A and B and 6.7A and B.) 

6.3.4 The method of Cogzan and Wilson. 

Coggan and Wilson ( 6.11 ) 

take the general process described in the Erevious section a step further 

and make use of the calculations required in the recognition of divergence. 

These calculations are extended to calculate a bias term associated with 

each of the measured variables. The method of Coggan and Wilson can be 

described generally as follows:- 

(4) A matrix corresponding to P, is computed from the diff- 
k/k-1 

erence that exists between the measurements from the process and the pre- 

dictions from the mathematical model. In all further calculations the 

largest of the two values is used. 

(ii) A bias vector is computed based upon the statistics of the 

differences that exist between the measurements and the predictions. 

(iii) he bias vector is subtracted from the original prediction
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vector to obtain bias free predictions of the measured variables, 

As can be seen from Figures 6.6A and B and 6.7A and B, this meth- 

od was the most successful of those examined for dealing with the diverg- 

ence problem caused by model error, Because of the ability to recompute 

the correct matrix of error covariances of the predictions, associated with 

the measured variables, Pike? the filter can be started without an acc- 

urate knowledge of the initial values of the error covariances of the in- 

itial conditions, Poy and the error covariances of the input noise q. 

The point has already been discussed in Chapter 4 regarding the difficult- 

ies associated with gaining an accurate estimate of the Q matrix. 

The method does have the following disadvantages; 

(i) All of the errors are assumed to lie in the predictions of 

the measured variables and no attempt is made to relate a proportion of the 

detected error to the unmeasured variables. Accurate estimates of the meas- 

ured variables however go some way towards producing more accurate predict- 

ions overall from the mathematical model. 

(ii) During parameter estimation the bias vector that is computed 

can no longer be used to produce bias free predictions. It is this bias 

term that acts as the driving force for the estimation of the parameters. 

With a poor model therefore the result is to drive the parameters to values 

that are consistent with the measurements and the "poor" model rather than 

the "true" state. 

Experiments carried out using this method produced the most acc- 

urate estimates from the filter for model no. 1 and 2. The unmeasured var- 

iables were estimated to a high degree of accuracy but still offered scope 

for improvement due to their inherent bias. The results quoted by Cogsan 

and Wilson showed a much higher degree of accuracy for unmeasured variables, 

This was due in some part to the caves that was placed upon any math- 

ematical model that was to represent the system under consideration by the



authors. Their models had equal total capacitance, equal transfer or con- 

version in unit time and equal steady state boundary values as the physical 

system. haae conditions imply a complete knowledge of the physical sy- 

stem under consideration, which is itself contradictory, and in a pract- 

ical situation may not be readily implemented. 

6.4 Conclusions. 

In any modelling exercise associated with a chen- 

ical process there will always be some doubt about the accuracy Gf one or 

more of the predictions associated with the dynamic model. It is reason- 

able to suppose that such a model would on implementation within the caine 

Filter give rise to a problem of filter divergence to a greater or lesser 

extent. This being the case it is recommended that some method to control 

“filter divergence should always be incorporated within the filter algorithm. 

The method proposed by Cogzan and Wilson is recommended as being the most 

appropriate for the control of filter divergence in terms of its computat- 

ional requirements and accuracy of estimates produced. A further consider- 

ation in its choise is that the statistics associated with the measured 

variables, i.e. Pe/kel and Pek? are accurate and offer therefore the re- 

quired information for the starting point of a control algorithm. 

The method of Sriyananda also offers an excellent approach to 

the control of filter divergence due to its ease of implementation and its 

non system dependence. In practical situations where problems of computer 

storage and processing times arise its use could be justified. 

The exponential filter and fictitious noise addition have been 

shown to have only very limited practical application due to their system 

dependence and their inability to control the divergence problem. 

The statistics of the filter produced by these two methods are 

"user" dependent in that they are functions of the Teena time const- 

ant or input noise matrix value respectively, which are set by the progr- 

ammer. Because of this fact the statistics produced by the filter are of
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little value. Further more after a short operating period the filter stat- 

istics associated with these two methods reach a point of equilibrium, ( 

dependent upon the value of the exponential time constant or input noise 

matrix), and may not be capable of "loosening" up when further dist- 

urbances occur to the system. This is not a criticism that can be levelled 

at the methods of Coggan and Wilson and Sriyananda, both of which adequate- 

ly recomputed the statistics of the filter when a disturbance was detected.
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Chapter 7. On-line Kalman Filterine, 

1 Introduction. 

The aim of this chapter is to bring to-gether 

the results of the earlier sections in order to produce a filter algorithm 

that will generate accurate estimates of the state of the double effect 

evaporator. The filter must be capable of operating in conjunction with 

the hardware available and in real time. ; 

The mathematical model of the double effect evaporator, ( equat- 

ions 5.46 to 5.65 yy was divided into sections to reduce the computation 

burden associated with the prediction and estimation of each of the 16 

variables and parameters. That is only a proportion of the variables were 

estimated from the filter, the remainder because of their steady state 

relationships could be estimated outside of the filtering process. For 

this reason the following variables were estinated using the filtering pr- 

ocess:- (2), 1(13), 1(11),H, 1(14), (8), 7(10), M(4) and M(10), with 

the first seven of these variables being available to the filter in the 

form of measurements. 

1.2 Computer Frogram Development. 

The ease of carrying out program modifications and error corr- 

ections wnen using the BASIC language makes its use highly desirable from 

a@ programming viewpoint. The FORTRAN language however offers the user 

much faster processing times and therefore some compromise between the two 

must be achieved for real time implementation, 

In the development of an overall system for on-line filtering two 

further points require consideration. The first is the core available, 

for user programs and calculations, within the Honeywell H316. The 

Honeywell H316 computer offers the user a core of approximately 15000 oct- 

al locations for subroutines written in either DAP-16 or FORTRAN that are 

to be accessed from the users BASIC program. The second point is the base
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sector locations available for cross sector referencing. ‘Within the 

Honeywell H316 computer the core is broken down into sectors, each of 

1000 octal locations. If a subroutine crosses from one sector to another 

the appropriate reference points must be stored. Only 62 octal locations 

are available for this referencing within the base sector. subkoutdnes 

should be, as far as is possible, therefore of a size that allows their 

storage to be completed with a minimum of sector crossings. 

On-line filtering requirements can be broken down into the foll- 

owing main areas; (i) The Kalman Filter algorithm and 

(4i) Data acquisition from the double effect evap- 

orator. 

1.2.1 The Kalman Filter Algorithm. 

The computer program for Kalman 

filtering requires the implementation of the algorithm described by equ- 

ations 2.4 to 2.8 along with the modifications proposed by Coggan and 

Wilson ( 7.1 ), i.e. equations 2.12 to 2.16, for dealing with model err- 

ors. Examination of these equations shows the many matrix calculations 

that are required, including a large matrix inversion, ( equation 2.6 ). 

It was decided that if real time implementation was to be at all feasible 

this section of the computer package would require to be written in the 

FORTRAN language. Hi 

Within the filtering algorithm measurements from the physical 

system are required. In order that off-line filtering experiments could 

also be accomplished the required programning for data acquisition was 

  

not incorporated into the Kalman Filter program. nm data was required 

by the filter it was decided that the program should be returned to the 

BASIC level, Here the appropriate data could be entered into the computer 

from the required source and then returned to the FORTRAN level for proc- 

essing. The change from one data source to another is obviously easily
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impemented using the interactive facilities of the BASIC language. 

In order to reduce the cross sector referencing required the fil- 

ter algorithu was divided into two sections. The first section being the 

prediction section, i.e. the solution of the mathematical model of the 

double effect evaporator, ( equations 5.46 to 5.61 ), which was included 

in a separate subroutine, subroutine PREDIC. The remaining computation 

of the algorithm was carried out in subroutine KALWAN. Linking these two 

subroutines and the BASIC level is subroutine DATA. 

722-1.1 Subroutine PREDIC. 

4 listing of this program is included in Appendix 1 and its pos- 

ition within the overall computation scheme is shown in Figure 7.1. 

Subroutine PREDIC solves the mathematical model of tne double 

“effect evaporator, ( equations 5.46 to 5.61 ). In the preceeding section 

the poor performance of the Cogan and Wilson algorithm, when dealing 

with poor models that also require parameter estimation, has been high- 

lighted. For this reason the estimation of the heat transfer coefficients 

by the Kalman Filter was not attempted. The heat transfer coefficients 

were assumed constant over the prediction interval and updated, based upon 

the estimates from the filter, by use of equations 5.62 to 5.65 at each 

cycle of the computer program. 

As in the simulation experiments of Chapter 5 the solution of the 

mathematical model of the double effect evaporator was accomplished by use 

of the modified Euler integration method. The step length for integration 

was set at the BASIC level. 

The following variables are predicted from the mathematical model, 

for transfer to subroutine KALMAN, in the order @(2),, 223), T(12), B; 

2(14), (4), 7(10) and K(8), which optimises the vector manipulation re- 

quired. 

The subroutine obtains the values of the gradients, required for
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the integration method, of the differential equations associated with 

the above variables, by use of subroutine GRAD. Subroutine GRAD takes 

the value of the state vector and substitutes this into the differential 

equations. The gradient vector is returned to PREDIC. 

On entering subroutine PREDIC for the first time the system is 

assumed to be at steady state. The derivative values should therefore be 

zero and a loss term for each differential equation is computed to ensure 

this. 

1221.2 Subroutine KALMAN. 

The remaining section of the Kalman Filter algorithm is carried 

out within this subroutine, a listing of which appears in Appendix 1. Its 

position within the computer scheme is shown in Figure 7.1. 

Predictions from subroutine PREDIC in the order 7(2), 7(13), (11) 

» 7(10), H, ¥(8), 7(14), 1(4) and M(10) along with the first seven of 

these variables as measurements are used within the subroutine to obtain 

estimates. in order that off-line tests could be carried out, to show the 

effects of the dynamic model of the evaporator within the extended Kalman 

Filter and also the adaptive method of Coggan and Wilson, both methods 

were programmed into this subroutine. Due to their similarity, i.e. the 

adaptive filter is merely an extension of the Kalman Filter, this could 

be easily accomplished. The choise of the method is dependent upon the 

value of a flag set at the BASIC level. The initial values of the filter 

statistics can be set in a similar manner, if so required, for off-line 

experiments. f 

Due to the non-linearity of the dynamic model of the evaporator 

a transition matrix can not be computed directly. The approximation quot- 

ed by Coggan and Noton ( 7.2 ), Wells ( 7.3 ) and Sorenson ( 7.4 ) has 

therefore been adopted. If the non-linear model is expressed as, 

Hoy = AC) eonnenn-- Cele}
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then the element AS ? of the transition matrix, can be approximated by, 
’ 

a Bei aa aa ( 7.2) 
ox: 

J 

for computation of the error statistics within the filter algorithm. 

Even allowing for the removal of the prediction section of the al- 

gorithm, the remaining section in subroutine KALMAN requires approxin- 

ately 10 octal sectors of storage when compiled. The resulting cross sec- 

tor references were far in excese of the storage available within the base 

sector. 

To overcome this problem use was made of the Fortran Translator, 

(7.5 ). The translator produces the relevant assembler language, DAP-16, 

instructions to carry out each FORTRAN statement as well as allowing the 

user to insert DAP-16 instructions into the FORTRAN program. These DAP-16 

instructions are recognised by the translator, by the insertion of the 

character "A" in column 1 of the relevant statement. 

Using this technique the pseudo-operation "SET BASE" can be impl- 

emented. That is part of the machine core within the users program can be 

utilised for cross sector referencing. For example, 

120 CONTINUE 

SETB,*+1 

IMP, *+46 

BSS,45 

121 CONTINUE 

might appear within the users program. The translator would produce a set 

of DAP-16 instructions for the FORTRAN statement 120 CONTINUE, the 

following 3 instructions would be recognised as DAP-16 instructions and 

entered as such, The instruction A SETB,*+1 being a pseudo op- 

eration requires no machine prereuct ions The other two DAP-16 instructions 

each produce an identical instruction, with the correct addresses,
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in the translator output. The instruction A JP ,*+46 causes the 

machine to jump over the next 45 memory locations, i.e. that core that 

is required for cross sector referencing. The A BSS,45 instruction 

saves 45 memory locations for cross sector referencing. The number of 

locations employed in this manner must be sufficient to ensure that there 

is sufficient core available for cross sector referencing within that sec- 

tor and also that the final DAP-16 instruction, associated with a FORTHAN 

statement, coincides with the end of the core sector. The A IMP, *+46 

instruction will therefore be the first instruction of a particular core 

sector and similar instructions will appear at each sector start used with- 

in the subroutine. 

The translated version of the FORTRAN plus DAP-16 instructions is 

then processed to produce a machine code version using the DAP-16 assembler. 

22 Subroutine DATA 

  

This subroutine controls the passage of information between the 

BASIC and FORTRAN levels. A program listing is shown in Appendix 1 and 

its position within the computation scheme shown in Figure 7.1. 

The users BASIC program enters DATA each time calculations from 

sections of the filtering algorithm are required, i.e. prediction or est- 

imation. This is accomplished in the BASIC program by use of the CALL 

statement, i.e. 

CALL(2,A6,€M(1),T(1) ,V(2),U(1) ,K,B(1),C(1),D(1),A(2),6(1),8(1) F(1)) 

where A6 is a flag that ensures that constants are only computed at the 

initial entry. 

M, T, V are the liquid flow rates, temperatures and vapour flow rates of 

the physical process respectively. 

U is the vector of heat transfer coefficients. 

K is a flag to determine which subroutine is called from DATA



B is the control vector for PREDIC. 

D is the vector of predictions computed by PREDIC. 

C is the vector of initial conditions required for solution of the dyn- 

ic model in PREDIC. 

A is the control vector for KALMAN. 

G is the vector of estimates produced by KALMAN. 

E is the vector of predictions transferred to KALMAN. 

ey ‘is the measurement vector for KALMAN. 

When DATA is entered all common blocks are established. The re- 

maining subroutines, KALMAN, PREDIC and GRAD, receive their data from the 

common blocks. Once the common blocks are established a flag, K, indic- 

ates the required subroutine to be accessed. After the subroutine acc- 

essed has completed its calculations it returns to DATA which transfers 

the required information back to the BASIC level. 

7.2.2 Data Acquisition from the Double Effect vaporator. 

In chapter 3 a description of the BASELINE compiler was given. 

This compiler, produced by Payne (7.6 ), offers all of the required 

subroutines for data acquisition. Parts of this compiler, along with 

modifications produced by Thornhill ( 7.7 ), were therefore adopted for 

on-line filtering. Data acquisition subroutines are accessed from the 

BASIC level via the CALL statement, i.e. 

CALL(1,Z4 ,N1,N2,E8,R(0,0) ,26,27,28) 

where Z4 = time interval ( secs.) between scans. 

Nl = initial channel to be scanned. 

N2 = final channel to be scanned. 

E8 = ensemble number. 

R = the matrix in which the average values of the analogue sig- 

nals are stored for each instrument.
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26 = number of scans that the computer has completed at any inst- 

ant of time. 

Z7 = number of scans reauired by the user. 

28 = a scanning error flag. 

1-2-3 The Interactive System. 

The programs described in the previous two sections along with 

the BASIC compiler are loaded into the computer to produce an interactive 

system for on-line filtering. The subroutines, written in either DAP-16 

or FORTRAN, occupy fixed positions within the computer core. The loading 

order of these subroutines must be such that the minimum of cross sector 

referencing is required. Standard FORTRAN subroutines required for such 

operations as addition, subtraction etc. are obtained from a,standard 

FORTRAN library tape. Subroutine KALMAN, because it contains its own core 

for cross sector referencing, must be the final subroutine to be loaded 

into the core. Details of the loading procedure are given in the Honeywell 

H316 operating manual ( 7.8 ). 

Figure 7.2 shows the memory map of the core when all of the subd- 

routines have beén loaded. 

The following subroutines are associated with data acquisition, det- 

ails of which are given by Payne ( 7.6 ) and Thornhill ( 7.7 ); 

SERV. ,GOGET, SCAN, BCDBIN, BINECD, INT, ENAB, and REST, 

The following subroutines are associated with the Kalman Filter and 

have been described in section 7.2.1; 

DATA, KALMAN, PREDIC and GRAD. 

The following are FORTRAN library subroutines; EXP, FLOAT, IDINT, 

IPIX, U$11X, MBL, mh22x, Mh22, Dh22x, Dh22, ch12, c$21, sh22, ap22, nh22, 

REAL, L622, H$22, FHER, FHHT, FAT, ARGh, AC], AC2, AC3, AC4, ACS and SUBS. 

Along with these subroutines an input/output modification is patch- 

ed into the computer manually, ( see Payne ( 7.6 ) for details ), from
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Figure 7.2 Memory Map of Core for On-line Filtering System. 
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Figure 7.2 Continued. 

ARGS 25124 
ACI 25144 
Ac2 “25145 

AC3 "25146 
AC4 25147 
AC5 25150 
PREDIC 25152. 
GRAD 26000 

BINBCD 26464 

SUBS 26536 

ENAB 26656 

SAVE 26674 

REST 26710 

GOGET 26720 

KALMAN 351745 

BLK] 31537 

BLK6 37373 

BLES 37451 

BLK4 37564 

BLK3 37726 

BLK2 37762 

BLK 37770 

Lc



=152- 

octal locations 21200 onwards. This enables data to be output from the 

computer to the paper tape punch, rather than the ASK teletype, and el- 

iminates some of the restrictions on data output during real time implem- 

entation. Manual patches are also made of the starting locations of those 

subroutines that are to be accessed from the users BASIC program, in a 

dedicated area of the base sector. 

1-2-4 Computer Prosram for On-line Filtering. 

The BASIC program written for on-line filtering makes use of 

the interactive system described in section 7.2.3, to carry out the com- 

putations of the Kalman Filter algorithm and to collect data at the corr- 

ect instant of time. A listing of the BASIC program is shown in Appendix 

1 and its position within the computer scheme shown in Figure 7.1. 

The operation of the BASIC program is as follows; 

(i) The data required for the operation of the on-line filter 

is established, i.e. physical constants, initial conditions of the process 

variables, conversion factors for instrument calibrations and the controls 

for data acquisition. 

(ii) The data acquisition time controls are started and the first 

instrument readings collected. 

(iii) The initial conditions of the variables and the measure- 

ments are rationalised. 

(iv) The heat transfer coefficients are calculated in a BASIC 

subroutine. 

(v) The controls for subroutine KALMAN and FREDIC are established. 

(vi) Subroutine DATA is entered and constants and common blocks 

are established. 

(vii) Subroutine KALMAN is entered and the constants and filter 

statistics are established before returning to the BASIC level. 

(viii) The measurement vector is established, the program returns
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to KALMAN where the estimates of the state are computed, control is 

then returned to the BASIC level. 

(ix) Variables calculated from steady state equations, ( equate 

ions 5.53 to 5.61 ) are recomputed based upon the estimates from the filt- 

er. 

(x) Heat transfer coefficients are updated for the next time 

interval. 

(xi) The required information is output onto paper tape. 

(xii) The estimate vector is transferred to PREDIC where the pre- 

dictions for the next time level are computed. Control returns to BASIC. 

(xiii) The predictions are transferred to KALMAN and the error 

covariances of these predictions are computed. ‘hen measurements are re- 

“qnived the control passes back to the BASIC level. 

(xiv) A time wasting loop is entered until the time for the next 

measurement sampling is due. 

(xv) The data acquisition subroutine is entered. On returnin 

to the BASIC level the analogue conversions of the instrument signals are 

made. 

(xvi) Continue with (viii). 

Within the filtering program no provision has been made for the 

computation of the initial conditions. This is due to the lack of core 

available once the above program has been loaded. It is however not th- 

ought to be a serious omission as these calculations are only required at 

the very start of the filtering process. To overcome this omission the 

initial conditions are computed oars tae steady state analysis program 

described in chapter 4. The initial conditions are output onto paper 

tape and are used as input data to the filtering program described above. 

123 Results and Discussion. 

.l Off-line Experiments.   
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To study the effects of the dynamic model, described in chapter 

5 by equations 5.46 to 5.61, upon the estimates from an extended Katha 

Filter algorithm, several experiments were carried out using measurement 

data previously obtained from the double effect evaporator. 

In section 4.4.3 an analysis of the instrument statistics,for the 

measurements of the inputs, shows the small amount of noise associated 

with these analogue signals. However no method could be found to desc- 

ribe the effects of this small amount of noise upon the system outputs. 

In the context of the Kalman Filter and its application to the double 

effect evaporator, it can be assumed that the input noise matrix, Q, 

will be low. This is because (i) all of the plant inputs apart from the 

cooling water flow rate, are available to the computer and as such are 

fed directly into the dynamic model. The effects of any noise upon the 

inputs are therefore partially accounted for within the predictions. 

(4i) at the start of the filtering process 

the differential equations associated with the dynamic model are driven 

to numerical values of zero. This in some pert accounts for heat losses 

etc. which can be classified as negative disturbances upon the evaporator. 

Using previously obtained measurement data, from the double eff- 

ect evaporator, experiments were carried out with the constant velue of 

the diagonal elements of the Q matrix varying from 0.0 to 1000. A compar- 

ison experiment was also carried out using the adaptive filter quoted by 

Coggan and Wilson with a zero Q matrix. 

In all of the experiments the initial value of the error covar- 

dance matrix of the predictions was set to 1000. The point has already 

been made in the literature survey, ( see section 2.1 ), that the 

value of Fo/-2 has an effect only upon the speed of response of the fil- 

ter, if its value is high, and has no effect upon the accuracy of the 

estimates produced. The measurement statistics were all assumed equal



and set to a value in excess of the maximum figure produced in section 

4.4.3. This step has also been discussed in the literature survey and 

shown to produce little loss of accuracy. Its use allows the filter a 

greater freedom when updating predictions and its practical effect is, 

(i) +o allow only one rather than seven values to be transf- 

erred between the BASIC and the FORTRAN levels. 

and (ii) reduce the storage réquirements at the FORTRAN level as 

with only one value the matrix of measurement statistics is no longer 

required. 

From the results produced during these experiments the follow- 

ing points arise for discussion:- 

(i) Using low values for the input noise statistics, ( tee 

values numerically less than 10 ), results were produced that showed 

  

either inherent bias or in more serious cases severe divergence. "3 

of this are shown in Figures 7.3A to 7.3H and Tables 7.14 to 7.1i in 

Appendix 4. This fact justifies tne statement made in chapter 6, that 

the dynamic model of the evaporator, exhibits the divergence qualities 

cited by Jazwinski ( 7.9 ). 

(ii) In all cases the use of the adaptive filter produced est- 

imates that were highly accurate, as defined by their consistency with 

plant measurerents and operating conditions. 

(iii) Examination of Figures 7.3A to 7.3H, Tables 7.14 to 

7.1M and results produced from the dynamic simulation of the evaporator 

model, ( see Appendix 3 ), indicated that not only was the fictitious 

noise addition system dependent but also that it was equation dependent. 

If the differential equation, associated with a particular variable, 

predicted an accurate transient response then the value of the fictit- 

ious noise required to produce accurate estimates from the filter was 

low, ( see Figures 7.3D and 7.3F ). If the differential equation was
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not representative of the system response then much higt fictitious 

  

noise values were required, ( see Figures 7.3A and 7.33 Ns 

(iv) Due to the form of the double effect evaporator dynamic 

model,described in chapter 5, i.e. equations 5.46 to 5.61, the problems 

@iscussed in chapter 6 relating to unmeasured variables, do not occur. 

This is due to the off-diagonal terms of the transition uiatrix. In tne 

case of the double effect evaporator there are no links to relate the 

unmeasured variables with any errors in the predictions of the measured 

variables. That is the unmeasured variables are functions of the meas- 

ured variables and not vice versa. 

Due to this fact the measured variables are very much dependent 

upon their initial conditions and the values of those variables with 

which they are associated. In the use of either the extended Kalman 

Filter with high fictitious noise or the adaptive filter of Coggan and 

  

Wilson the point has been made, in chapter 6, that no attempt is made 

by these methods to proportion part of the detected error to the unmeas- 

ured variables. It becomes essential therefore to ensure that the dyn- 

amic equations describing the unmeasured variables and the values assoc- 

dated with their calculation should be as accurate as is possible to 

achieve. 

1.3.2 On-line Filtering. 

The previous section, 7.3.1, has shown, (i) the ability of 

the adaptive filter, produced by Coggan and Wilson, to produce accur- 

ate estimates of the double effect evaporator even when containing an 

inaccurate model of the physical process. 

(ii) the ability of 

the filter to operate without any knowledge of the input noise matrix, , 

which has been shown previously to be very difficult to describe.
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(iii) its non sys- 

tem dependence as compared to the use of fictitious noise addition. 

In order to carry out on-line filtering experiments it is essen- 

tial that the timing interval of the measurement cycle is correct. The 

subroutine contolling the data acouisition must not be called before all 

of the required pre-computation has been completed. To ensure that the 

measurement interval is correct the following timing experiments were 

carried out. 

(i) The time for the Honeywell H316 computer to conpletela fail 

cycle of the extended Kalman Filter was 6.2 secs.. This figure was for a 

“system containing nine variables and seven measurements. Increasins 

the computation to include the modifications of Coggan and Wilson produced 

a processing time of 8.5 seconds. The vast majority of this time was 

taken up by the computation associated with KALIAN., Because of the very    

short time , the computation associated with PREDIC required, no acc- 

urate breakdown of the overall figure was possible. 

(ii) The output of the required data, as shown in the computer 

listing for on-line filtering, required 20.1 seconds. Obviously not all 

of this information would be required in a practical estimation exercise 

once the development work was complete and therefore this time offers 

scope for improvement. 

(iii) The ensemble number, associated with data acquisition, is 

one of the variables that the programmer can utilise to ensure that the 

measurement interval is correct. Table 7.2 shows the operation +ime for 

subroutine SSRV with varying values of the ensemble number. 

From an etaatne tion of tnese figures it can be seen that with an 

ensemble of 20 the whole package would operate within a cycle time of 60 

seconds. This measurement cycle time would seem a reasonable proposal in 

the light of the speed of response of the physical process. However it
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    Table 7.2 Processing times for subroutine SH with ensemble number. 

  

  

  

Ensemble. _ Time (secs. 

2 368 

8.0 

a 11.6 } 

10 16.5 

12 19,1 

15 25.7 

20 30.8         

does not take into account either the extra computation that is required 

during the first cycle of the program or any possible control algorithm 

that may be incorporated at a later stage. For this reason an ensemble 

of seven was chosen for on-line filtering experiments. This figure leav- 

es approximately ten seconds of processing time available for any further 

computation that may be required. 

Using these timing figures and similar statistical values as qu- 

d out 

  

oted in section 7.3.1, on-line filtering experiments were carri 

using the adaptive filter of Coggan and Wilson. During these experiments 

» Which were started following a steady state experiment, disturbances 

applied to both steam and liquid flow rates were investigated. 

These experiments were conducted for periods of up to two hours 

during which time the disturbances were applied. The filter produced est- 

imates of the state of the system every minute along with predictions of 

the system parameters. Typical results for these on-line experiments 

  

are shown in Tables 7.3A to 7.3)! in Appendix 4. 

The results produced during these on-line experiments were consist- 

ent with the system measurements and operating conditions at all time
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levels, ( see Tables 7.3A Za 7.3M. ) 

Examination of these tables shows the corrective action app- 

lied by the adaptive filter when serious discrepancy arises between the 

prediction and measurement of a variable, An example of this is shown 

in the estimation of the variable T(11), see Table 7.3C. The model 

consistently predicts inaccurate values of P(11) following a system 

disturbance... The adaptive filter accurately realigns this value to 

produce an estimate that is consistent with the measurement statistics. 

The results of the On-line filtering experiments verified 

the conclusions of the earlier off-line experiments, ( see section 

7.3.1 ). These conclusions were:- 

(i) The ability of the adaptive filter to be instigated with- 

out the requirement of pre-tuning experiments. 

(ii) The ability of the adaptive filter to operate without a 

knowledge of the input noise matrix, Q. 

(iii) The ability of the adaptive filter to respond to system 

disturbances no matter when they occur. 

The results demonstrate the ability to accurately est- 

imate the state of the physical process in real time using the interac- 

tive computer package described in section 7.2.3 and within the limits 

of the available hardware,
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Chapter 8, Conclusions and Recommendations for further work. 

8.1 Conclusions. 
  

Within this thesis it has been shown that when 

there is only a limited knowledge of the dynamic characteristics of a 

physical process that some adaptive modification should be incorporated 

into the estimation algorithm. When model inaccuracy arises the estin- 

aves, in particular of those variables that are not available as meas- 

urements, may exhibit bias and in extreme cases diverge from the true 

state. A number of approaches to the solution of this problem, prop- 

osed in the literature have been investigated and the most appropriate 

found to be the modifications developed by Coggan and Wilson ( 6.1 ). 

* This adaptive modification has been shown to be capable of dealing with, 

(i) uncertainty that may exist within the mathematical descrip- 

tion of the process under investigation, 

(ii) large unmeasured disturbances that may occur once the filt- 

er algorithm has reached a point of equilibrium, and 

(431) a total lack of knowledge regarding the input noise 

statistics. 

A mathematical model of the double effect evaporator has 

been developed, along with correlations for the prediction of the heat 

transfer coefficients, in a form that is suitable for implementation 

within the Kalman Filter algorithm. The dynamic model, al though off- 

ering considerable scope for improvement in accuracy, was tested off- 

line using the adaptive Kalman Filter and measurement data from the phy- 

sical process, The estimates produced were consistent with the measure- 

ment data and the operating conditions. This model when incorporated 

into the extended Kalman Filter produced estimates that exhibited an in- 

herent bias and in some cases estimates that were inconsistent with the
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operating conditions of the double effect verona eee 

This mathematical model of the double effect evaporator has been 

incorporated, along with the adaptive filter of Coggan and Wilson, into 

an interactive computer package for on-line estimation. Experiments carr- 

ied out using this package showed that estimation of nine state variables 

and prediction of four parameters could be achieved within a filter cycle 

time of approximately fourty seconds. This cycle time was consistent 

with the tine constants associated with the differential equations of the 

mathematical model. The estimates produced during on-line experiments 

were consistent with the measurement data and operating conditions of the 

physical process. 

8.2 Recommendations for further work. 
  

The following areas for further work are recommended, 

(i) In the light of the conclusions drawn,in section 7.5.1, re- 

garding the inability of the adaptive filter proposed by Coggan and 

jilson, to proportion part of the detected prediction errors to the un- 

measured variables, it is recommended that the modifications at present 

being developed by Kilbride-Newman ( 8.2), should be examined with ref- 

erence to the double effect evaporator. If successful this would improve 

the confidence in the estimates of the unmeasured variables produced by 

the Kalman Filter and also aid in model improvements. 

(ii) The feasibility of controlling the vapour dynamics of the 

double effect evaporator should be examined. If implemented this would 

allow the removal of the vapour pressure dynamics from the mathematical 

model. These dynamics have been shown to be extremely complex and in 

the context of the Kalman Filter and this thesis their description re- 

quired unrealistic approximations. These approximations in, some part 

account for the inaccuracies of the mathematical model used in this th- 

_esis. The controlled vapour space pressure would allow a reduction in
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the size of the mathematical model without in any way being detrimental 

to the evaporation process. The resulting savings in both computer core 

and processing times could then be utilised in the solution of more comp- 

lex equations describing the unmeasured variables and parameters of the 

double effect evaporator.
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Nomencalature, 

Variables used in Heat transfer studies. 

U = Overall heat transfer coefficient. 

M = liquid feed rate. 

V = vaporisation rate. 

AT = Average temperature difference driving force. 

AL = film side heat transfer coefficient. 

Noy = Prandtl Number. 

o@ = surface tension. 

q = heat load. 

f = temperature. 

ce = heat capacity 

W = f( Temperature driving force.) 

Variables used in the studies of the Double Effect Bvarorator. 

M = Vector of liquid flow rates. 

V = Vector of vapour flow rates. 

{— = vector of temperatures 

= vector of specific enthalpies. 

t = time 

fi = density. 

A = latent heat. 

AT = log mean temperature driving force. 

Cl = specific heat of water, 

$4 = accumulation in the second effect separator. 

U = overall heat transfer coefficients. 

q = Heat transferred in unit time. 

A&A = area available for heat transfer. 

C = heat content of stream. 

Subdscripts:= 

C «= condenser 

SE = second effect



Nomenclature Continued. _) 

FE = first effect. 

P = preheater. 

T = tube 

S = shell 

SEP = second effect separator. 

N = inlet to a C.S.T.R. 

Variables used in Kalman Filter studies. 

X = state vector 

4 = transition matrix 

w = Input disturbance vector to system 

K " measurement vector 

i i = Observation matrix. 

V = noise vector associated with measurements. 

Q = Covariance matrix of input noise. 

R = Covariance matrix of measurement noise. 

I = Identity matrix. 

P = Covariance matrix of state vector. 

W = Gain matrix. 

IN = Innovation process based upon the differences between the meas 

ments and predictions. 

S = Expected covariances of the differences between the predicted and 

measured values of the measured variables. 

& = Measured covariances of the differences between the predicted and 

measured values of the measured variables. 

b = Bias vector of measured variables. 

z = Bias free vector of differences between measured and predicted 

values of variables. 

v = Error covariance matrix of state vector based upon m 
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Contents of Appendix 1, 

Data Acquisition and steady state model program 

Dynamic Simulation of Evaporator model 

On-line Filtering Program 

Subroutine Data 

Subroutine Predic 

Subroutine Grad 

Subroutine Kalman 

  

210 

213 

215
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Computer Program for Pata Acquisiton and the solution 

of the Heat and Ness Balances. 

Symbol Description. 

Nl 

N2 

Bl 

B2 

Ss 

cl 

03 

C4 

65 
06 

s2 

s4 

85 
36 

E8 

19 

24 

25 
26 

27 
The following symbols are used as counters; Zl, I, L, C8, J, 

The 

The 

A 

D 

following flags are used to detect scanning errors; Fl, 28, 

Initial channel to be scanned. 

Final channel to be scanned. 

Measured cooling water rate. 

Measured condensate flow rate. 

Measured steam flow rate. 

Specific heat of the liquid. 

Calculated total heat loss. 

Total heat entering the system per second, 

Initial level measured in the second effect separator. 

Final level measured in the second effect separator. 

Calculated accumulation in the second effect separator. 

Measured accumulation in the second effect separator. 

Start time of the experiment. 

Finish time of the experiment. 

Ensemble to be averaged for each scan. 

Vapour enthalpy calculated in subroutine from vapour temperature L&. 

Sampling interval. 

Experiment time duration. 

Number of samples to be taken for each instrument. 

Number of scans completed at any particular time. 

following subscripted variables are used; 

Matrix of stored analogue signals. 

nals to required units. 

J2 

Gradient values for instruments,used for conversion of analogue sig-



R
O
 
W
O
 

8
 

e
e
e
 

S
e
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Intercept values for instruments, used for conversion of analogue 

signals to required units. 

Vapour specific enthalpy for each flow stream. 

Total enthalpy of each stream. 

Liquid mass flow rate for each stream. 

“Vapour mass flow rate for each strean. 

Temperature of each stream. 

Mean of the analogue signals for each instrument. 

Standard deviation of mean analogue signal for each instrument. 

Converted values of each instrument. 

Matrix used for the solution of equations 4.34 to 4.39.



5 
9R 
18 
11 
15 
20 

96 
108 
105 
118 
114 
113 
116 
120 
tes 
130 
135 
146 

145 
158 
154 
155 
156 
168 
165 
176 
175 
188 
185 
198 
194 
195 
196 
200 
205 
2108 
215 
220 

s192= 

PRINT " J-COLEBY STEADY STATE LOGGING PROGRAM “ 
EM kt 
REM INPUT TIME CONTROLS FOR SCAN ***#* 
REM *#**#* 

PRINT " SAMPLING INTERVAL (SECS) “3s: INPUT Z4 
PRINT ¢ PRINT " TOTAL RUN TIME (MINS-)"3: INPUT ZS 
Z 6=ZS* 60/24 
PRINT = PRINT 
CALL €2sZ7): PRINT “START TIME "3Z7 
SS=Z7 

REM ***** 

REM SET UP CHANNEL NUMBERS TO SCAN*##** 
REM #4 
N1=15:N2=29: E8=12:Z7=0 
DIM AC39s 10) 

REM ****x* 

REM CALC. INITIAL LEVEL IN 2ND. EFFECT SEP. **44* 
REM *#*#** 
CALL (15185 C85F1) 

CS=@: FOR I=15200: CALL (1s 185 C8, F1):C5=C5+C8 
NEXT I: C5=C5/200 

REM ***** 

REM COMMENCE SCAN ***** 
REM ***#% 
CALL (€75Z4sN1sN 2s E8s ACOs OZ 627328) 
IF Z8=2 THEN PRINT "SCAN ERROR ": STOP 

REM 4k 
REM TIME WASTING LOOP *##*« 
REM ***** 

IF Z7>=Z6 THEN 120 
CALL €6;2sJ2): IF J=2 THEN STOP 
GO TO 108 

REM ****% 
REM CALCe FINAL LEVEL IN OND. EFFECT SEPs ***** 
REM ***#* 

CALL (15185C8sF1): CALL (€15185C8sF1) 
Cé=0: FOR I=1s28@: CALL (1518s C8sF1):Cé=Cé+C8 
NEXT I:Cé=C6é/200 
CALL €2sZ7): PRINT "FINISH TIME “3Z7 
S6=Z7 
CALL (5,0) . 
DIM DC15)5HC15)5PC15)5 0615) RO15) 

REM **##** 

REM READ DATA FOR INSTRUMENT CONVERSION *###* 
REM ***** 

FOR I=155: READ HC(I)»DCI): NEXT I 
DATA -59-@324s-.5214E-@1 
DATA - 16+27985-+ 644646E-02 
DATA 3-022995-+577411E-@2 
DATA - 165+ 352s-+ 41659 5E-@1 
DATA @s1 
FOR I=6s 15:HC1)=@: DC1)=--. 25E-@1: NEXT I 

REM *##** 
REM CALC. VALS. OF VARIABLES + STATS. *#*#* 
REM ***#* 

FOR I=1,15:PCI)=@3 OCI)=06 
FOR J=15Z6 
PCID=PCI)+ACI4145J5)2 QCID=QCII+ACI4+14, 5912 
NEXT J 
PCID=PC1I)/Z 6: OCID=GC1I)/Z 6: OC1)=SQ@RCABSCPCI)1t 2-QC1)))
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22:5. 
238 
234 
235 
236 
2408 
245 
250 
255 
eso 
268 
261 
265 
278 
27/5 
2808 
285 
290 
294 
225 
296 
300 
305 
318 
315 
320 
325 
338 
335 
3468 
345 
358 
355 
360 
365 
378 
375 
388 
385 
398 
395 
400 
405 
418 
415 
420 
425 
430 
435 
440 
445 
450 
455 
460 
465 

470 

475 

RCID=PCI)*DCID+HCI)D 

NEXT I 

REM ###*# 
REM OUTPUT THE VARIABLES + STATS. ***** 
REM *##** 
PRINT " CHANNEL. ANALOGUE. "3 
PRINT STD. DEV. CONVERTED VAL." 
PRINT 
FOR I=1515: PRINT 1+14,PCI)s QCI1)s RCI): NEXT I 

REM *##*#* 

REM SET UP MASS + HEAT BALANCE EQUS. **#*** 

REM **##* 
DIM MC15)sXC€15)5 TC15)5 EC15)5GC15) 

MC1)=RC222MC8)=RC3): TCL =RCG)2 TC2]D=RC9I3 TOBI=RCIS) 

TC4)=RO14)2 TC8)=RCO12)3 TCII=REOID) 

TC1@Y=RCO1I2 TC119=RCOI3)2 TC12)=RC 6) 

TO13)=RCO7)2 TC14)=RO1192 TC1SV=RCO1IB) 

PRINT : PRINT 
REM Re 
REM INPUT UNMEASURED VARIABLES ***#* 
REM ***** 
PRINT "C+ We RATEs CON DEN SATEs STEAM "'s 

INPUT Bl» B3s B2 

MC12)=B1 

Cl=4- 1868 
L8=TC(9): GOSUB 102808 

EC9)=L9 

XC3)=MC1)-M(8) 

L8=TC(3) 

GOSUB 1006 

EC3)=L9 

L8=T( 4): GOSUB 18008 

EC4)=L9 

MC 4)=CC1#MC12*TC124XC3)*# EC3)-C1#MC1)*TC2)-XC3)* EC 4)) 

MC4)=MC4)/C€TC4)*C1-EC4)) 

XC 4)=XC3)-MC 4) 

L8=122: GOSUB 1000 

F1=L9 

S1=CXC3)* EC30+M C8 ¥*C1* TCSI-MC1)*C1*TC2) 70 F1-C1* 180) 

ECS)=F1 

L8=T(10): GOSUB 1080 

EC19)=L9 

FOR I=156: FOR J=1s7:YC1sJ)=@0: NEXT Js NEXT I 

2YC1,2Q)=12 YC 1s B=12YC1s 4)0=-1 

€9)3YC2s QV=EC1B) FY C 2s 3V=C1*TC19) 

TC11)*C1 

€12)*C1*¥CTC132-TC12)) 

2Y¥C3s B= 12 YC 3s 72=MC4)4+XC 4) 

EC10): YC 4s 3)=- TC 10)* C13 YC 4s 5)=-C1*€TC14)-TC15)) 

XC4)*#EC4)-MC4)*C1* TC 4) 

2Y¥CSs 6)=12YC5s 7)=MC8) 

YC6s 1 EC9) 2 YC 6s SY=C1I*¥CTC14)-TC15))2 YC 6s 69=-TC15)*C1 

YC 6s T)=-MC82*C1*¥TC8) 

FOR I=1s 6:Z1=YCIs1): IF Z1=@ THEN 495 

FOR J=1s 7:YC1s J=YCIsJ)/Z12 NEXT J 
FOR K=1s6: IF K=I THEN 485 

Z2=YCKs 1): FOR J=1s 72 Y(Ks J=Y¥CKs J)-ZO*eYCIsJ)3 NEXT J 

    YCSs1
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STEADY STATE LOGGING PROGRAM CONTINUED. 

48@ NEXT K 

485 NEXT I 
490 GOTO S15 
495 FOR L=I+1ls6: IF YC€LsI)<>@ THEN 505 
500 NEXT L: PRINT "NO GOOD ": STOP 
S@5 FOR J=1s7:Z3=Y¥CLsJ)2YCLs J=YCIs J) 2 ¥CIsJ2=Z3: NEXT J 
S1@ Z1=YCIs1I): GOTO 465 
511 REM *#*** 
512 REM CHECK CONVERGENCE OF COMPUTED VALS+ **k*x 

513 REM ***** 
515 IF ABSCY(€ 4, 7)-B3)<.11E-@2*B3 THENS3@ 

520 MC12)=MC12)+(B3-YC 45 7))*TC11)7TC13) 

$25 GOTO 405 
530 XC9I=YC1s7)2XC1BI=YCQs 722M C1OI=AYC3s 7) 2MC11I=YC 49 7) 

535 MC15)=YC5, 7): S2=YC 6) 7) 2MC14)=MC15) 

546 MC2)=MC1)92XC5)=SIsMC 6)=S12 TC5)= 122: TC 6)9= 100 

545 MC13)=MC12) 

55@ MC14)=MC15) 

555 FOR I=1,15:GCI)=XCI)* ECL) +MCI)*TCID*C1: NEXT I 

S66 MC7)=MC8)2XC7)=XC3)2 GO7=GC8)4+G6C3)3 TC7I=CTC304+T(8)972 

564 REM ****x 

565 REM PRINT OUT THE HEAT + MASS BALANCES ***** 

566 REM #*4*** 

570 PRINT : PRINT : PRINT 

S75 PRINT : FOR I=1515: PRINT IsMC1)sXCI)s TCI), GCI): NEXT I 

580 S4=€€C6-C5)*DC 4)*3. 147*- 4031 2k 1980)/0€ S6-S5)* 240) 
584 REM ***#* 
585 REM PRINT OUT UNMEASURED VARIABLES + CALC. VALS. **#** 

586 REM ***#** 
590 PRINT : PRINT " "s"MEASURED ACCMe "3 S4 

S95 PRINT " "s"*CALC. ACCM. "3 $2 
600 PRINT "MEASURED VALUES " 
605 PRINT “- = of 
61@ PRINT : PRINT “STEAM"'s B2 
615 PRINT “C.We RATE"$ BI 
620 PRINT "CONDENSATE “'s B3 

625 PRINT : PRINT : PRINT " CALC. VALUES" 

G30) “PRINT Si caiman wid am wn = oy 

635 PRINT : PRINT “STEAM''s XC 5) 

640 PRINT "CeWe RATE "3MC12) 

645 PRINT "CONDENSATE “3MC11) 

65@ C3=(MC12)-B1)*C1*(TC13)-TC12)) 

654 REM ***** 
655 REM PRINT OUT HEAT LOSSES FROM PLANT **#** 

656 REM ***** 

660 PRINT : PRINT " TOTAL HEAT LOSS "3 C33"U/S" 

665 PRINT "HEAT LOSS/LBe STEAM''3 C3*100/G(5)3 "2%" 

670 C4=GC1)+G6C5)+Bi#*C1*TC12) 
675 PRINT “ HEAT LOSS FROM PLANT" C3*100/C43 "2%" 
68@ PRINT : PRINT : PRINT : PRINT 
68S STOP 
994 REM *#### 
995 REM SUBROUTINE TO CALC. ENTHALPY OF VAPOUR ***** 
996 REM **#e* 

1000 L9=1+ 6742*L8+2500.8 

1985 RETURN 

 



Computer Program for the dynamic simulation of the mathematical model of 

the evaporator system. 

Symbol Description. 

{f = Time 

Pl = Measurement and Print Interval. 

E = Total Simulation Run Time. 

P = Density of two phase mixture. 

C = Specific Enthalpy of two phase mixture. 

45 = Cross sectional area of Second Effect Separator. 

Cl = Specific heat of water. 

E2 = Specific Enthalpy of Vapour. 

El = Latent heat of vaporisation 

71 = Specific heat of Vapour. 

H = Height in Second Effect Separator. 

N5 = Empirical Constant associated withi-the the heat capacity of the 

exchanger units. 

Hl = Differential equation describing 7(2). 

H3 = 2 u * (4). 

H5 = ‘ " 2 1(14). 

H6 = i LB i (10). 

ET = x ‘ ui(10). : 

H6 = c 0 ‘ 7(13). 

H9 = “ rn u; ml). 

F2 = 2 " " Ee 

Dl = Capacitance term associated with the shell of the preheater, 

D2 = " ” " " " " wt second effect. 

D3 = " ” " " " tw  % ‘condenser. 

D6 = wy m: " me "tubes of the preheater. 

D7 = " " n n " n " " second effect.



D8 = Capacitance term associated with the tubes of the condenser. 

F2 = Density of Vapour. 

BT 63) cqr > 703) 

B5 = T(14),, - 7(14),, 

The following variables are used with subscripts; 

U «= Heat transfer coefficent. 

A = Area for heat transfer. 

V = Volume of tubes of exchanger unit. 

with the following subscripts; 

1 & Preheater. 

2 

©) 

4 = Condenser. 

1 First Effect. 

Second Effect. 

The following counters are used; I, J. 

The following flags are used; 

Ll = Flag to control finish of simulation. 

L2 = Flag to control print out. 

73 = Flag to control the calculation of heat losses at start of simulation. 

75 = Flag to control print out from subroutine. 

The following vectors are used; 

Bs Liquid flow rates. 

Vv w Vapour flow rates. 

8
 

. 

0 Temparature. 

L = Heat losses associated with differential equations. 

Y = Measurements from evaporator system.
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REM*** &* 

REM SET UP SYSTEM CONSTANTS IN SUBROUTINE. 

REM*#*** 

GOSUB 2069 
DIM MC15)sVC15)5TC15)s YC15) 
DIM L¢15) 

REM***** 
REM INPUT PLANT MEASUREMENTS FOR TIME ZERO. 

REM* *& ** 
REM***** 
REM READ INITIAL CONDITIONS FOR MODEL. 
REM*#**#* 
FOR I=1915 
READ MCI)» VCI)»s TCI) 

INPUT YCI) 
NEXT I 
REM*# eK 
REM RATIONALISE INITIAL CONDTS-e AND PLANT DATA. 

REM##*** 
GOTO 3945 
REM***** 

REM INITIALISE THE INTEGRATION ROUTINES. 

REM**** * 
CALL (€15T) 

TS=1: GOSUB 2999 

P1=60: E=55* 69 

GOTO S55 

REM*#*** 
REM HEAT TRANSFER CORRELATIONS FOR MODEL. 

REM*##** 
Ul=+ 189958*(TC1)t- 115644) * (MC 1) 6 254433) 

UI=U1/0CVC3)t6915914)/0TC3)t - 496023E-B1) 

U2=+- 41859 6E-G3*(MC1)t 6 28799 2E-B1)*CVC3)t 6958777) 

U2=U2k CTC 2) 4. 194165)*CTC3)t. 584994) 

US=« 69 6263E87* (3416. 32t . 4778 18E-G3)*( TC14)t 3. 21051) 

U3=U3* (VC 4) 1. 568395)* (MC 10) t+ 494838) 

US=U3/CVC10)t-+115259)/€TC 4)t 20 48123)/0TC10)t 1689546) 

U3=U3*+ S65872E-86 

U4=+ 11899 7EQS* (MC 12) 16079 48)*CTC13)t 2- 56339) 

U4=U4* (MC 18)t + 251088)/CTC12)t- 368554)/0TC15)t le 48368) 

U4=U4/CTC11)t 1665817) 

U4=U4*- 482487E-87 

GOTO 3165 

I=4: GOSUB 1000 

D1=7790*P*C+. 223038 EG5*. 45186 

1=10: GOSUB 1886 
D2=- 151GG4EG5*P* C+ 8922. 21%. 45186 
D3=28 12. B*C1+- 36978 7EBS*. 45186 

EQ=E1-C€C1-T1)*122 
REM ** * 
REM SET UP MODEL DIFFERENTIAL EQUATIONS. 
REM + 4k x 

N5=16 
D6=V1#C1+ 49 10. Oks 38 494 

H1=MC1)* TCL) *#CI/DE/N StA1*U1/DE* (TC 4)-TC2)) 

H1=H1-MC1)*C1*TC2)/DE/N5-L¢ 1) 

H3=H1*MC1)*C1/E1 

194 D7=V3*C14+8922. 21*- 38.494 
196 HS=A3*U3*TC10)/7D74MC 14)*TC15)9*C17D7 
107 HS=HS- CA3*#U34+MC14)*C1)*TC14)/D7-L¢ 5)
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SIMULATION PROGRAM LISTING CONTINUED. 

110 
111 
112 
113) 
114 
115 
119 
121 
Lee. 
125 
126 
127 
128 
135 
148 
141 
142 
143 
144 

145 
158 
155 
156 
LS? 
158 
160 
165 
178 
173 
174 
175 
176 
188 
185 
196 
195 
196 
197 
2008 
202 
263 
204 
205 
215 
223 
225 
227 
235 
246 
245 
255 
256 
257 
258 
260 
262 
265 
267 

H 6=MC4)* TC 4)*C1/D2+ VC 4)* E17 D2+ VC 4)* TC 4)* TI7D2 

H 6=H 6-M( 10)*TC10)*C1/D2- VC 10)* E1/ D2 
H 6=H 6- VO 18)* TC 10)*T1/ D2- U3*A3* TC 18)7D2 

H 6=H 6+ U3*A3* T014)7D2 

H 6=H6-L(¢ 6) 

H7=H3 

DB=V4kC1+. 149 496EO5*. 38.494 
H8=MC12)*TC12)*C1/D8+U4* A4* TC 11)9/D8 

H8=HB- (MC 12)*C1+U4*A4)*TC13)/D8-L¢8) 

H9=VC9)* EL/D3+T1*¥VC99* TC 15)/D3+ V0 10)* E17 D3 

H9=H9+T1I*¥TC1Q2*VCO1B)/D34MC 10)* TC 1B)*C1/D3 

H9O=H9O-MC11)#TC119*C1/D3+U4*A4* CTC 13)-TC11)29/7D3 

H9=H9-L¢9) 

F2=M(8)7AS-VC9)/AS 

IF T3=@ THEN 500 
REM*#* ** 

REM SUBROUTINE CONTROLLING PRINT INTERVAL 

REM AND TOTAL RUN TIME. 

REM***** 
CALL €2,Pi1sEsL1,L2) 

IF L2=1 THEN 190 

IF T=@ THEN 185 
REM** k ex 
REM INPUT MEASURED DATA FROM SYSTEM. 
REM #4 
FOR I=1515 

INPUT YCI) 

NEXT I 

B7=TC3):TC3)=YC15): B7=TC3)-B7 

TC10)=1TC10)+B7: TC4)=TC 4)+B7 

MC 1)=YC2)3TC1)=YC8)2 VE5)=-YC5) 

VO5)=1- 26556++ 243361 E- G2* VCS) 

TC12)=YC6):TS=1: GOSUB 2999 

GOSUB 2999 

IF Li=2 THEN STOP 
REM #4 4% 
REM INTEGRATION OF INDEPENDANT VARIABLE. 
REM#*##* 
CALL (3, Ts 1252) 
REM***** 
REM INTEGRATION OF DEPENDANT VARIABLES.» 
REM** * ex 
CALL (4, T€2)5H1) 

CALL (€4sMC4)5H3) 

BS=T(14) 

CALL €4sT€14)5H5) 

BS=T€14)-BS: TC15)=TC15)+B5 

CALL (€4sM(€1@)sH7) 

CALL (43 TC€13)5sH8) 

CALL € 4, TC11)sH9) 

CALL (¢ 45H» Fe) 

REM** x 
REM STEADY STATE EQUATIONS OF MODEL. 
REM**#** 

VO3I=VCS)*CE14+122*T1-C1* 100)/E2-MC 1)*C1/E2*(TC3)9-TC2)) 
V03d=VC3I-LO11) 

E@=E1-¢C1-T1)*TC15) 

VC9d=(MC14)*C1* CTO 14)-TC15)))/E2
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268 
270 
e72 
275 
288 
285 
298 
295 
296 
297 
300 
305 
316 
315 
326 
325 
330 
335 
348 
345 
350 
355 
360 
365 
370 
495 
496 
497 
58a 
$83 
585 
520 
996 

997 
998 
999 
1800 
1805 
1016 
1015 
1620 
1995 
1996 
1997 
2000 
2002 
2005 
20108 
2015 
2020 
2025 
2626 
2027 
2028 
2630 
2035 
2046 

VO9I=VC9I+MCB)*CI*CTC3)-TC15))/7E2 

VO9I=EVE9I-LCO19) 

VC 4=VC32-MC 4) 

MCBI=MC1)-VC3) 

VO1G2=MC1)-MCB8-MC 16) 

MC11)=VC9)4MC18)4VC18) 

GOTO 55 
REM*#*** 
REM DATA FOR INITIAL CONDITIONS. 
REM*4* ** 
DATA 27+9693s Bs 2469888 

DATA 27¢9693s 0551-9164 

DATA Qs 10-8 6015 62- S604 

DATA 1+3391639- 520915 61-8732 

DATA @s 11+ 54325122 

DATA 15151 

DATA Is1s51 

DATA 17+ 1092s 0s 58-2864 

DATA @s 7+12855s 48-9461 

DATA 8+ 2457s 2 614265 59+ 7094 

DATA 17+9887s Gs 24. 6362 

DATA 556s Gs 18-1062 

DATA 55@s@s 27-4797 

DATA 3872¢ 73s 0» 49-9582 

DATA 3872+ 73s 0s 48-9461 
REM***** 
REM SET UP HEAT LOSSES FROM THE SYSTEM. 

REM*** ** 
L¢€1)=H1:L¢3)=H3:L¢5)=HS 

L(2)=8 

L¢ 6)=H63:L67)=H7:L(8)=H8:L¢69)=H9 

T3=1: GOTO 77 

REM *## 
REM SUBROUTINE TO COMPUTE DENSITY AND 

REM SPECIFIC ENTHALPY OF 2 PHASE MIX- 

REM * #4 
P2=-. 452405E-0 4+- 24788 SE-O5* TCI) 

P=CVCII+MC1II/0 VOL) /P24MC1)) 

C=VCII/SCVCID4MCT)D*CEL+TI* TCI) 

C=C#MCID/CVCID+MCI) *TI*¥TCID 

RETURN 
REM** 
REM PHYSICAL CONSTANTS OF SYSTEM. 

REM #* # x 
Cil=4- 18 68: E1=2500-8: T1l=1+ 6742:M( 14)=341 6+ 32 

B7=@ 
A1=3367+ 4: VI=1593-3 

A2= 6160+ 2: V2=2918-5 

A3= 62473 V3= 39 46-81 

A4=-104666EO05S: V4= 6613-66 

AS=1297.2 
REM*x xx 
REM SET HEAT LOSSES TO ZERO INITIALLY. 

REM*#*** 
FOR 1=1515 

L¢I)=08 
NEXT I
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SIMULATION PROGRAM LISTING CONTINUED. 

ea45 
20508 
2980 
2901 
2902 
2999 
3008 
3803 
3805 
3015 
3620 
3825 
38038 
3035 
3849 
3845 
3058 
3055 
3860 
3065 
3078 
3875 
3088 
3885 
3098 
3092 
3093 
3095 
3108 
3105 
31108 
3988 
3981 
3982 
3983 
3945 
3958 
3955 
3957 
3968 
3965 
3995 
3996 
46808 
4065 
40108 
4015 
4020 
4925 
40308 
4035 
4040 

T3=0 
RETURN 
REM** *&* 

REM SUBROUTINE FOR OUTPUT OF RESULTS- 
REM ee 

IF T5=1 THEN 3100 
FOR J=1,5: PRINT =: NEXT J 
PRINT “TIME"3T: PRINT : PRINT 
PRINT TC2)sYC9) 
PRINT TC3),YC€12) 
PRINT TC4)sYC14) 
PRINT TC1@)sYC1) 
PRINT TC11)s¥C€13) 
PRINT T¢€13)2Y¢€7) 
PRINT T¢14),Y€11) 
PRINT T¢15)sY(10) 
PRINT M(8),YC3) 
PRINT HsY¥C4) 
PRINT 
PRINT V¢3) 
PRINT VC4)2MC 4) 
PRINT VC9) 
PRINT VC10)5MC10) ’ 
PRINT M11) 
PRINT U1sU2sU3,U4 
PRINT MC1)2VC5)2TC12).TC1) 
PRINT YC€15) 
RETURN 
GOTO 36 
T5=0 
RETURN 
REM*A**** 

REM SUBROUTINE TO RATIONALISE THE INITIAL 
REM CONDITIONS AND MEASUREMENTS AT TIME ZERO+ 
REM * 

E2Q=E1-¢C1-T1)*TC15) 
VO9=(MC14)*C1*6TC149-T015))7E2 
L(610)=B4-V69) 
EQ=E1-€C1-T1)*122 
VO3)= VCS) *CE1+122*T1-C1*100)/E2-M¢ 1)*C1/ Ek (TC 3)-TC2)) 
L(11)=B6- VC3) 
TC3)=¥¢15) 
TC4)=YC14):TC100=YC1) 
MC12=YC2)2TC12=¥C8)3 VC5)=-YC5) 
VC5)= 1s 26556++ 243361 E-O2* VC 5) 
H=YC€ 4) 
VO3)= VC 5) *CE1+ 122% T1-C1*100)/ E2-MC1)* C17 E2e (TC 39-702) 
VC3)=VC3)-L O11) 
MC82=MC1)-VC3) 
VC 4)=VC3)-MC 4) 
VO1O=MC12=MC8-M C10) 
GOTO 25
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puter proeram for On-line Kalman Filterins. 

Symbol Description. facie ape 

cl 

El 

TL 

H 

BS 

34 

FC) 

3 

4 

G4 

qd 
s8 

> 

= Specific heat of water 

= Latent heat of vaporisation 

= Specific heat of vapour 

= Head of liquid in second effect separator 

= Change in variable T(3) over time increment of filter 

= Constant associated with computation of variable ¥(9) 

= Constant associated with computation of variable V(3) 

= Constant associated with estimation of 7(14) 

= Constant associated with estimation of 7(15) 

= Constant associated with estimation of 7(10) 

= Specific enthalpy of vapour 

= number of instrument scans to be averaged at each time interval 

= Time interval between scans 

= Initial channel to be scanned 

= Final channel to be scanned 

= Number of scans completed at any instant of time 

= Number of scans to be carried out 

= Scanning error flag 

variables I and K are used as counters 

following variables are used with subscripts:- 

= Liquid flow rates in streams 

= Vapour flow rates in streams 

= Temperatures in streams 

= measurements from evaporator 

= Heat transfer coefficients for evaporator units 

= Controls for subroutine KALMAN, with vector positions; 

= No. of variables to be estimated, 2 = No. of measurements 

= Control flag to ensure initial statistics are set up on first entry.



4s 

6s 

ee 
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input noise statistics, 5 = error statistics for initial predictions 

instrument statistics, 7 = Flag to choose type of filter 

Flag to ensure that computer returns to correct point when measurements 

are available from the Basic level. 

Bs 

bi
 " 

ty
 a 

Control vector for subroutine FREDIC, with vector positions; 

No. of iterations of integration cycle for each entry to PREDIC 

Control flag to ensure that differential equations equal zero on 

initial entry. 

No. of differential equations, 4 = Step length of integration, 

Initial conditons for solution of dynamic model in PREDIC. 

Predictions obtained from dynamic model. Vector positions for C 

are as follows; 

7(2) ee = 2(15) 3 = 2(11) 

H 5 = 7(14) 6 = 3(4) 

(20) 8 = (10) 9 = k(8) 

Prediction vector for KALMAN. G = Estimate vector from KAL    
Measurement vector for KALMAN. Vector positions for =,G and F are; 

2(2) 2) =) 2(23) $= 201) 

(10) 5 2 8 6 = u(8) 

7(14) 8 = M(4) 9 = 3(10) 

Matrix of instrument analogue signals from evaporator. 

Intercept values of instruments for conversion of analogue signals. 

Gradient values for instruments for conversion of analogue signals.
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BASIC COMPUTER PROGRAM FOR ON-LINE FILTERING 
FRO III IO AOR Ok 

REM * # RK 
REM SET UP CONSTANTS AND SCAN CONTROL Se 
REM*#*** 
Cl=4- 1868: E1=2500- 8: T1=1- 6742: ES= 7: Z4= 60: AG=1 

N1=14:N2=29:Z7=@:Z6=10:GO 10 4850 
DIM VO15)5MC15)57015)5UC 4)5 BCS) CO9)s DO9)s PC IS) 
DIM YC15)2AC1@)5G69)5 EC9)s FO9)s RCO39s 1)5HO15) 
REM***** 
REM INPUT INITIAL CONDITIONS. 

10 REM¥**** 

11 FOR I=1515 
12 INPUT MCI)» VCI)s TCI) 
14 NEXT I 
16 REM***#* 
17 REM START THE INSTRUMENT SCAN ROUTINES. 
18 REM*x eee 

20 GOSUB 4820 
21 REMEx*** 
22 REM RATIONALISE INITIAL CONDITIONS 
23 REM AND INITIAL MEASUREMENTS« 
24 REMERKE* 
25 ¥C3)=M¢8) 
27 B4=VC9):BI=VC3) 

30 EQ=E1-(C1-T1)*TC15) 
35 VC9=MC14)#C1*€TO14)-T015)) 
37 VC9I=VE9I4M(C8)*C1*CTC32-TCO15)) 
38 VC9II=VOIISED 
40 B4=VC9)-B4 
45 EQ=E1-€C1-T1)*TC3) 
5B =VC3=VC5)*CE1+122*T1- 100*C1) 
52 VO3V=VCBI=-MC1)*C1¥CTC3)- 102) 93 VOBI=EVE3)/ E2 
55 B9=VC3)-B9 
608 TCO3I=YC15)2TC4)=Y¥C14)2 TCIBI=YC 1) 
65 MC1=H¥YC2)2 TCI=YC8)2 VESI=YCS) 

75 H=YC4) 
B@ VC3)=VC5)*CE1+122*T1-C1* 108) 

W
R
I
A
M
R
N
K
R
O
N
—
 

    

    

95 VC4)=VC3)-MC4) 

10@ VC1G)=MC1)9-MC8)-MC10) 

101 REM*¥**++ 
102 REM COMPUTE HEAT TRANSFER COEFFICIENTS. 

183 REM**#e* 

185 GOSUB 2000 
106 REM¥#4#** 
167 REM SET UP CONTROLS FOR SUBROUTINE KALMAN 

108 REM***** 
110 FOR I=1516:ACI)=6: NEXT I 

2AC2)=72AC3)=2: AC5)= 1088 
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CON TINUED. 

120 
hee 
123 
124 
125 
127 
130 
131 
132 
133 
134 
135 
138 
139 
140 
141 
142 
143 
144 

145 

146 
147 
148 
15@ 
151 
1$2 
153 
t55 

. 

  

ACE)=22ACB8)=1 
AC7T)=2 

REM*¥#*** 

REM SET UP CONTROLS FOR SUBROUTINE PREDIC. 
REM*#***® 

BOID=5 

BC2)=2:B03)=7: BC 4)=12 

REM***** 
REM SET UP PREDICTIONS FOR INITIAL FILTER ENTRY« 
REM *#* 
ECLI=TC2)2 ECQI=TCI3IS ECB=TCLIIEECTI=A1C1 4) 

EC4)=TC1@): EC5)=H: EC 6)=MC8): ECB I=EMC 402 EC9=MC 10) 

REM*#* ex 
REM ENTER KALMAN FOR FIRST TIMEe 
REM*#**** 
GO SUB 215 
GO TO 2065 
REM**& * x 
REM SET UP INITIAL CONDITIONS FOR SOLUTION 
REM OF THE DYNAMIC MODEL. 
REM* **** 

CC1)=102)2 CC2)=7013)2 CC 3d=101192 CC 49=H 
CC5)=1014): CO6)=MC 4)? CO7I=MC18)2 COSI=1010)2 CO9D=M C8) 

REM#& AEX 
REM ENTER PREDIC VIA DATA 

REM*AK*** 

K=1 

CALL C2sMC1)sTC1)5 VC1)5UC1)sKs BOL)» CO1)s DO1)s ACI)» GOI) 

ECM a F.G1:3°9 

REM*#*#** 

REM COLLECT MEASUREMENTS FROM EVAPORATOR. 
REM##* #* 

GOSUB 4000 
REM* &* ** 
REM SET UP MODEL INPUTS FROM MEASUREMENTS+ 
REM*&*** 

B8= 103): TC3)=YC15): BB=103)- BS 
TC 4)=7C4)+B8: TC1H)=71010)4+ 88 
MC1 C2): TC1I=HYC8)? VOSD=YCS) 

D(8)=1010) 

REM** eR * 
REM SET UP PREDICTION VECTOR FOR KALMAN 
REM AND ENTER KALMAN VIA DATA 
REM***** 

FOR I=ts3:ECI)=DC1): NEXT 1 
EC 4)=DC8) 2 ECS)=DC4)2 EC 6)=D09) 
EC7)=DC5): E(8)=DC6)2 EC9=DC7) 
GOSUB 215 
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CONTINUED. 

198 
199 
2008 
201 
2e2 
205 
207 
209 
eit 
20e 
213 
214 
215 

. 

216 
evi 
218 
arg 
220 
225 
230 
231 
232 
233 
234 
240 
243 
245 
247 

249 
255 
260 
262 
264 

265 
266 
267 
270 
2h1 
272 
273 
275 
280 
285 
290 
296 
308 
305 
318 
315 
320 
325 

REM*** ee 
REM RETURN FOR MEASUREMENTS FROM KALMANe 
REM SET UP MEASUREMENT VECTOR FOR KALMAN 
REM AND RETURN VIA DATA+ 

REM***#* 
FC1II=YC9)2 FCQ]I=YC7) 2 FCSI=HYC 1302 FC 4DRYC 1) 

FCS)=YC4)2 FC6)=YC3)2 FOTI=YC11) 

A3=TC14):A4=TC15) 

GOSUB 215: G4=GC4):GO TO 220 
REM*#*** 
REM CALL STATEMENT FOR FORTRAN SUBROUTINE DATA 
REM * #4 
CALL (23M C1)5TC1)s VO1Ds UC 1)» 25 BO 1). CO1)s DO 19s ACI)» GOL) 

EC1)sFC1)) 

RETURN 
REM* ** &* 
REM SET UP VARIABLES BASED ON ESTIMATES FROM FILTER 

REM###** 
TC2)=G6O1)3 T0132=G6C2)2 TO119=GC3): TC18)=64 

H=GC5)2MC8)=GC 6): TC 14)=G07)2MC 4)=608) 

MC10)=G609)2A3=TC14)-A32 TC15)=A44A3 

REM#* *** 
REM COMPUTE STEADY STATE EQUATIONS BASED ON 

REM ESTIMATES OBTAINED FROM FILTERe 

REM***#* 
VC3=MC1)2-MC8) 

Ee=E1-(€C1-T1)*TC15) 

VO9=MCO14)*C1*¥CTO14)-TO15)) 

VO9I=VO9IFM C8 )*CI*CTC3)-TCO15)) 

V09I=VOII/S E23 VOII=AVEII-B4 

VC 4)=VC32-MC4) 

VO1@2=MC1)-MC8)-MC18) 

MC112=VC9)+VC10)4MC 18) 

T(8)=TC3) 

REM*& ke 
REM COMPUTE HEAT TRANSFER COEFFICIENTS IN SUBROUTINE 

REM##* 
GOSUB 2000 
REM * #4 * 
REM OUTPUT REQUIRED INFORMATION ONTO PAPER TAPEs 

REM* #4 
PRINT TC2)sYC9)5DC1) 

PRINT TC 4)5Y€14) 

PRINT T(8)sYC12) 

PRINT TO1@)sYC1)s DC8) 

PRINT TCO11)sYC€13)5DC3) 

PRINT TC€13)sYC7)s DC2) 

PRINT 1T¢14)sYC€11)5DC5) 

PRINT TC15)sYC10) 

PRINT M(8)sYC3)5DC9) 

PRINT Hs YC 4)s DC 4) 

PRINT : PRINT : PRINT



CONT 

338 
335 
340 
345 
350 
355 
368 
36S 
378 
371 
372 
373 
375 
1998 
1991 
1992 
1993 
2000 
2005 
2016 
2015 
2020 
2625 
2638 
2035 
2040 
2045 
2650 
3998 
3991 
3992 
4000 
4016 
4026 
4025 
4026 
4027 
4028 
4030 
4835 
4040 
4045 
4046 
4047 
4048 
4050 
4052 
4054 
4856 
48658 
4868 
4065 
4078 
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INUED. 

PRINT VC3) 
PRINT VC4)5MC4)5 DC 6) 
PRINT VC9) 
PRINT VC1@)sMC18)sDC€7) 
PRINT MC€11) 
FOR I=1s4: PRINT UCI)s: NEXT It PRINT 
PRINT : PRINT : PRINT 
PRINT MC1)5TC1)5TOC3)9MC12)5 7012) 
PRINT : PRINT : PRINT ¢ PRINT : PRINT 
REM» # #4 + 
REM START NEXT CYCLE OF FILTERING PROCESS.» 
REM** ex 
GOTO 147 
REM ** Rx 
REM SUBROUTINE TO COMPUTE HEAT 
REM TRANSFER COEFFICIENTS. 
REM*###* 
UC 1) =. 189958*CTC1)t. 115644)* (MC 1) t- 254433) 
UC1ISUCIIZCVES) 46915914970 TC3) to 49 6B23E-O1) 
UC2) =. 41859 6E-G3* (MC 1) t 6 287992)*CVC3)t 6958777) 
UC2)=UC2)*(TC2)t- 1941 65)* CTC 3) t- 564994) 
UC3)=369574*(TC14)13-21851)* (VC 4)t- 568398) 
UC3)=UC32*(M C10) t « 4948 38)7CVC18)t+ 115259) 
UC3)=UC3)/0TC4)1 Se 40123070 TC 10) 1689576) 
UC 4)=+ 5355 4E-84* (MC12) 1 16879 48)*CTC13)t 2- 56339) 
UC4)=UC4)*(M C10). 25188897070 12)t- 368554) 

UC4)=UC4)/0TO15)t 1. 4836827CTC11)9t 1685817) 

RETURN 
REM ** x 
REM SUBROUTINE TO COLLECT DATA FROM EVAPORATOR» 
REM **#%* 
IF Z7=@ THEN 4000 
GOTO 4025 
CALL (15Z4sN1sN2s ESs RC Os O)2Z 6327228) 

Z7=0 
REM** ex 
REM CONVERT ANALOGUE SIGNALS. 
REM *#*** 

FOR I=1515 
YCID=RC1 +145 1) *HCI)D+PC1) 
NEXT I 
RETURN 

REM **#** 
REM DATA FOR INSTRUMENT CONVERSIONS 
REM ** #4 * 
FOR I=1,5: READ PCI)sHC I): NEXT I 
DATA -59-0324s-+- 5214E-@1 
DATA - 16. 27985 ~-+ 644646E- G2 
DATA 3-022995--S77411E-2 
DATA -165-352s-+ 416595E-@1 
DATA 1-26556s-+ 243361E-62 
FOR I=6s 15: PCI)=O2HC1)=-- 25E-81:2 NEXT I 
GOTO 6 
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Computer Program for the transfer of data from the BASIC to the FOX! 

  

level Subroutine DATA). 

Symbol Description. 

MPC = Nass of the condenser tubes 

WIP = Mass of the tubes of the preheater 

MSC = lass of the shell of the condenser 

MISE = Mass of the tubes of the second effect 

AP = Area for heat transfer in the preheater 

AC = Area for heat transfer in the condenser 

ASE = Area for heat transfer in the second effect 

ASEP = Cross sectional area of the second effect separator 

VIP = Volume of the tubes of the preheater 

VIC = Volume of the tubes of the condenser 

VSC = Volume of the shéll of the condenser 

VESE = Volume of the tubes of the second effect 

Cl = Specific heat of water 

cs = pecific heat of steel 

CT = Specific heat of copper 

fl = Specific heat of steam vapour 

Bl = Latent heat of vaporisation 

Dl = Capacitance term associated with the tubes of the preheater 

o2. = Capacitance term associated with the tubes of the condenser 

D3 = Capacitance term associated with the tubes of the second effect 

D4 = Capacitance term associated with the shell of the condenser 

I = Loop counter 

46 = L5 = Flag for setting up constants during first entry into DATA 

A3 = L9 = Flag controlling the passage from BASIC 5 required FORTRAN 

subroutine
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The following subscripted variables are used; 

Mo o= MA = Liquid flow rates in evaporator 

= TA «s Temparatures in evaporator 

= VA = Vapour flow rates in evaporator 

UA = Heat transfer coefficients in evaporator 

x 
a
a
n
 

Ly 

s XA = Estimates of the state of the system obtained from the Kalman 

Filter for transfer back to the BASIC level. 

FLAGS = FLAGSA = Data and control flags for the Kalman Filter program 

passed from the EASIC level. 

XPR = XFRA = Predictions of the state of the system passed from the 

BASIC level to the Kalman Filter program 

Y = YA = Measurements from the evaporator passed to the Kalman Filter 

FLAG = FLAGA = Data and control flags for the Solution of the dynamic 

model of the system passed from the BASIC level 

X53 = X3A = Initial conditions at each time interval for the solution 

  

of the dynamic model ( i.e. estimates from the Kalman ter) 

XO = XOA = Fredictions from the dynamic model for use in the Kalman 

Pilter. 

IrIX = Fortran library routine for assigning an integer value to a real 

“number
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SUBROUTINE DATACA6sMAs TAs VAs As A3sFLAGA 
12X3A» KAO>s FLAGSAs XAs XPRAs YA) 

THIS SUBROUTINE CONTROLS THE PASSAGE OF 
DATA BETWEEN THE BASIC AND FORTRAN LEVELS. 

REAL MAsMTCsMTPsMSCsMTSEsM 
DIMENSION M(15)5TC15)5V€15)5UC4)sFLAGSC10) 
1sXPRO9)sY(9)sXC9)sFLAGC5)+X309)»xX009) 
22MAC15)»TACI5)» VAC15)sUAC15) »FLAGAC5) 
3»X3AC9) »XA0(9) » FLAGSAC10) » XAC9)» XPRACO) 
4sYAC9) 
COMMON/BLK6/FLAG> X35X0 
COMMON/BLK5/FLAGSs XPRsL7s¥sX 
COMMON/BLK4/M5 Ts Vs U 
COMMON/BLK3/APs VTP»MTP»CTsACs VTCsMTCs 
1MSC»CS»VSC»ASEPsASEs VTSEsMTSE 
COMMON/BLK2/C15E15T1 
COMMON/BLK1/D15D2sD3»5D4 

SET UP VARIABLE VALUES IN FORTRAN FOR 
USE IN COMMON BLOCKS. 

DO 150 1=1515 
VCI)=VACI) 
CL ACI) 
MCI) =MACTI) 
CONTINUE 
DO 151 I=154 
UCI) =UACI) 
CONTINUE 
DO 152 1=155 
FLAGCI)=FLAGACI) 
CONTINUE 
DO 153 I=159 
KCI)=KACI) 
YCID=YACI) 
XPRC1I)=XPRACI) 
X3C1)=X3AC1) 
KOCI)=XAOCI) 

   

153 CONTINUE 
DO 154 1=1510 
FLAGS(1)=FLAGSACI) 

154 CONTINUE 

SET UP CONSTANT VALUES FOR FORTRAN 
SUBROUTINES DURING FIRST ENTRY 

LS=IFIXCA6++5) 
IFCL5eEQe2) GO TO 100
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SUBROUTINE DATA CONTINUED 

C1=4-1868 
AP=3367+4 
VTP=1593-3 
L7=IFIXCFLAGS(7)+.5) 
MTP=4910-2 
CT=+38494 
AC=10466-6 
VTC=6613-06 
MTC=14949+6 
MSC=36978-7 
CS=+45186 
VSC=2812-8 
T1=1-6742 
ASEP=1297-2 
ASE=6247« 
VTSE=3947 +81 
MTSE=8922-21 
MC14)=3416-32 
E1=2500-8 
D1I=VTP*C1+MTP*CT 
D2=VTC#CI+MTC*CT 
D3=10+*CVTSE*C1+MTSE*CT) 
D4=MSC#CS+VSC#C1 
A6=26 

  

   

CONTROL FOR ACCESSING REQUIRED FORTRAN 
SUBROUTINE 

LO=IFIXCA3+.5) 
IF(L9-EQ-2) GO TO 200 
CALL PREDIC 
GO TO 300 
CALL KALMAN 

SET UP DATA TO BE TRANSFERED BACK TO 
BASIC LEVEL. 

DO 301 [=159 
KACI)=XC1) 
XAOCI)=XOCI) 
CONTINUE 
FLAGAC2)=FLAG(2) 
FLAGSAC3)=FLAGS(3) 
FLAGSAC8)=FLAGSC8) 
TAC10)=TC10) 
RETURN 
END



-210- 

Computer Prozram for the Solution of the Dynamic Model of the Bvarorat 

  

System for use in conjunction with the Kalman Filter, ( Subroutine Predic Ne 

Symbol Description. 

Symbols of Common blocks BLK2, BLK4, BLK6 are as described for Subroutine 

DATA 

FLAG(3) = N = Number of variables to be predicted from model 

FLAG(1) = If = Number of steps to be taken by integration routine 

FLAG(2) = 13 = Flag ensuring that heat losses are only computed on 

first entry to the program 

FlAG(4) = Step length of integration routine 

LL2 = Plag controlling the modified Euler Integration routine 

The counters I and J are used 

The following subseripted variables are used; 

HEAT = Heat loss associated with each differential equation 

DX = The value of the gradient at the modified Euler point 

OLDDX = The value of the gradient at the Euler point
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201 

262 

206 

263 

SUBROUTINE PREDIC 

THIS SUBROUTINE PREDICTS THE VALUE OF 
THE STATE VARIABLES FROM THE MATH. 
MODEL DERIVED IN CHAPTER S- ALL REGU. 
DATA FOR THE MODEL IS OBTAINED FROM THE 
COMMON BLOCKS. THE SUBROUTINE CALLS 
GRAD TO COMPUTE THE GRADIENTS OF THE 
DIFFERENTIAL EQUATIONS 

REAL M 
DIMENSION FLAGCS)sUC4)5M¢15)2 VO15) 

1s TC 15)5X€9)sHEATC 7) DXC 702X069) 5 
20L DDX¢ 7) 

SET UP COMMON DATA BLOCKS. 

COMMON / BLK 6/ FLAG» Xs XO 
COMMON/BLK 2/C15 E1sT1 
COMMON /BLK7/H EAT. DX 
COMMON/ELK 4/M>s Ts Vo U 
h FIX¢€ FLAGC3)+.- 5) 
ITSIFIXCFLAGC 1)+.6 5) 
LS=IFIXCFLAGC 2) +6 5) 
DO 166 1=1,1T 
IFC(L3-NE-2) GO TO 269 \ 
LL2=1 
DO 261 J=1sN 
HEATCJ)=G6 

CON TINUE 

    

COMPUTE HEAT LOSS TERM FOR EACH DIFFERENTIAL 
EQUATION . 7 : 

CALL GRADC(X) 
DO 202 J=15N 
HEATCJ2=DXCJ) 
CON TINUE 
FLAG(2)=1- 
HOLDT=7T¢ 15) 
CALL GRADCX) 

DO 263 J=1sN 
XOCJI=X6 J+ FLAGC 40% DXC I) 
OLDDX¢J>=DX¢J) é 
CONTINUE 

COMPUTE VALUES OF REMAINING VARIAELES 
BASED ON THESE NEW PREDICTED VALUES OF 
THE VARIABLES LINKED BY DIFFERENTIAL 
EQUATIONS
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SUBROUTINE PREDIC CONTINUED. 

KOC9=MC619-VC3) 
TC 152=HOLDT+XO¢ 5)-X¢5) 
VO3d=VC5)*CE14+1220% TI-C1* 106) 

VO3BI=VEO3I=-MC 12% C1*€TC32-XOC199 
VOSI=EVEBIZC EL+TI*¥TC32-C1I*XTC3)D 
VC9IEMC 140% C1*CKOCS2-TS15)d 
VC9I=EVE9OI+XOC9II*CI*CTC3I-TC15)9 
VC9IEVCIISCEL+TI*TC159-Ci* TC 159) 

VO 405 VC 39-067) 
VC 1G)=M¢19-X0699-XOC7) 
MC112=XOC7)+VC1894+VC99 

IFCLL2. EQ. 2) GO TO 219 
CALL GRADCX) 
DO 264 J=1sN 
KOC JI=XC J+ FLAGC 40% € DXC J) +OL DDX(J99726 
XC JI=XOCI) 
CONTINUE , 
LL2=2 
GO TO 265 
LL2=1 
CONTINUE 
RETURN 
END ee
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Computer Prorrem for the Calculation of the Gradients of the Dynemic iio 

  

of the Evaporator system for use in conjunction with PREDIC, ( Subroutine 

GRAD). ; : 

Symbol Description. 

Symbols of Common blocks BLK1, BLK2, BLK3, BLK4 are as described for DATA 

Symbols of Common block BLK7 are as described for PREDIC 

D5 = Capacitance term associated with the tubes of the second effect 

D4 = Capacitance term associated with the shell of the condenser 

HOLD = the value of the derivative describing 1(2) 

The subscripted variable A is the value of the state at which the gradient 

is required.
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SUBROUTINE GRADCAD 

THIS SUBROUTINE COMPUTES THE GRALIENT 
(AT A GIVEN VALUE OF THE STATE VECTOR. 

KEAL MTPsMICsMSCsMTSESM 
DIMENSION AC9)sHEATC 7)» DXO7)4UC 4) 
12MCO15),V61592 7015) 

SET UP COMMON DATA SLOCKS 

COMMON 7 BLK17D1, D2, D5, 03 
COMMONZPLKO/C1, E1271 
COMMONZ ALK 3/APs VIPSMTP, C12 ACs VICsL TC, 

1M SCs CSs VSCs ASEPs-ASEs VISESMISE 
COMMONZ BLK 47M 5 Ts Vo U 
COMMON / BLK 7/HEAT» DX 

DIFFERENTIAL EQUATIONS OF THE EVAPORATOR 
DYNAMIC MODEL. 

DXCLI=M C1) *C1*C7019-AC1I9710-7D1 
DX€1)=DXC€1)+AP*UC1I* CTC 3)-AC1)I7D1 
OX€1)=DXC1)-HEATC1) 
DXCPd=MC129*C1*C1012)-AC2))702 
DK CP Y=DXC2)+UC 4) * AC*CAC3)-AC2)) 702 

DKXC2)=NXC2)-HEATCO) 
DXC3SVC9)*CEL+11*7T6159-C1¥71015)) 
OXC3 IM CBI+VCIO*CEL+T1¥ACB8I-C1*¥ ACS) ) 
DXC3=DXC3B+ACTI*¥ ACK CI-MC1LID*CI¥AC3) 
DxX¢3 DX €3-UC4)* AC#CAC3)-AC2)) 
DX€3)=DX¢€3)/D3-HEATC3) 
DKC4)=CAC9)-VO9))ZASEP-HEAT( 4) 
HOLD=-(DXC1)+HEATC1)) 
DXCS SE*UC3)* CACBD- ACS)? 
DXC5)=DKCS)4MC14)*C1*670615)-AC5)) 
DKC5)=DXC€5)/DS-HEAT( 5) 
DX 6)=MC1)*C1*HOLD/EI-HEATC 6) 
DX€7)=MC1)*C1*HOLD/E1-HEATC7) 
ADD=EXPC(=2.) 
RETURN 
END 
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Computer Frogram for the Implementation of the Kalman Filter and Modific- 
  

ations proposed by Coggan and Wilson, ( Subroutine KALMAN ). 

Symbol Description. 

Statements in the program which contain the letter A in column 1 refer to 

Jachine instructions described in Chapter 7 

Symbols of Common blocks BLK1, BLK2, BLK3, BLK4, BLK5 are as described 

for DATA 

I, J; K, L are used as loop counters 

FLAGS(1) = WN < Number of variables 

FLAGS(2) M = Number of measurements 

FLAGS(3) 13 = Ensures that the constant data is only computed on 

“a
w 

the initial entry to the subroutine 

" FLaGs(4) = Noise covariance to the system inputs 

FLAGS(5) = Initial error covariance of the state predictions 

FLAGS(6) = Woise covariance to the system measurements 

FLAGS(7) = L7 = Flag controlling the type of filter required by the 

programmer, i.e. extended filter or tha adaptive filter of Coggan et al. 

FLAGS(8) = L8 = Flag controlling point of re-entry to computation in 

filter when measurements are required 

ALYHA = Exponential weighting factor 

14 = Flag ensuring that the initial value of the error covariance of 

the predictions is not calculated by the filter 

Il = counter equall to I + 1 in calculations 

DIV, DIV2 and SWOP are holding variables used to store required values 

The following subscripted variables are used; 

3 = Liquid flow rates in evaporator 

THY = Transition matrix approximation for a non-linear system 

B = Bias vector for measured variables 

P = Error covariance matrix of the predictions and estimates
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HOLD and HOLD1 are two matricies used for storing intermediate matrix 

calculations 

W = Gain matrix 

VNEW = Error covariance matrix of the predictions based upon the measur- 

ement data { 

S = Covariance matrix of the difference between measured and predicted 

values of the predicted variables 

E = Measurement incidence matrix 

Z = Update of S based upon the bias predictions
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SUBROUTINE KALMAN 

THIS SUBROUTINE USES THE THEORY OF Re EeKALMAN 

AND MODIFICATIONS PROPOSED BY COGGAN AND 

WILSONTO UPDATE’ AND IMPROVE PREDICTIONS 

FROM A MATHEMATICAL MODEL BY USE OF KNOWN 

SYSTEM STATISTICS AND MEASUREMENTS OBTAINED 

FROM THE PHYSICAL SYSTEM. ‘ 

SET UP FIRST SET: BASE INSTRUCTION 

NOP 
REAL MTPsMSCsMTCsMTSEsMM 
DIMENSION FLAGS(10)5PC929)02HC929) 

1 2MMC15)s THYC93992BC7) 

2 2UC4)2 VO159sXC9) sHOL D692 9) SK929) 

3 »ZSMALLC7)sHOLD1C6959)s WEWC9S9) 

4 oXPRO9I2 W699 9S YCII 2 ZO 7s 7) 

SET UP COMMON BLOCKS FOR DATA REQUIRED 

COMMON/BLK 1/D1s D2, D3. D4 

COMMON/BLK2/C1. E15 TI 

COMMON/BLK3/AP, VIP2MTPs CTs ACs VICoMTCs 

1 MSCs CS» VSC» ASEPs ASEs VISEsMTSE / 

COMMON/ BLK 4/MMo» Ts V2 U 
COMMON / BLK S/ FLAGS. XPRo YoX 

AL PHA=EXPC~ 4e 0 
LS=I1FIXCFLAGSC8) +6 5) 
IFC(CL8-EQ.2) GO TO 103 

SET UP SECOND SET BASE INSTRUCTION 
\ 

SETBs *+1 
JMPs*+ 50 
BSS2 49 

L3=I FIXCFLAGSC3)+- 5) 
“I FCL3.EQ.-1) GO TO 168 

N=IFIX¢ FLAGSC 1)+- 5) : 

M=IFIXCFLAGSC 2) +6 5) : 

SET UP FILTER STATISTICS FOR TIME ZERO} 

DO 208 I=1sN 
DO 201 J=1.N
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201 

260 

198 

192 

108 
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SUBROUTINE KALMAN CONTINUED. 

PC1,J5)=9- 
HI, J)= 
CONTINUE 
P(I>1)=FLAGSC5) 
HCIp 12S 16 
GON TINUE 
H(NSN)=B0 
DO 190 I=15N 
DO 190 J=15N 
THY(12J2=G« 
CONTINUE . 
THY (5s 6)= 12 7ASEP 

  

SET UP INITIAL ESTIMATES OF THE BIAS 
AND RESIDUAL STATISTICS FOR ADAPTIVE 
FILTER 

DO 192 1=15M 
BCI)=O- 
BDO 192 J=1sM 
ZCIsJ)=G~ 

CON TINUE 
L4=1 
FLAGS(3)=1- 
IF(L4-EQ-1) GO TO 101 

NON CONSTANT TERMS IN TRANSITION MATRIX 
COMPUTED EACH ENTRY TO FILTER 

THY C 1s 12=C-MMCO1)*C1/10--AP*UC 1))7D1 
THY € 22 2)=¢€-MMC12)*C1-UC 4)*AC)/D2 
THY (2, 3)=UC 4)*AC/D2 
THY (3s 2)=UC 4) *AC/D4 
THY €3s 39=€-MMC11)9*C1-UC4)* ACI /D4 
THY (3s 49= CVC 1G)*T1+X€99*C19/D4 
THY €3599=X€4)*C17D4 
THY (7s 4)=ASE#UC3)7D3 
“THY (72 7) 6- ASEXUC3)=MMC14)%C1)/D3 

SET UP THIRD SET BASE INSTRUCTION 

SETBs *+1 “% 

JMP2*+39 . 
BSS, 38 
THY (82 19=MMC1)*C1¥THYC 1s 197E1
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161 

266 

208 

207 

SUBROUTINE KALMAN CONTINUED 

THY (92 LI=THY (Ss 19 

COMPUTE ERROR COVAR»e OF PREDICTIONS 

DO 203 I=1.2N 
BDO 203 J=1sN 
HOLD(1sJ)=G- 

DO 203 L=1.N rr 
HOLDC¢IsJ2=HOLD(IsJ)+THYCIoLI*PCLs J) 
CON TINUE 
DO 264 I=15N 

DO 285 J=1sN 

PCIs J =Be0 

DO 285 K=15N 

PCIsJ)=PCIsJ)+HOLDC Is K)*THY(JsK) 

CONTINUE 
PCI,12=PCIs1)+FLAGSC 4) 
CONTINUE 
L4=2 

COMPUTE THE MATRIX OF COVAR.e OF DIFFERENCE BETWEEN 
LEASURED AND PREDICTED VALUES OF THE MEASURED 
VARIABLES 

DO 266 1=15M 
DO 206 J=1.N 
HOLD(IsJ)=0- 
DO 206 K=1sN 
HOLD(IsJ)=HOL D1, J) +HC14K)#PCKs J? 
CONTINUE ae 
DO 267 1=1.M 
DO 268 J=15M 
S(i.J)=0- 
DO 208 K=1sN 
SC1,J)=SC1sJ)+HOLD(1sK>#HCJsK> 
CONTINUE 
S¢1s12=S¢Is1)+FLAGSC 6) 
CON TINUE i 
FLAGS(8)=2- : 
RETURN 

IF L7=1 THEN THE EXTENDED KALMAN FILTER HS USED, 
IF L7e-NE.1 THEN THE ADAPTIVE PROCEDURE PROPOSED 
BY COGGAN AND WILSON IS USED,
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SUBROUTINE KALMAN cON TINUED 

163 FLAGSCS)=1- 

a
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286 

209 

210 

368 
ait 

212 

213 

IFC(L7+E0.1) GO TO 192 

COMPUTE THE BIAS OF THE PREDICTIONS 

DO 288 I=1.M 
BCI)=ALPHA* BCI) +¢ le - ALPHA) * (XPRCII-“YC1)) 

ZSMALLCID=XPRCII-YCI2-BCID 
CON TINUE 
DO 269 I=1.M 
DO 269 J=12M 

HOLD¢(1IsJ2=ZSMALLC1)*Z SMALL (J) 

SET UP THE FOURTH SET BASE INSTRUCTION 

SETBs ¥+1 
IMP 2% + 48 
BSS, 47 
ZC1oJ)=ALPHA¥Z (Is J)+¢ 1e- ALPHA) ¥HOLD( IJ) 
CON TINUE 
DO 210 I=1.M 
IFCZCIs1>LEeSCI,12) GO TO, 210 
SC1,1)=ZC1sT) i 
CONTINUE 
DO 211 I=1.N 
DO 211 J=15M 
HOLD(1sJ2=0- 
DO 211 K=1sM 
IFCIeNEeJ) GO TO 300 
HOLD(IsJ)=HOLD( 1s J) +H(Ks 12* CSCKsJ)- FLAGSC 6)? 
GO TO 211 
HOLD¢15J)=HOLDC1sJ)+H(Ks 1)*SCKs J) 
CON TINUE “ 
DO 212 I=1sN 
DO 212 J=15N 
HOLD1¢(1sJ)=Ge 
DO 212 K=14M 
HOLD1¢1sJ)=HOLD1C1,J)+HOLD(IsK) *HCKs J) 
CONTINUE 4 , 
DO 213 1=1,N 
DO 213 J=1sN y 
HOLD( Is J2=G~ 
DO.213 K=14N : : 
HOLDCIs J)=HOLDC Io J2+HC1 4K )*PCKs J) 
CON TINUE 
DO 214 I=14N
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SUBROUTINE KALMAN CONTINUED 

DO 214 J=1sN 
WCIsJ)=Ge 
DO 215 K=1sN 

WCLsJI=WCls J +HOLDC 1s Kd *H( Ka J) 
CON TINUE 
WCTsJIS-WCTs JD#P Clo JD 

~ WEWCIs JISHOLDICIs J +WCI2 U2 
214 

216 

301 

192 

213 

218 

227 

221 

222 

224 

CON TINUE 
DO 216 I=1.N 
TFCWEWCIsI2+LE*PCIs19> GO TO 216 

SET UP FIFTH SET BASE INSTRUCTION 

SETBs*+1 
IMPs *+ 42 
BSSs 41 
PCI,1)=WEWI.1) 
CONTINUE 

COMPUTE BIAS FREE PREDICTIONS 

DO 301 I=15M 
XPRCID=XPRCID-BC1) ' 
CONTINUE 

COMPUTE THE GAIN MATRIX 

DO 218 I=1M 
DO 219 J=1.M 
HOLD(1sJ)=G-0 
CON TINUE 
HOLD(Is1)=1- 
CON TINUE 
DO 220 1=15M™ 
DIV=S¢Is1) 
IF(DIVeEQ-@.> GO TO 222 
DO 221 J=1.™ 
SC1sJ)=SCIsJ)/DIV 
HOLD(IsJ)=HOLD(I2J2/DIV 
CONTINUE : 
GO TO 223 
11l=I+1 
DO 224 L=11.M . 
IFCS(Ls1)+NE+@.> GO TO 225 
CON TINUE
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225 

226 

223 

229 
228 
220 

271 

238 

231 

SUBROUTINE KALMAN CONTINUED 

RETURN 
DO 226 J=12M 
SwOP=S¢IeJ) 
SCIsJ=SCL2J) 
S¢(LsJ2=SwoP 
SWOPSHOLD(1IsJ) 
HOLD(TsJ2=HOLD(Ls J) 
HOLD(LsJ2=SwWoP 
CONTINUE ° 
GO TO) 227 
DO 228 K=1sM° 
IFCKeEQs1> GO TO 228 
DI V2=S¢tKs 1) 
BO 229 J=1sM ; : 
SCKsJ2=S¢Ks J)-DIV2* SCI J) 
HOLD(Ks J) =HOLD(Ks J= Dav eges is 22 
CON TINUE 
CONTINUE 
CONTINUE 
DO 271 I=1sM 
DO 271 J=1sM : 

SCIsJ=HOLD(IsJ) 
CONTINUE 
DO 239 1=1.N 

  

DO 230 K=1sN 
HOLD(IsJ)= HOLD(1,J)+PCI,K)#HCJ2K) 
CONTINUE 
DO 231 I=1sN 
DO 231 J=1isM 
WlsJ=06 
DO 231 K=12M 

FINAL SET BASE INSTRUCTION 

SETBs*+1 
IMPs %*+ 40 
BSS, 39 
WelsJ= Wee Ol DCL ESCs J 
CONTINUE 

COMPUTE THE ESTIMATES OF THE STATE VECTOR. ' 

DO 232 I=1sN 
HOLD(1, 12=0-
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SUBROUTINE KALMAN CONTINUED 

DO 233 J=12™ 

HOLD(Is1=HOLD( 1s 1) +WC Ls JI * CYC JI“ XPRCI)D 

233 CONTINUE i 
232 CONTINUE 

DO 245 I=1sN 
XCII=SXPRCLII+HOLDC 1s 1) 

245 CONTINUE 

COMPUTE THE ERROR COVAR» OF THE ESTIMATES. 

a
a
a
n
g
 

DO 234 I=15N 
DO 235 J=1sN 
HOLD(1sJ)=6- 
DO 236 K=15M 

HOLD( Is J2=HOLD( Lo J2+UC Lo Kd*¥HCKs JD 

236 CONTINUE 
HOLD(IsJ2=-HOLD(IsJ) 

235 CONTINUE 
HOLD(Is1)=1e+HOLDCI.1) 

234 CONTINUE 
DO 237 I=1-N 
DO 237 J=14N 
HOLDiC1sJ)=G- 

DO 237 K=1sN 

HOLD1ICIsJ)=HOLDIC1s J) +HOLD(IsK)*PCKs J) 

237, CONTINUE 
DO 238 I=14N 
DO 238 J=1.N 
PCI,J)=HOLDICIsJ? 

238 CONTINUE 
RETURN 
END
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Tables 4.24 to 4.2D. 

Experimental results for steady state analysis of evaporator system. 

The following nomenclature and units are used within the tables. 

U 

bs 

v 

2. 

overall heat transfer coefficient ( J / sec. om. °C. ) 

liquid mass flow rate ( ¢/ sec. ) 

vapour mass flow rate ( g/ sec. ) 

temperature ( °c. ) 

the numbers in brackets refer to the stream identification as 

described in table 4.1. 

The following subscripts are used within the tables. 

az 

ty
 wy 

n bt
 

preheater 

first effect 

second effect 

condenser,
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APP EN DIX fH REE, 

DYNAMIC RESPONSES FROM THE EVAPORATOR MATHEMATICAL MODEL.



~246— 

  

     



natal Tox 

  

     2 © 
oQ & a Fe 

: : E A o e A f , gi i o ao oe = 2 \ o io 
= a a 

o ° | a 
ws E l__# ———+} mt 

su
re
 

2 

     



=248= 

  

  

re
sG

 
Te
mp
er
at
u 

t 2 

     



“P49 

  

     



=250- 

  

e
s
u
o
d
s
e
r
 

p
e
i
n
s
e
e
y
 

ag 

a
s
u
o
d
s
e
r
 

p
e
z
o
t
p
e
z
g
 

°® 

          
 
 

  
 
 

*Tleus 
destepuco 

ytxe 
“{ 

    

cz 

92 

 
 

Dy 
“cueL 

of 

ve



a2ei~ 

 
 

 
 

  

a
s
u
c
d
s
e
r
 

p
e
y
o
t
p
a
z
g
 

e
s
u
o
d
s
e
r
 

p
e
m
n
s
v
e
y
 

*2EX 

 
 

  

o£ 
02 

ol 

SI p
p
 

m
a
r
e
 

=
 

L   
 
 

 
 

*Saqn} 
desuepuoo 

4txe 
Jayem 

sur[ooo 
"( 

(¢i)L 
) 

euljpeiedues 

  

ge 

og 

 
 

Se



=252.   
  

0s 
oO? 

: 
og 

02 
ot 

dperneeteetnepme 
m
e
e
n
a
 
I
o
a
n
n
i
s
 

cmetasiniteess 
j
a
s
e
 atlases 

esate 
aaa 

asuodsez 
permsvey 

a 

e
s
u
o
d
s
e
r
 

p
e
z
o
t
p
e
r
g
 

2: 

 
 

L 
9S 

. 
9S 

  
 
 

 
 

*
$
a
q
n
}
 

3
9
a
j
j
8
 

pucoses 
Y
I
x
e
 
p
r
a
y
 

ze 
(
v
i
j
a
 

‘) 
e
i
n
z
e
i
e
d
u
a
y
,
 

  
 



 
 
 
 

os 
ov 

0% 
02 

ct 
1 

: 
{ 

sel 
a
t
 

i 
L 

e
s
u
c
d
s
e
r
 

p
e
a
n
s
v
e
y
 

a 

asuodsezr 
p
a
z
o
t
p
e
r
g
 

eo 

   
 

  
 
 

 
 

*Topeavdes 
JOajje 

puooes 
UT 

pT 

    SS 

  

09



-25h— 

  
  

os 
ov 

¢ 
t 

cl 
e
e
 

N
n
 

a
r
n
 

inner 
i
t
a
 

asuodse 
peunseeyy 

2 

e
s
u
o
d
s
e
r
 

p
a
y
o
t
p
e
r
g
 

e 

*REH 

  
  

m
o
s
 

F 
ST 

 
 

r of 

    
 
 

 
 

s
e
u
o
l
o
k
o
 

4
t
x
e
 

e 
(
s
)
i
t
)
 

O
y
e
 

MOT 
Sseu 

p
m
o
r
y
 

 



0S 

p
n
t
s
 

  

 
     0g 

ot 

  

07 

C
e
c
 

d
e
 

ath 
anrmennenninentenrict 

lesen e
n
c
e
s
 

r
e
e
r
 
r
e
e
 

aes 

paanseay] 

peyoTperg 
2. 

“kat 

  
 
 

 
 

puooes 
UT 

oH 

  
<A 

E 
)
f
x
o
z
e
r
e
d
e
g
 

Z
o
e
y
 

ol 

06 

ost



=256- 

  

h
e
l
l
,
 

( 
K(

4)
).

 

  

xi
 

ad 10
     

  

    

1.
64

 

1.
44

 

1.
07

4 

  

Fl
ow
 

Ra
te
 

(g
ns
/s
ec
.)



EOL PS 

  

  

t 
C
o
n
d
e
n
s
e
r
 

S 
ex
i 

  

Ra
te

 

TU
 

  

    il in a 
e 
S| 
° 2 
fee     

25
 

4 

(g
ns
/s
ec
.)



  

 
 

 
 

ge 256   
LS°s (°9as/su?) Td 

ye 
MOT 

8yey 
 
 

  
 
 

  
a 

pra 
Te 

v 
7 

MOT 
3yey 

qtxe 
008 

t 
s
a
 

BUS 
F985SR 

P 
J 

eus 
: 

"
T
e
y
 

(
C
O
L
)
 
)



 
 

  
< 
st 

  
  

 
 

 
 

"
T
E
J
A
 

)
T
S
u
O
T
O
A
D
 

4TxXe 
9F 

WU 
MOTd 

anodeq 
pezyoppetg 

 
 

o°¢ 
SENOId > 

OT 

+ 
ST 

(*9e8/su2) 

S35u 
ROTE 

 
 

0
2



  

*) 
\ 

oO 

oc 
02 

ot 
q 

Lo. 

(*98s 
/az9) 

azey 
“OTE 

 
 

ST 

  
  
 
 

  
T
H
A
)
 

TITSUS 
JTxe 

O}ey 
MOTA 

aANOdUA 
pazyoTpead 

06°S 
SHIDdId



  

gt 
 
 

(
s
e
s
 /: 23) 

3 2eu 
ot LO T a 

 
 

 
 

  
   
 

 
 

T
R
 

y
A
)
 

| 
t 

T 
a 

6)A 
ZOqe. 

408. 
u 

7
 

Pp 
oy 

x ele 
S$ 

3 
IFA a 

pt 
o 3 ag 

41xe 
e 

= Y 
HOT tf 

ani (0: oF 
A 

7 30 
T tP ery 

 



  

ov 

US 
iw 

  
 
 

 
 

LS 

 
 

LL 

(9as/*sus 
 
 

O878E 
#OTS 

 
 

  
   
 

 
 

*
(
(
O
T
)
A
 

) 
“Ileus 

F
O
e
g
5
q
 

p
u
d
d
e
g
 

ZTXO 
O}b_ 

MOTG 
a
n
o
d
u
y
 

P
o
y
o
T
p
e
d
d
 

e6°C 
S
a
n
d
r
a



we 
ar 

  

1 
0° 

 
 

(
9
5
3
,
7
2
 
08#/2) 

ad a 

- 
SO” 

 
 

  
   
 

 
 

*Ioqe 

| 
Gi oiz 

TOF 
J
W
S
T
o
T
I
j
e
o
g
 

cajssuery 
Peay 

peyotperz 
uG°S 

T
E
n
o
r
d



0S 
ov 

of 

  
be > 

  

 
 

Pa 
att* 

ets 

 
 

FnGt* 

  
 
 

  
 
 

*70essq 
JSATY 

O
J
 

JUaTOTJjeog 
Jajsuery 

fe 

 



~265~ 

 
 

 
 

  
 
 

+ 
ST° 

t 
oz’ 

(9,° 
woroas/f) 

é 
aS) 

[S2* 

  
 
 

  
 
 

*7detja 
puooesg 

JOZ 
yUSTOTSjo0g 

ae 
T JF 5 ue. 

z o 
yee 

5 q 
poyotpead 

us*¢ 
S
e
n
o
r
a



-266< 

  

 
 

L ig Joaen 
2
2
5
/
0
)
 

 
 

-St° 

  
  

 
 

 
 

*
Z
a
s
u
a
p
u
o
g
 

aOj 
J
U
S
T
O
T
J
 
Joo) 

aajsueay, 
F
E
O
 

p
o
p
O
T
p
o
a
g
 

W
o
o
 

a
m
o
r
e
 

2



  

 
 

 
 

 
 

 
 
 
 
 
 

  
   
 

 
 

0s 
ov 

o¢ 
ot 

O 
ie 

{ 
( 

1 
ey 

- 
02 

‘i 
(79, 

) 
eanj 

e
r
o
d
e
s
 

7 
- 

SZ 

*saqny 
r
e
z
e
e
y
e
r
y
 

oput 
*( 

(T)L 
) 

*
e
a
n
z
e
s
e
d
u
e
y
 

eundlad 

 



  

 
 

  

 
 

 
 

  
 
 

 
 

  

qs 
or 

a: 
oe 

or 
> 

ot 

y 
St 

(‘00s 
/*su2) 

S
e
y
 

HOTA 

- 
02 

“
S
a
q
n
y
 

c
e
s
u
a
p
u
o
g
 

0F 
10384 

S
U
T
T
O
O
D
 

“( 
(eT) 

) 
9F#Y 

MOTE 
p
T
N
o
T
T
 

°xG°S 
G
E
N
O
I
d



=269- 

{ 
pt 

  
 
 
 
 

    
*Soqny 

y0esIaq 
YSttq 

OFUT 
*( 

(1)N 
) 

OFeY 
MOTH 

PENOTT 

of 

ov (*9es/*st?) 

mOTE 
 
 

  

o7eu 

r 
0S 

  
 



“oT 

9s 

  
Ee   

ot 

G
T
 

(oas/*su? 
) 

Syey 
O
T
E
 

 
 

    
 
 

*TISUS 
J0essa 

FeATE 
OFUF 

OF8Y 
MOT 

Wvayg 
poanseal



OT Te 

  

  

jm 
st 

  

    
2 
a 

e
a
s
u
r
e
d
 

ib 

o     Gr
ap
h 

5.
5.

 

      

15
 

4 

70
 

4 

65
 

4 

 



 



Table 7.1A. 
ww

 
O
R
I
 
A
W
E
 

W
N
 

FY 
OC 

W
U
U
U
 

y
w
 

M
A
Y
A
 

A
Y
A
A
N
K
H
N
H
H
E
E
P
E
K
P
 

P
H
P
 
P
P
P
 

e
e
 

V
R
B
R
F
S
S
S
N
R
A
G
R
G
K
A
N
F
S
G
S
S
O
R
A
A
U
D
H
R
U
A
N
H
E
 

SG 

  

Measure- 

nents. 

| i576" 
56.82 

| 56.85 

| 56.8 

| 56.9 
| 56.81 
| 56.95 

| 56.72 

| 58.52 

| 59.60 

| 59-96 

60.36 

| 60.66 

60.8 

61.22 

61.17 

61.01 

60.36 

59-15 

57+99 

57203 

56.4 

55-82 

99032 

55404 

54.61 

54-42 

54.08 

54.08 

538 

53.6 

53444 

53424 

53627 

Temperature, T(2), 

ral 

36.76 
56.76 

1 51s 
5764 

57-46 

57-73 

65.7 

62.27 

60.79 

60.14 

| 59-96 

59-71 

59-57 

59-7 

59.89 

60.17 

60.1 

58. 

57-57 

| 56.91 
56.5 

5665 

5509 

55-77 

55-63 

55673 

55.56 

55-41 

| 56.76 

| 

| 

| 
| 

rf 

56.76 

56.99 

57-34 

57-34 

57-51 

65.22 

61.91 

60.60 

60.1 

60.02 

59.83 

59.72 

59.86 

60.11 

60.48 

60.28 

58.24 

57-72 

57.0 

56.6 

56.15 

55.92 

55-8 

55-6 

55.68 

555 

Gest | 

-273- 

estimated from filter. 

gel 

| 56.58 

56.59 
56.99 

57-06 

56.93 

56.64 

62.47 
60.1 
59.86 
60.06 

60.31 
60.38 

60.45 
| 60.66 

60.99 

| 61.19 
61.04 

Q=10 

| 56.76 
56.81 

| 56.86 

| 56.82 

| 56.79 

56.57 

58.19 

58.15 

59-15, 

99.84 

60.22 

| 60.53 

| 60.76 

59-51 

58.36 

| 57-42 

| 56.81 

56.31 

56. 

| 55.66 

55444 

| 54.35 

55434 | 

55-04 

54-98 | 
54.8 

54.6 

9445 

54.39 

byepe bi 

54.96 
54.68 

54.65 
54204 
54.19 

| 54.13 

53498 

60.95 

61.35 | 

61.37 

61.2 

60.23 

596 

57.88 | 

57.01 

56.39 

55.91 

| 55-41 | 
55-14 

| 54-79 

54.47 

| 54.31 

54.2 

34.03 

53478 

53.6 
55-49 

53.44 

Q = 100 

56675 

56.82 

56.84 

56.79 

56.86 

56.78 

57-09 

57-76 

58.89 

59-64 

60.01 

60.39 

60.67 

60.82 

61.24 

61.19 

61.04 

60.35 

59-15 

57-98 

97405 

56.4 

95-85 

55625 

55-06 

54-63 

54644 

54.11 

54.09 

93483 

53.63 

53-46 

53427 

53429 

lq = 250 Adapt- | 

| 

i 
i 

| 
\ 

| 
| 
| 
| 

| 56.76. 
| 56.82 

| 56.85 

56.79 
56.87 

| 56.8 
| 

| 
| | 
| 

| 
| 

| 57.01 

| 57-73 

58.87 

| 59.62 

| 59.99 
60.37 

60.66 

| 60.81 

61.23 

61.18 

61.02 

60.36 

59-14 

57-99 

57-03 

56.4 

| 55.82 

55632 

55-05 

54.42 

54645 

54.1 

54.08 

53.81 

5366 

53-45 

53625 

53-28 

ive. 

56.76 
56.82 | 

56.85 
56.79 

56.84 

56.8 
| 57.06 

| 57.66 

58.88 

59.6 
| 59.98 | 
| 60.35 
60.65 | 

| 60.8 

61.22 
61.17 | 
61.01 
60.34 
59.14 | 
57.99 
57-04 
5604 

| 55-83 

55452 

| 99-05 

  

54361 

54.42 
54409 | 
54.07 | 
53.91 | 
53.57 
53-44 | 

53.25 | 
53.25



Table 7.15. 

wat 1 | 
Time Measure- Q=0 Q=.1 Q 

imins. | 

0 

ww
 
O
a
r
I
a
A
U
A
 
U
D
 

HY 
U
W
 
W
N
 

D
N
 
N
N
N
 

N
M
N
N
N
 
P
P
P
 

P
P
 
P
e
e
 

e
e
 

R
P
P
O
U
W
U
O
T
A
A
U
B
R
W
N
H
P
 

O
W
 
A
N
A
U
A
 

W
H
 

KF 
O 

  

| 

ments. 

56.81 

58.66 

57-96 

57-79 

58.22 

57-96 

5967 

60.57 

60.31 

60.83 

60.22 

60.48 

60.57 

60.48 

60.92 

60.74 

D567 

54.92 

52.57 

52.57 

52223 

51.53 

50.6 

50.55 

50.66 

50.44 

50.49 

50.49 

50.49 

50.49 

50049 

50.49 

50.49 

50449 

Temperature, 1(10), estimated from filter. 

56.81 

| 56.86 
| 56.66 
| 56.75 

| 5722 
| 56.68 
| 57.67 
158.1 
| 58.13 
| 58.33 
[ee 

| 57498 
| 58.25 

158.6 

  

| 56.88 | 

58.83 

94-55 

52.64 

51.88 

51.15 

50.88 

150.8 

50.66 

| 50-86 

50.68 

50.4 

50.08 

  

Sle5k8| 

Raha, 

56.81 | 56.81 
57.46 | 58.36 

57-5 | 57-99 
57.65 57-84 

58.14 | 58.23 

57-13 | 57-92 
59-04 59.57 
59.84 | 60.47 
60.01 60.34 

60.42 | 60.78 

60.13 | 60.26 

60.24 | 60.44 
60.53 | 60.59 
60.74 | 60.56 
60.99 60.9 
60.67 | 60.71 

56.36 | 55.87 

54.61 

53.42 | 52.81 

52.89 | 52.55 

52.43 | 52.22 
51.96 [51.6 

51.47 | 50.8 

51.13 | 50.73 

51.11 | 50.71 
50.72 | 50.48 

50.52 | 50.46 
50.27 | 50.42 

50.35 | 50.51 

50.23 | 50.46 
50.21 | 50.45 
50.2 | 50.46 
50.16 | 50.45 

50.24 | 50.47 

54.69 

52.6 

52657 

52625 

51.54 

50.68 | 

50.74 

50.67 

50.49 

50.48 

50.48 

50.49 

50.48 

50.48 

50.48 

50.48 

50.49 

= 1 °Q@210) Q= 100 Q = 250) Adapt- 

ive. 

| 56.61 

56.63 

57.99 

57-79 

58.22 

57-96 

59.69 

60.56 
| 60.31 

60.82 

60.23 

| 60.48 
60.57 

60.49 

60.91 

| 60.74 

55672 

| 54.89 
| 52.6 

52.57 

52.23 

51.54 

50.68 

50.74 

| 50.67 
| 50.49 
| 50.48 

50.48 

50.49 

50.48 
50.48 

50.48 

50.48 

50.49 |
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fable 7.1C. Temperature T(11), estimated from filter. 

  

  

re alias fat : 7 | 1 
| Fame. || Mente) Go=:0 Q=.1/'Q=1 Q=10 |Q= 100 /Q = 250, Adapt- 

| mins.| ments. | | | ive. 
7 ey 

0 36.85 | 36.85 | 36.85 | 36.85 | 36.85 | 36.85 {36-85 36.8 

| 1 | 36.94 | 36.87 | 36.87 | 36.69 | 36.93 | 36.94 (36.94 | 36.94 

2 37.01 | 36-54 | 36.61 | 36.94 | 37.09 | 37.02 {37-01 | 37.01 

3 3T. 36.34 36.44 | 36.88 37.06 37.01 poteOx 37.01 

| 4 37.01 | 36.25 | 36.46 | 37.26 | 37.31 | 57-05 [37-03 | 37-03 

| 5 36.95 | 36.26 | 36-7 | 38.34 | 37-87 37.06 | 36-98 36.95 

i 37.08 | 25.99 | 26.8 | 30.78 | 35.66 | 36.91 | 57.01 37.01 

| 7 | 36.96 | 29.08 | 29.67 32.54 | 36.1 | 36.87 pee 36.92 

8 | 37-37 | 52-28 | 52.56 | 34.09 | 36.54 | 57-27 137-55 37633 

ig 37.38 | 34.51 |34.54 | 34.85 | 36.67 | 37-29 | 37634 | 57.34 

| 10 37015 | 3616 | 35.96 | 35.46 | 36.48 | 37-07 |37-12 | 37-12 

j 12 37.24 137-55 |57-17 | 35-96 | 36.59 | 37-16 |37-21 | 37.21 

; 22 37.42 | 38.83 | 38.33 | 36.6 36.84 | 37-34 137034 | 37-39 

| 13 37.66 | 40.09 |39.46 | 37.21 | 37.1 37.58 137.63 | 37.63 

| 14 | 36.02 | 42.20 |40.54 | 37.85 | 37-48 | 37-95 [37-99 | 37-99 

15 37.69 | 42.55 |41.68 | 36.36 | 37-31 | 37-63 | 37-67 37.67 

16 37.38 | 43.95 |42.91 | 38.84 | 37-2 37233 {37-35 | 37-35 

17 34.27 | 21.84 |21.61 | 22.64 | 30.61 | 33.82 | 34.09 | 34.09 

; 18 37.04 8.34 | 9.63 | 17.71 | 32.45 | 36-52 | 36.83 | 36.85 

» 19 36.75 {11.09 |11.16 {17.11 | 32.42 | 36.27 | 36-56 | 36.56 | 

20 | 36.45 | 6.94 | 8.76 |17.1 | 32.2 | 35.97 | 36.26 | 36.26 
21 | 36.29 |12.16 |21.4 | 17.33 | 32.14 | 35-05 | 36-21 | 36.12 | 
22 | 36.0. | 7.13 | 9.36 | 17-49 | 32-89 | 35-55 | 35.62 | 35.82 

23 35.71 (13.05 |11-81 | 17.92 | 31.62 | 35-27 | 35.55 | 35-53 1 

| 24 | 35.62 | €.01 |10.39 | 18.23 | 32.81 | 35-19 | 35-45 | 35-45 | 

| 25 | 35.15 |13.07 |12.14 | 18.51 | 32.51 | 34-74 | 34-99 34.99 | 
| 26 35.07 9.23 |11.41 | 18.79 31.51 34.66 | 34.9 34.9 | 

27 | 34.27 |12.72 [12.55 | 18.96 | 31.21 | 34-32 | 34.56 | 34.56 | 

28 34.75 12.52 | 19.48 31.38 34.37 | 34.6 34.6 

29 | 34.41 13.21 | 19.62 |) 31.05 | 34.03 | 34.26 | 34.26 | 

30 34.16 13.52 | 20.01 30.98 33-8 34.01 34.01 | 

31 34.06 14.02 | 20.38 | 30.99 | 33-71 | 33.92 | 53.92 | 

32 33.83 14.37 | 20.48 | 30.73 | 33-47 | 33-73 | 33-73 

33 33.87 14.96 | 20.97 | 30.90 | 33-53 | 33-68 | 35.68 |              



Table 7.1D. 
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Temperature, T(13), estimated from filter. 

1Q = 100 | @ = 250 | Adapt- 

  

  

   

    

   

  

  

ime | Measure-/Q=0 |Q=.1/Q=1/Q=10 | 
‘mins. | ments | 

}o | 31.93 |31.93 | 31.93 |31.93 | 31.93 | 31.93 
1a | 52,09 |31.95 | 32.94 |31.99 | 32.06 | 32.08 

2 32.16 |31.92 | 31.93 | 32.02 | 32.13 | 32.16 
| 3 | 32.02 |51.9 | 32.91 }31.97 | 32.01 32.62 
[4 | 32.05 131.9 | 31.92 | 32. | 32.05 | 32.05 

| 5 | 32695 52-89 | 51.95 | 32.4 | 31.99 | 31.92 
|6 | 32.2 131,08 | 31.16 ]31.55 | 32.05 | 32.19 
| 7 | 32.02 [32.25 | 31.32 |31.62 | 31:95 | 32.02 
18 | 32.39 |31.57 | 31.62]51.68 | 32.26 | 32.38 
| 9 32047 [31.76 | 31478 /31.95 | 32.33 | 32-45 
| 10 32.15 |31.87 | 31.67 | 31.88 | 32.05 32.12 
BB 32,11 31.96 | 31.941 31.9 | 32.03 | 32-1 
12 32.39 |52.03 | 32.02 | 32-03 | 32.27 | 32.38 
13 32.68 |32.1 32.1 | 32.16 | 32.52 | 32.66 
: 32.96 [32.16 | 32,16 | 32.28 32.75 | 32.9 

15 32.64 |32.22 | 32.2 | 32.21 | 32.5 | 32.62 

16 32.23 {32.28 | 32.24 | 32.2 32.16 | 32.22 

17 32.04 31.33 | 31.3 | 32.13 | 31.61 | 32-13 
| 18 31.09 |29.3 | 29.45/ 30.18 | 32.44 | 31.69 
| 19 31.38 [27.18 | 27.62 | 29.72 | 31.21 31.38 

20 | 31.08 |28.16 | 28.25/ 29.61 | 30.97 | 32.09 

21 31.16 |27.04 | 27.66) 29.67 | 31.05 | 31.18 

| 22 | 30-44 |26.53 | 28.38 29.62 | 30.85 | 30.95 

| 23 | 30.6 |27.24 | 27.91) 29.57 | 30.58/| 30.62 
| 24 30.59 128.3 | 28.54/ 29.64 | 30.57 | 30.61 

| 25 30.12 |27.59 | 26.22) 29.54 30.19 | 30.15 
26 30.23 | 28.87 | 28.66} 29.63 30.28 | 30.25 

27 29.92 (28.01 | 28.52] 29.56 | 30.02 | 29.96 
28 30.09 | | 28.82] 29.68 | 30.17 | 30-12 
29 29.87 | | 28.82] 29.65 | 29.99 | 29.9 

30 29.58 | | 28.98 | 29.61 | 29.75 29-62 
31 29.63 | ‘| 29.07| 29.69 | 29.8 | 29645 
52 29.41 29.17| 29.65 | 29.61; 29-45 
33 29.58 | 29.29] 29.76 | 29.76 29.61             

eres 

31.93 

32.08 

32.16 

32.62 

32.05 

32.00 

32.19 

32.02 

32.38 

32.45 

32.12 

32.1 

32.38 

32.66 

32.9 

32.62 

32.22 

32.13 

31.69 

31.38 

31.09 

31.18 

30.95 

30.62 

30.61 

30.15 

30.25 

29.96 

30.12 

29.9 

29.62 

29.45 

29.45 

29.61 

| ive. 

31.93 
32.08 

32.16 

32.62 

32.05 

32.00 

32.19 

32.02 

32.38 

32.45 

32.12 

32.1 

32.38 

32.66 

32.9 

32.62 

32.22 

52515 

31.69 

31.368 

31.09 

31.18 

30.95 

30.62 

30.61 

30.15 

30.25 

29.96 

30.12 

29.9 

29.62 

29.45 

29-45 

29.61  
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Table 7.15. Temperature, T(14), estimated by filter. 

    

  

  
                

Time |Measure-| Q=0 [Q=.1|Q=1] Q= 10 |Q = 100 |Q = 250 |Adapt-| 
mins. ments. ive. 

0 51.48 | 51.48 | 51.48 [51.48 | 51.48 51.48 | 51.48 | 51.48 

a 51.56 51.48 51.49 {51.51 | 51.54 51.55 51.55) | 51255 

2 51.56 | 51.48 | 51-49 151.53 | 51.56 51.56 | 51.56 | 51.56 

Bf 51.51 51.48 51.49 |51.52 | 51.52 51.51 51.51 j 51.51 

4 51.65 | 51.48 | 51.50 151.56 | 51.62 51.64 | 51.64 | 51.64 

a 51.55 51.48 51.5 $51.56 | 51.56 51.55 51.55 | 51.55 

6 51.671 | 51.48 | 51.51451.61 | 51.69 51.72 |) Sls Tap olerl 

7 51.72 | 51.48 | 51.52 |51.65 | 52.72 51.72 | 51.72 | 51.72 

8 51.93 | 51.48 | 51.54 151.74 | 51.89 51.93 | 51.93 | 51.93 

9 51.97 51.48 51.56 151.82 | 51.95 51.97 She Ota tol eg | 

1o 51.75 | 51.48 | 51-57 [51.79 | 51.78 51.75 | 51.75 | 51-75 

ul 51.81 51.48 | 51.58 }51.8 | 51.61 51.81 | 51.61 | 51.81 

12 51.96 | 51.48 | 51.60 {51.86 | 51.94 51.96 | 51.96 | 51.96 

13 52.0 51.48 | 51.62 |51.9 | 51.99 52. 52 52. 

14 | 52.38 | 51.48 | 51665 }52.06| 52.3 | 52.36 | 52.36 | 52.36 

15 52.17 | 51.48 | 51-68 | 52.09 | 52.19 52.17 | 52.17 | 52.17 

16 51.61 | 51.48 | 51-68 {52.95 | 51.71 | 52659 | 52-59 | 51.59 

17 51.14 | 51.48 | 52665 |51.67] 51.24 { 51.15 | 51.15 | 51-15 

18 50.45 | 51.48 | 51-59 |51.26 | 50.59 | 50-46 | 50.46 50.46 

19 49.99 | 51.48 | 51-51 150.84} 50.08 | 49-99 | 49.99 49.99 

20 49.57 | 51.48 } 51-42} 50.41 | 49.65 49.48 | 49.48 | 49.48 

ou 49.21 | 51.48} 51-32] 50.01] 49.28 | 49-22 | 49.22 | 49.22 

22 } 48.63 | 51.48} 51-2 | 49.62] 48.9 48.83 | 48.83 | 48.83 

23 48.45 51.48 | 50.93 | 49.22] 48.52 | 48-45 | 48-45 48.45 

24 | 48.27 | 51.46 | 50-78 | 48.91 | 48.42 48.27 | 48.27 | 48.27 
25 | 47.83 | 51.48 | 50.631 48.55] 47.91 | 47.84} 47284 | 47.84 

26 | 47.61 | 51.48} 50-47] 48.23] 47.66 | 47-61} 47.61 | 47-61 

27 anny e3) 50.32 | 47293 | 47637 | 47-32] 47-32 | 47.32 

28 47.28 50.16} 47.71] 47.29 | 47228 47.28 | 47.28 

29 | 47.04 50. |47.48| 47.08 | 47-04} 47.04] 47.04 

30 46.68 49.84 |.47.25| 46.83 46.78 46.78 | 46.78}. 

31 46.64 49.68 47205| 46.67 46.65} 46.65} 46.65 

32 46.47 | 49-53} 46.85} 46.5 | 46.47} 46.47] 46.47 

33 46.46 49637 | 46.72 46.47 | 46.46 46.46 | 46.47 
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Table 7.1F. Liquid flow rate,lM(8), senerated by filter. 

  

  

    

[Tne Measures [Q= 0 |Q@= 2 | Q=2 |Q=40 1Q = 100] = 250] Adapt 

| mins. ments. ive. 

1 0 22.4 22.40 | 22.4 22.4 22.4 22.40 | 22.40 |22.40 

i 22.26 |24.67 | 24.368 | 23.85 | 22.93 | 22.66 | 22.63 | 22.63 

2 23.1 24.54 | 24.47 | 24.01 | 25.35 | 23.13 | 23-11 |23-11 

3 19.64 |24.47 | 24.24 | 22.87 | 20.45 | 19.73 | 19.67 |19.67 

4 11.69 |24.47 | 23.86 |} 20.23 | 13.63 | 11.94 | 11.79 111.79 

5 21.66 |24.48 | 24.36 | 23.60 | 22.15 | 21.72 | 21.68 | 21.68 

6 9.62 5.71 5.9 7-03 8.98 9.54 9.59 9.59 

7 9.61 2.87 | 3.2 5.15 8.5 9-48 9.56 +56 

8 9.61 2.34 | 2.69 4.77 8.39 9.47 9.55 | 9.55 

9 9.61 Oo la eeaor 4.63 8.36 9.46 9-55 | 9-55 

10 9.61 1.99] 2.35 4.52 8.33 9446 9655 | 955 

1 9.06 1.87 | 2.21 4.25 7.85 8.92 9.0 9.0 

72 9.61 | 1.91. | 2027 | 4046 | 8.32.| 9.46 | 99:95" | 9.55 4 

15) 9.61 1.85 2.21 4.41 8.3 9.46 9.55 9-55 

14 9.61 181} 2.17 4.38 8.29 9.46 9.55 | 9.55 

15 9.61 1.66 2.03 4.28 8.27 9.46 9.55 9.55 | 

16 9.61 1.59 | 1.92 4.23 8.26 9.45 9.55 | 9.55 

17 9.61 9.27 | 9.28 9.36 9.54 9.60 9.61 | 9.61 

18 9.06 9.14 | 9.33 9.1 9.07 9.06 9.06 | 9.06 

19 9.92 9.26 9.29 9.47 9.81 9.91 9.92 9.91 

20 9.62 9.26 | 9.28 9.37 9.55 9.61 9.61 | 9.61 

21 11.09 9.29 | 9-37 9.88 | 10.79 | 11.06 | 11.08 j 11.08 

22 9.62 9.26 | 9.26 9.36 9.55 9.61 9.61 | 9.61 

23 9.62 9.19 9.22 9.34 9.55 9.61 9.61 9.61 

24 9.61 9.17 | 9.19 9.32 9.54 9.61 9.61 | 9.61 

25 9.07 9.12 | 9.12 9.1 9.08 9.67 9.07 | 9.07 | 

26 10.44 9.12 | 9.18 9.56 | 10.22 | 10.41 | 10.45 | 10.45 

27 9.07 9.06 9.06 9.06 9.07 9.07 9.07 9.07 

28 10.89 9.13 9.66 | 10.58 | 10.85 | 10.85 | 10.85 | 

29 9.72 9.08 9.27 9.61 9.70 9-71 9.71 

30 9.08 9. 9.02 9.66 9.07 9.08 | 9.08 

Bu 10.9 9.11 9.65 10.59 10.86 10.89 | 10.89 

32 {| 9.99 9.06 9.34 9.83 9.98 9.99 | 9-99} 

Soo |e os62 9.02 | 9.20 | 9.52 | 9-61 | 9.62 | 9.62                 
 



-279- 

Table 7.1G. Estimates of Heirht generated from Filter. 

       

    

  

    

  

    

Time be es Qe .1| @ = 1] @= 10] Q = 100| Q = 250| adapt | 
mins. ments. ive. 

[20 98.74 | 96.74| 96.74 | 98-74 | 98-74 | 98.74 | 98.74 | 98.74 

jo 98.93 } 98.74] 96.77 | 25-8 | 98-9 | 98.93 | 98.93 | 98.93 
| 2 99-29 | 98.74| 98.77 | 98:97 | 99-23 | 99.29 | 99.29 | 99.29 

| 3 99.41 | 98.74\ 98.8 | 99.12 99-39 | ee 99.41 | 99.41 

| 4 98.83 | 98.74! 98.8 | 99.01 | 98.92} 98.84 | 98.84 | 98.84 

ies 99.24 | 98.74 | 98.83 | 99-09 | 99-191 99.24 | 99.24 | 99.24 
oo 99051 | 98-74 98485 | 99-17 | 99-29} 99.31 | 99.31 | 99.31 

| u 99.31 | 98.74 96.87 | 99+22 99-23 | 99.31 | 99.31 | 99.32 

| 6 | 99.05 | 98.74) 98.88 | 99.16 | 99.09 | 99.06 | 99.06 | 99.06 

| 9 | 98.74 | 98.74 ge.a7 | 99-02 | 98-8 | 98.75 | 98-75 | 98.75 

10 | (98.29 98.74 98.85 98-78 | 98.38 98.31 | 98.31 | 98.31 

1 97.8 98.74 98.79 98-45 97-89 97-81 97-81 | 97-81 

12 97-19 | 98.74 | 98.72 98-03 | 97.31 | 97.21 97.21 | 97.21 

13 96.3 98.74 | 98.62 97699 | 96.8 96.71 | 96.71 | 96.71 

14 | 96.08 | 98.74 | 98.5 | 97-08 | 96.2 | 96.09 | 96.09 96.09 

5 | 99682). 98-74 | ganze | B+EF | See) 2 9566) e9e | 68 

16 | 95-24 | 98.74 | 98.22 | 96-15 | 95-33) 95.25 | 95-25 | 95.25 

17 | 96.03 | 98.74 | 96.09 | 95.78 | 95.08 | 95.04 | 95-04 | 95.04 
ae | 54-43 98.74 | 97.91 | 95-42 a 94-71 | 94061 | 94-71 

19 | 94.48 | 98.7: | 97-74 | 95-22 | 95-53 94.49 | 94-49 | 94.49 

20 95.98 | 98.74 | 97.66 | 95-5 | 95-74 | 95.95 | 95.95 | 95.95 

) al 95.36 | 98.74 | 97-55 95-39 | 95-42 | 95-37, | 95-27 | 96-37 

22 | 95446 | 98.74 | 97.45 95.41 | 95.45 95-46 | 95-46 | 95.46 

23 | 95-13 | 98.74 | 97.34 | 95.33 | 95-22 | 95-17 | 95-17 | 95-17 

24 | 95.12 | 98.74 | 97-24 | 95-26 | 95-14 | 95.12 | 95-12 | 95.12 

hice 94.69 | 98.74 97.11 | 95.07 | 94.7 | 94.69 | 94-69 | 94.69 

| 26 94453 | 98.74 | 96.99 | 24-89 94655 | 94055 | 94.53 | 94.53 

| 27 94-39 | 98074 | 96.87 | 94-27 | 94-42 | 94.39 | 94.39 | 94.39 

28 Serle bei74 | Gers nes-© 194098 |. 94.300 | a4 -57 | Baer 

hecgueey an ae ae | 94-47 | 96.25 | 94.21 94.21 | 94.22 

| 30 | 94.03 | 98.74 96.5 | 94°32 | 94406 | 94403 94.03 | 94.05 

| 32 | 94.02 | 98.74 | 96.39 94.22 | 94.02 | 94.05 | 94.03 | 94.05 

32 93-95 | 98.74 | 96.27 | 94-13 | 95-95 | 93-95 | 93-95 | 95-99 

35 | 95.72 | 98.74 196.15 | 95-99 | 95-73 | 99-75 J 193e057) 93003



~280- 

fable 7.1H. Hstimates of k(4), from filter. ( gm./sec.) 

  

  

  

  

  

            

ENaaet ieee Ps a | 

mime | Q= 0 |Q= 0.1] @= 1.0] Q= 10] Q = 100| Q = 250) Adaptive. 

mins. 
: | 

0 2.605 | 2.605 | 2.605 | 2.605 2.605 | 2.605 2.605 | 

1 2.605 | 2.605 | 2.606 | 2.606 2.606 | 2.606 2.606 

2 2.631 | 2.65 | 2.62 2.606 2.606 | 2.606 2.606 

3 2.645 | 2.63 | 2.62 2.606 2.606 | 2.606 2.606 | 

4 2.645 | 2.631 | 2.618 | 2.605 2.605 | 2.605 2.605 | 

5 2.642 | 2.643 | 2.611 | 2.603 2.605 | 2.605 2,605 | 

6 3.07 2.942 | 2.804 | 2.652 2562 =| 2,62 2.62 | 

q 2.783 | 20762 | 2.716 | 2.652 2.644 | 2.644 2.644 

8 2.742 | 2732 | 2.706 | 2.705 2.665 | 2.665 2.665 

9 2c115 | 2e7194| 2etld- ja eels 2.683 | 2.684 2.684 

10 Bc Til =| "2.714 | 20722 |9 2.745 PET esate 2.711 

ll 2.702 | 2.705 | 2.722 | 2.732 | 2.731 | 2.731 26731 

12 2.694 | 2.701 | 2.731 | 2.734 2.744 | 2.744 2.744 

13 2.702 | 2.706 | 2.738 | 2.738 2.748 | 2.749 2.749 

14 2.709 | 2.718 | 2.749 | 2.762 2.753 | 2.753 26753 

15 2.716 | 2.725 | 2.756 | 2.763 | 2.752 | 2.752 2.752 

16 2.72 2.723 | 2.75 2.762 | 2.75 | 2.75 | 2.75 

17 2.646 | 2.652 | 2.682 | 2.665 | 2.744 2.742 | 2.745 

16 2.635 | 2.641 | 2.658 | 2.658 | 257510 | 2073 2.728 

19 2.618 | 2.645 | 2.631 | 2.608 | 2.65 2.65 2.649 

20 2.608 | 2.605 | 2.614 | 2.608 | 2.62 | 2.624 2.626 

21 2.595 | 2.618 | 2.605 | 2.605 | 2.608 | 2.608 2.608 

22 2.59 2.59 | 2.604 | 2.59 | 2.593 | 2.594 2.593 

23 2.587 | 2.489 | 2.581 | 2.583 | 2.583 | 2.585 2.587 

24 2.585 | 2.583 | 2.58 2.583 | 2.57 | 2.568 2.569 

25 2.586 | 2.585 | 2.578 | 2.57 2.562 | 2.563 2.569 

26 | 2.528 25581 | 2.572 2.568 2.556 | 2.553 2.55 

27 2.58 2.571 | 2.57 2.562 2.552 | 2.552 2.551 

28 2.57 | 2-569 | 2-554 | 2.552 | 2.551 2.551 

29 2.57 | 2.569 | 2.552 | 2.541 | 2.54 2.541 

30 2.566 | 2.562 | 2.544 | 2.536 | 2.536 2.536 

31 2.563 | 2.56 2.538 | 2.521 | 2.506 2.52 

32 2.56 | 2.54 2.531 | 2.506 | 2.506 2.503 

33 2.558 | 2.536 | 2.520 | 2.506} 2.506 | 2.502 
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Table 7.11. Estimates of M(10), from filter. ( gm./sec.) 

Time | Q= 0] Q= 0.1] Q=1.0] Q= 10] Q = 100] Q = 250! Adaptive. 

mins. 

1 

0 12.89| 12.89 12.89 | 12.89 12.89 | 12.89 | 12.89 

1 12.89| 12.89 12.89 | 12.89 12.89 | 12.89 12.89 

a 13.01| 13.21 13.04 | 12.89 12.69 | 12.89 12.89 

3 15.03} 13.21 13.03 | 12.69 12.89 | 12 89 12.89 

4 13.03| 13.21 12.99 | 12.69 12.89 | 12.89 12.89 

5 13.03] 13.22 13.02 | 12.88 12.89 | 12.89 12.89 

6 16.42| 15.72 14.93 | 13.08 13. 13.01 13. 

7 14.76| 14.68 14.09 | 13.05 13.03 | 13.03 13.01 

8 14.22] 14.03 14.03 | 14.02 13.05 | 13.02 | 13.03 

9 14.09] 14.08 14.09 | 14.09 13.83 | 13.72 | 13.7 

10 | 14.08] 14.08 14.16 | 14.04 14.06 | 14.04 | 13.97 

12) 14.024 24.02 14.16 | 14.25 | 14.21 | 14.2 14.24 

12 | 13.95] 14.03 14.22 | 14.2 | 14.28 | 14.09 | 14.22 

13 | 14.02] 14.02 14.25 | 14.26 14.31 | 14.31 | 14.32 

14 | 14.03] 14.09 14.32 | 14.39 44 Soe (nlaeg2° | 2AGS 

15 | 14.07) 14.12 | 14.39 | 14.4 14.32 | 14.32 | 14.32 

16 | 14.09] 14.12 | 14.32 | 14-4 14.31 | 14.31} 14.3 

17 | 15.45) 13.03 13.63 | 13.08 14525) 24.28 |) 14.3 

18 | 13.25| 12.94 13 13.01 14.2 14.2 14.22 

19 | 13,04] 12.92 13.02 | 12.89 13.03 | 13.03 | 13.03 

20 | 12.89| 12.88 13.02 | 12.69 15.01, |. 13-2 13.02 

21 | 12.85] 12.86 12.89 | 12.87 12.89 | 12.88 | 12.92 

22.1 512.83| 12.6 12.86 | 12.83 12.63 | 12.83 | 12.83 

B50 | 12764, 1275 Sep Nene e! 12.73 | 12.73 | 12.73 

24. | 12.79) 12.76 19,71 lu 12s75. 12.64 | 12.63 | 12.63 

25,1) 129.6: ) 12.6) Tea Go| 12.44 | 12.44 | 12.43 

Bod te Sat 12.71 12.7 |e. 52 12-52 | 12.3) 4) 12-58 

27 1257 2.7 12.49 12.5000 eva) tee 253k 

28 12671 12.68 | 12.42 12.26 | 12.25] 12.25 

29 12.74 12.65 | 12.4 12t15e) 712.15 Levan 

30 121) 12.52 | 12.39 | 12.09 | 12.1 | 12.09 

31 lee | {2.52 | 12.36 || 12.06 | 12.06 | 12.06 

32 12.67 | 12.36 | 12.15 | 12.01 | 12 | 12.08 

33 12.66 || 12.55 |’ 12.25 | 12.01 |e t2-01    



Table 7.1J. Prediction of U. 
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from filter. ( J./sec.om*.°C.) 
  

  

  

          
  

    

p? 

Time | Q=0 | Q=0.1| Q=1.0| Q=10| Q= 100] Q = 250 | Adaptive 

mins. j 

o | .0328 | .0328 0328 | .0328 +0328 0328 0328 

1 20357 20355 20347 | 0335 20331 20351 20331 

2 0358 | .0357 0351 | .0341 0338 0338 10338 | 

3 | .0357 | .0354 .0334 | .0305 | .0297 | .0297 | 0297 | 

4 0357 | .0348 0302 | .0247 0234 0234 0234 

5 .1667 | .1616 21352 | .1043 | 0975 0975 :0975 | 

6 0339 | .0342 0362 | .0402 0418 0418 041g | 

7 | .0303 | .0308 0336 | .0402 +0425 0425 20425 | 

8 .0299 | .0303 0333 | 0403 043 043 043 | 

9 -0298 | .0303 0333 | .0408 0434 20434 +0434 | 

10 | .0297 | .0302 +0333 | 0407 0437 0437 0437 | 

aay .0296 -03 20329 | .0396 20422 20422 20422 | 

12 | .0297 | .0302 0333 | .0408 0438 0438 20438 | 

13 | .0297 | .0301 0333 | .0409 0439 .0439 0439s 

14 | .0298 | .0302 0334 | .0412 +0443 «0443 0443. | 

15 | .0296 | .0301 0333 | .0412 0444 0444 0444} 

16 | .0296 | .0301 +0333 | .0413 | .0446 0446 20446 | 

17 | 0441 | 0441 +0444 | .0449 | .0451 0451 0451 | 

ie | .0437 | .0437 0436 | .0435 | 0435 0435 0435 

19 | .0441 | .0442 +0447 | .0457 | 046 046 2046 | 

20 | .0442 | .0442 0445 | .045 | .0452 +0452 20452 | 

21 | .0444 | .0446 +0462 | .0492 | 0502 0502 .0502—| 

22 20445 20444 20447 | .0452 | .0454 +0454 20454 

23 20443 20443, 20447 | .0453 4 0455 20455 20455 

24 0445 20444 20447 | .0454 | 20456 0456 20456 

25 | .0442 | .0442 0441 | .0441 | .0441 0441 0441 

26 | .0443 | .0445 -| 0456 | .0447 | 0484 0484 0484 

27 0442 0442 | .0442 | 0442 0442 0442 

28 +0444 046 20491 | 05 205 05. 

29 0444 0449 | .0459 | 0462 0462 20462} 

30 20441 20442 | .0443 20445 20443 20443 

31 0445 0461 | .0493 +0503 0503 0503 | 

32 0444 0452 | .0467 0472 | 60472 00472 | 

33 20444 0449 | .0458 +0426 | .0426 2On26 | 
 



-283- 

able 7.1K. Prediction of U,,, from filter. (-3:/se0.0m™ 3901) 
phe nays sepa BS ene ee, 

  

  

  
  

time | Qe 0[ Q#0:1 | Q=1.0]Q=10 [Q= 100 [Q= 250 (Adaptive 

mins. 
| 

0 24794 | 4794 24794 04794 A794 04794 04794 

1 +4392 | 2441 04514 04695 04748 «4748 24748 

2 +4377 | 4386 +4462 | .46 4642 4642 ©4642 

3 24396 | 4434 +4698 5167 ©5305 ©5305 ©5305 

4 441 | .4528 ©5252 | 6474 | 6841 6841 6841 

5 0668 | .0686 .0822 | .1082 }.1102 |; .1102 1102 

6 23412 | .3372 .3113. | 2783 | .2678 «| ««£2678 2678 

i ©3754 | +3694 +3348 |} .2766 j .2598 +2598 ©2598 

8 ©3786 | .3717 -3301 | .2747 } -2565 +2565 +2565 

9 ©3774 | 3712 ©3356 } 22729 | .2541 22541 22541 

10 3769 | .3698 +3342 | 22703 | »2512 2512 2512 

in ©3774 | 3713 3386 | 22786 j .2606 +2606 | 2606 

12 ©3763 | 23702 29348 | 2705 | .2512 02512 «2512 

13 23775 | 3711 ©3354 ©2703 22507 22507 | 22507 

4 ©3763 | .3702 ©3344 | .269 +2492 2492 2492 

15 03773 | 3771 ©3344 «2676 22474 02474 22475 

16 +3663 | «36 ©3242 | «2589 | -2393 +2393 +2393 

17 +236 | 22364 ©2359 | 22337 | -2389 +2389 +2369 

18 Pos eaTe 2381, | °-239 +2393 2393 +2393 

19 02344 | «2331 22306 | .2256 | .2241 +2241 | 22241 

20 232 } 22319 22305 |} 22278 | .227 227 227 

21 2309 | «2289 .2209 | .2068 | .2026 2026 2026 

22 2308 | .2295 228 9225 2241 224k +2241 

23 +2289 | 22292 (2072 | 52237 -| 2227 +2227 2227 

24 +2501 | 2293 e271 2284.1 | 22223 2223 ncoee 

525 «229 | .2292 +2292 | 2292 | .2292 .2292' | .2292 

26 ©2282 | .2271 -2209 | .2103 | .2072 +2072 +2072 

27 +2278 2275 4 22269 | .2267 ©2267 2267 

28 ©2268 22183 | .2037 | «1994 +1994 +1994 

29 +2261 223 welys | e2157 2157 2157 

30 2269 2262 | .2251 | .2248 +2248 «2248 

31 ©2244 22158 | .2009 | .1966 1966 +1966 

32 2246 -2201 | .2121 | .2097 +2097 +2097 

33 2243 -2213 | .2161 | .2145 +2145 «2145             
  

 



Table 7.1L. Prediction of Usas from filter. 
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( g./sec.en’.°C.) 

  

  

            

TMs | Q=0 Qe or] as i.0 Q=10 Q = 100 | @ = 250] Adaptive. | 

MINS. i i 

0 3657 | 3657 | 3675 3657 | -3657 | 3675 | -3657 

1 ©3538 | 2352 | +35 3454 | 03442 | 23442 | «3442 

2 «3572°) 23557 23508 23498 | 23514 | «3514 | 3514 

3 2355 ©3544 | 63547 +3663 | .3707 | 3707 | .3707 

4 23442 3456 ©3594 2394 24042 «4042 24042 

5 -0762 | -.0829 | 21145 21633 | .1759 01759 | 1759 

6 23233 | 3189 | .3059 +2948 | 2934 +2954 | 2954 

1 -3241 | 43181 | .2983 +2820 | .2822 +2822 | .2822 

8 .3239 | .3172 | ..2978 +2854 | .2882 +2882 | .2882 

9 3183 j 3111 | 22923 «2797 | 2825 22825 | .2825 

10 23245 | .3165 | 2969 +2835 | .287 +287 +287 

11 +3245 | 23158 2965 -2821 | .2822 2822 | .2822 

12 -3162 | .3078 | .2896 +2784 | .2819 +2819 | .2819 

13,7 1.508 +2996 | .2641 2275 +2786 -2786 | .2786 

14 3 2927 +2804 +2734 | .2773 e27T3 2715 

15 .3072 | .2988 | .2864 02753 | 2777 | 2777 | 2777 

16 24033 | 23914 | .3747 23591 | .3626 | .3626 | -3626 

Ly pele Aile (pried 3909 +3858 | .3855 ©3855 | 23855 

18 04332 4193 24061 4035 24062 24062 24062 

19 2441 ©4254 | 4047 ©3967 | .3976 3976 3976 

20 04513 | 4317 | .4035 ©3924 | 63931 +3931 3931 

21 24562 04343 | 04 -3961 | .4036 4036 +4036 

22 +4562 | 24323 | .3969 +3932 | 63959 03959 | 3959 

23 2459 ©4314 23914 2384 23846 ©3846 +3846 

24 24489 | .4196 | .3783 ©3738 | 63758 23758 | 3758 

25 04563 | 423 03776 +3704 | «3709 ©3709 | «3709 

26 24592 | .4221 | 3709 23621 | 23637 ©3637 | .3637 

27 4275 | .3718 23617 | .3621 23621 | .3621 

28 +4203 | .3605 23532 | 3563 23563 | 3563 

29 4215 23595 2352 0353 2353 0353 

30 ©4199 | 3553 +3483 | .3495 23494 | 23495 

31 4171 | .3478 ©3401 | 23423 ©3424 | 3424 

32 +4164 23457 +3391 | «5405 23405 ©3405 

33 +4105 | .3405 +3379 | «3403 ©3403 | -3403       
 



Table 71M. Prediction of U 
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» from filter. 

  

  

  

      
    

  

c 

Time |Q=0] Q@= 0.1] Q= 1.0] Q= 10] Q = 100 

mins. | as ; 

0 |,or61| 0162 | 0162 ,o11| 016 |. 
1 0161} 016 0161 20162} .0162 

2  |.0162| .0162.| .0162 .0163| .0163 

3  {.0163| .0163 | .o161 | .o161) .0162° 
4 {0163 | .0162 | .0159 +0159} .0159 

5  |.0163| .0162 | .0155 0156 |  .0159 

6 .o21e | 0213 | .0189 0167} .0163 

1 .0196 | .0193 | .0178 0164} .0161 

8 .0179 | .0178 | .0173 0165} .0162 

9 ',0169 | .0169 | 0.127 10164} .0163 

10 |.0162 | 0162 | .0164 0162} .0161 

11/0156 | .0157 | 40161 0161} .0159 

12 |,o151 | .0152 | +0159 | .0162| 0262 

13 |.0146 | .0148 | .0158 | .0163| .0163 

14/0142 | .0244 | .0155 0162 | .0163 

15 |.0138 | .014 0151 016 | .0162 

16 |.0133 | .0135 | .0148 | .0159 | .0159 

17 -|.0257 | .0258 | .0247 0191 | .0176 | 

18.06 «| «0518 | .0295 | .0177) .016 
19  }.0361 | .0375 | 0295 | .0176 .0159 

20 |.065 0513 | .0295 | 0175 0158 | 

21 ).522 .0368 | .0295 | .0178| .0161 

22 |.0649 | .0482 | .0293 | .0178| 0161 

23 (40302 | .0362 | 0287 -0176 +0159 

24 ne +0439 | 0285 | .0176 | -016 

25/4031 0362 | 028 +0174 | 40147 

26 1205 10402 | 028 | 10276 | 016 

27 0359 | .0277 | .0175 | .0158 

28 +037 | 0273 | +0176 | .016 | 

29 0359 | .0271 -0176 | 016 

30 0347 | .0266 .0174 | .0158 

31 +0336 0263 0175 | 20159 | 

32 +0331 | .0261 | .0174 | .0158 

33 | 032 | .0257 +0175 | .0159 | 

Ki J./seceem.°C.) 

Q = 250 

.0161 
0162 
0163 
0161 
20162 
“0159 
0163 
0161 
0162 
0163 
0161 
0159 
0161 
0163 
0163 
0161 
0159 
0176 
016 
0159 
0158 
0161 
0161 
0159 
016 
20157 

016 
0158 
016 
016 
0158 
0159 
0158 
0159 

  

  
| 

| 

Adaptive. 

| 0162 
-0162 

0163 

20161 

20162 

-0159 

20163 

20161 

20162 

0163, 

20161 

20159 

20161 

0163 

0163 

0161 

20159 

0176 

2016 

20159 

-0158 

20161 

0161 

0159 

016 

20157 

2016 

0158 

016 

016 

0158 

0159 

20158 

20159 
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Table 7.3A. Estimates of ™(2) from On-line Hxperiment. 

  

  

  

  

(.) 
Time} Estim-) Measure Fredict-|| Time | SERRE goa sures Predict— 

minss ate ment | ion, | mins| ate. | ment ion. 

0 44.42 44.42 | 44.42 | 28 | 46.82 46.83 47-43 

1 | 44.45 | 44-45 44.42 29 | 46.92 | 46.93 | 47.29 
2 | 44.47 | 44.45 .| 44.35 || 30 | 47. AT 47.75 
3 | 44.48 | 44.48 | 44.42 || 32 | 47-1 | 47.2 | 47.62 
4 | 44.49 | 44.49 | 44.39 |} 32 | 47-15 | 47-14 | 46.99 

5 | 44.54 | 44.55 | 44.45 | 33 | 47.18 | 47.18 | 47.56 
6 | 44.57 | 44.58 | 44.3 |] 34 | 47.25 | 47.22 | 47.72 
7 | 44.64 | 44.64 | 44.43 i 35 | 47.33 | 47.32 | 48.57 
8 | 44.67 | 44.67 | 44.4 || 36 | 47-43 | 47-44 | 48.18 
9 | 44.68 | 44.68 | 44.41 || 37 | 47.61 | 47.61 | 47.95 
ro | 44.43 | 44.41 | 45.31 ll 38 | 47.73 | 47.73 | 48.24 
av | 44.15 | 44.15 | 44.96 || 39 | 47.82 | 47.83 | 47.66 
12 | 45.93 | 43.93 | 44.76 || 40 | 47.68 | 47.88 48.12 

13 | 43.75 | 43.75 | 44.72 || 41 147.91 | 47.93 | 46.82 
14 | 43.65 | 43.65 | 44.59 i 42 | 48.03 | 48.03 47.2 

15 | 45.57 | 43.57 | 44.51 || 43 | 48.1 | 48-1 | 47.08 
16 | 43.48 | 43.48 © 44.59 \ 44 | 48.08 | 48.08 47.03 

17 | 43.47 | 43.48 | 44.48 I 45 | 48.39 | 48.38 | 48.13 
18 43.85 43.88 42.97 | 46 49.5 49.51 48.28 

19 | 44-49 | 44.48 | 44.46 ! 47 | 50.8 50.73 54.79 

20 45.09 45.08 i 45.99 | 48 SL eTT 51.82 52.15 

21 | 45.56 | 45.54 | 46.69 || 49 | 52.72 | 52.73 | 51.87 
22 | 45.93 | 45.93 46.85 I 50 | 53.44 | 53.45 | 52.42 
23 | 46.18 | 46.2 A555, = Hebd | 55096-1115 53.97 51.88 

24 | 46.38 | 46.56 | 44.29 | 52 |54.4 | 54.39 | 53.12 
25 | 46.59 | 46.56 47.25 | 53 |54.7 | 54.7 53.01 
26 | 46.68 | 46.68 | 47.32 || 54 |54.75 | 54.75 | 52.5 
27 | 46.78 | 46.78 47.63 || 55 |55.12 | 55.11 | 53.85         
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Table 7.38. Estimates of T(10), from On-line Experiment. (°c.) 

Time | astim- | Measure- | Predict- || Time | Estim- | ieasure-| Predict- 

mins.| ate. ment. ion. mins. ate. ment. ion. 

0 | 47.85 47.85 47.85 ga) |--52655 . |" 51.51 51.62 

1 | 47.86 47.9 47.86 29/9) 51.77 | 51.76 51.83 

2 | 47.78 47.91 47-87 || 30 | 51.87 | 51.86 51.9 

3 | AT.8 47.88 47.61 | 31 51.9 51.89 51.69 

4 47.85 47.93 47.85 32 51.89 51.89 51-95 | 

5 47.84 47.95 47.84 ee 52.01 52.01 52.04 | 

6 | 47.94 47.96 47-42 © || 34 9" S201 52.09 52.11 

u 47.94 47.97 47.68 | 35 52.15 | 52.15 52.13 | 

8 | 47.98 47.98 47.61 | 36 | 52.27 } 52.3 52.31 | 

9 46.51 47.49 47.52 131 | 5es59 52639 52.45 

10 | 47-39 47.4 47-34 28 52.42 52.42 52.41 | 

11 | 47.23 47.23 47.223 HOD 52.51 52.51 52-52 | 

12) 147.23 41.25 | 47.22 | 40 | 52.5 52.5 Sob oan 

13 147.22 47.23 | 47-18 | 41 | 52.59 | 52.59 52.58 | 

14 147.17 47.19 | 47.12 | Ay \oG267L | 52072 ben(leg 

15 |47-14 47.15 ° | 47.11 45° | 52.77 | 52-77 beets | 

16 | 47.07 47.06 | 47.04 | 44 | 52.81 | 52.8 52.85 

17 {47.26 47.23 | 47.28 | AD | 52255 55.55 55-54 | 

18 {49.95 | 49.91 49.96 | 46 | 57.91 | 57.9 58.02 

19 50,48 50.46 50.57 | 47 58.56 58.45 56.69 

20 150.83 50.81 50.91 | 48 | 59.03 | 59.01 59.17 | 

| 21 [50.97 | 50.95 | 51.07 || 49 | 99.58 | 59-55 | 59-66 | 
ji. 22/0 153.21 51.19 51.28 | 50 | 60. | 59.96 60.06 | 

t .23 151.32 51.3 51.39 | 51 | 60.19 | 60.18 60.26 | 

24 151.39 51.38 51.47 | 52 | 60.41 | 60.39 60.46 | 

25 [51.45 | 51-43 | 51.52 |/ 53 | 60.69 | 60.64 } 60.71 
26 151.5 51.48 51.56 | 54 | 60.72 60.72 60.76 

27 151.5 51.49 51.57 | 55 61.02 | 61.02 61.1 | 

 



Table 7.3C. Estimates of 1(11), 
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from On-line Experiments. Cod 

  

  

  

Time] Estim- |Measure- | Predict- | Pime| Estime- | Measure- | Predict- 

mins} ate. ment ion. mins, ate. _ ment. ion. | 

O | 28.2 28.1 28.11 26 | 28.92 28.93 21.76 

1 | 28.17 | 28.17 28.14 29 | 28.94 28.95 21.2 

2 | 28.29 | 26.28 28.55 30 | 29.03 29.02 19.94 

3 | 28.37 | 28.36 28.55 31 | 29.13 29.13 19.39 

4 | 28.46 } 26.46 26.56 32 | 29.25 29.25 19.48 | 

5 1 28.49 | 26.5 27.21 33 | 28.27 28.57 16.36 

6 | 28.51 | 28.51 28.99 || 34 | 29.34 29.4 17.06 

7 | 28.54 | 28.54 28.88 || 35 | 29.56 29.58 15.16 

8 | 28.65 | 28.65 28.99 36 | 29.73 29.73 14.77 

9 | 28.71 | 28.71 | 29-13 37 | 29.89 29.89 14.63 

lo | 28.72 | 28.74 27.72 || 38 | 30.03 30.05 13.71 

11 | 27.99 | 28.75 27.32 || 39 | 30-16 30.16 13.95 

12 | 28.85 | 28.85 26.8 i 40 | 30.2 30.22 12.81 

13 | 28.87 | 28.88 | 26.22 i 41 | 30.27 30.25 14.39 

14 | 28.87 | 26.68 | 25.6 | 42 | 30.29 30.3 13.59 | 

15 | 28.83 | 20.84 | 24.8 || 43. | 30.29 30.31 12.51 

16 | 26.61 | 26.83 | 23.86 | 44 | 30.25 30.25 11.39 

17 | 28.68 | 28.7 | 26.33 if 45 | 30.41 30.44 10626 ees! 

18 | 28.69 | 26.63 28.32 i 46 30.71 30.57 23.06 | 

19 | 26.57 | 28.54 | 30-46 {| 47 | 30.68 30.72 19.87 | 

20 | 25.52 | 28.58 26.49 || 48 | 30.96 | 30.94 22.01 | 

ai } 28.53 } 28.53 26.99 {| 49 } 31.27 } 321-27 | 22.81 | 

22 | 28.53 | 28.54 | 25.97 || 50 | 31.58 | 31-59 22.58 

23 | 28557. | 28.57 27.57 |i 51 | 31.99 31.98 24.34 | 

24 | 28.67 | 26.63 30.32 i 52 | 32.38 | 32.48 22.55 | 

25 | 28.64 - | 28.71 | 24.5 {| 53 | 32.79 | 32.78 23.24 

26 | 28.76 | 28.76 23.56 || 54 | 32.96 32.95 24.91 

27 | 28.82 | 26.83 | 22.51 || 55 | 33.42 | 33.45 22.31     
  

  

  

    
        
 



-269- 

  

  

  

  

Table 7.3D. Estimates of 1(13), from On-line Experiment. ( 265) 

Tine] Hstim-| Measure-| Predict-]| Time | Bstim-| Measure- |Predict- 

mins| ate. ment. ion. mins. ate. ment. ion. 

| 
0 26.25 | 26.25 26.25 28 26.33 26.33 25.91 

i)! | 26.29) | 26.268 26.25 |i 29 26.36 | 26.36 25.88 

2 26.38 | 26.38 26.38 1 30 26.6 26.6 25.8 

3 26.45 | 26.45 26.29 t 31 26.61 26.61 25-77 

4 26.36 | 26.36 26.29 oe 26.63 26.63 25.8 

5 26.42 | 26.42 26.29 33 26.77 26.78 25.66 

6 | 26.46 | 26.46 26.31 |) 34 26.92 | 26.92 25.64 

7 26.550) 20.50) 26.3 | 35 27.01 27.01 25.5 

8 26.57 | 26.58 26.351 | 36 27.41 27.15 25.48 

9 26.58 | 26.58 26.32 37 27.17 27-17 25.49 

10 | 26.57 | 26.58 26.21 38 27.12 27.15 25243 

11 26.73 26.73 26.19 | 39 27.28 27.28 24.99 

12 | 26.64 | 26.64 26.17 || 40 7.27 | 21225 25.39 

15 | 26.55 26.53 26.14 | 41 27.16 27.13 25.53 

14 26.48 | 26.48 26.11 | 42 27.24 27.25 25.45 

15: 26.31 26.31 26.06 | 43 27-39 27.4 25-43 

16 26.11 | 26.1 26.01 | 44 27.47 27645 25.47 

17 26.08 | 26.08 25.99 45 27.64 | 27.65 25429 

18 | 25.87 25-87 26.3 | 46 27.85, { 27.85 25.7 

19 | 25.99 | 25.99 | 26.42 || 47 | 268.17 | 28.12 | 25.77 

20 | 25.99 | 25.99 }- 26.29 | 48 28.57 | 28.59 25.92 

21 | 25.93 | 25-92 26519 49 28.97 | 28.98 26. 

22 | 26.04 | 26.05 26.14 |, 50 29.26 | 29.27 26. 

23 p 26.06 + 26.06 26.28 51 29.71. | 29.71 26.16 

24 26.07 | 26.07 26.5 | 52 30.01 | 30.02 26. 

25 | 26.16 | 26.17 26.06 | 53 30.41 | 30.41 26.07 

26 | 26.23 | 26.23 26.01 54 30.55 | 30.55 26.22 

27 26.25 | 26.25 25-93 | 5D 30.85 30.86 25.99                   
 



Table 7.33. 
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Estimates of 1(14), from On-line Experiment. (o.) 

  

  

  
  
  

    
          

  

  

Time Hstim-] Measure-] Predict-|| Time | Estim- 

mins. ate. ment. ion. mins.| ate 

0 38.07) 38.07 | 38.07 28 | 39.78 

1 38.1 | 38-1 38.07 29 | 39.89 

2 38.11] 38.11 | 38.1 30 | 39.98 

3 38.1 | 38.2 38.11 31 | 40.04 

4 36.15) 38.15 | 36-11 32 | 40.15 

5 38.16) 38.18 | 38-15 | 33 | 40.25 

6 38.19, 38.19 | 38.16 | 34 | 40.32 

7 38.2 | 36.2 38.19 35 | 40.33 

6 38.19] 38.19 | 38.19 | 36 | 40.41 

9 38.22] 38.22 | 38.2 || 37 | 40-46 

WA0 38.24] 38.24 | 38.21 || 38 | 40.54 

11 38.2 | 38.19 38.22 | 39 | 40.65 

12 | 738-2 38.2 | 38:2 { 40.72 

13 38.22) 38.22 | 36.21 | | 40.87 

14 38.18| 38.18 | 36.21 | 42 | 41.03 

15 38.13] 38.13 | 38.18 | 43 | 41.04 

16 38.04] 38.04 | 38.11 | 44 | 41.06 

17 36. | 38.01 | 38.01 45 | 42.42 

ie | 36.22| 36.24 | 38.02 | 46 | 41.97 | 

19 | 30.45} 38.45 | 36.26 | 47 | 42.42 
20 | 38.65) 36.65 | 38.54 | 48 | 42.89 

21 | 38.89} 36.868 | 38.65. | 49 | 43.36 

22 39-05| 39.05 | 38-81 | 50 | 43.85 

23 | 39.02] 39.21 | 39-2 | 52 | 44.18 

24 | 39235} 39-35 | 39-27 | 52 | 44-55 

25 | 39-47) 39.47 | 39-34 | 53 | 44-86 

26 39.57| 39-57 | 39-51 54 | 44.98 

21 | 39.66) 39.66 590901) i) 55 45.42 

  
| 

Measure-| 

ment. 

39.78 

39.88 

39-98 

40.04 

40.15 

40.25 

40.31 

40.33 

40.41 

40.47 

40.55 

40.68 

40.72 

40.88 

41.05 

41.04 

41.06 

41.44 

41.99 

42.42 

42.94 

43.36 

45.85 

44.19 

44.55 

44.88 

44.98 

45042 

ion. 

39.71 

39-19 

39.9 

40. 

40.05 

40.15 

40.25 

40.32 

40.34 

40.45 

40.52 

40.59 

40.67 

40.72 

40.89 

41.03 

41.04 

41.1 

41.53 

41.97 

42.49 

42.98 

43.36 

43.86 

44,18 

44.55 
44.88 

45.03   

Predict- 

  

  
 



Table 7.3F. Estimates of M(8), 
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from On-line Experiments. 

  

  

            
  

      

( gm./sec.) 

| Time | Estin- | Measure- Predict- | Time | Estim- lMeasure- | Predict- 

nins.| ate. ment. ion. | mins.| ate | ment | ion. 
- oar cae ; 

0 15.3 15.3 15.3 28 32.57 i 32.55 31.92 

1 15.07 15.07 15.65 29 32435 52434 52.15 

eu toees 15.22 15.64 30 32.4 | 32.41 31.26 

5 15.27 15.24 15.64 31 32.44 32.44 | 31-17 

4 15.28 15.28 15.63 32 32.63 | 32.82 | 33.18 

9 15.35 | 15.36 15.61 | 33 52.93 | 32.94 | 32645 

Ge 14.94 | 14.3 15.61 34 | 32.98 | 32.98 | 32.36 

ff 15.3 15.21 | 15.62 35 51.6 | 31.6 | 30.6 

8 15.13 15.13 15.11 | 36 30.66 30.65 30.15 

9 15.11 15.11 15.11 i af; 30.61 | 30.61 | 30.15 

10 | 28.51 | 26.69 | 15.6 | 38 | 30.44 | 30.44 | 29.68 

ll 28.35 28.22 26.14 39 30.59 30.57 30.97 

Le 28.14 28.13 26.37 | 40 26.83 | 26.83 30.2 

13 28.14 28.14 26.35 } 41 27.11 27.12 30.19 

14 27.97 27.9 26.33 | 42 27-14 27.15 29.76 

ae 27.94 27.94 26.34 | 43 26.6 26.59 30.2 

16 28.2 28.2 26.34 44 30.53 | 30.58 30.04 

17 28.1 28.1 26.36 h 45 25.12 23.94 30.83 

re | 31.26 | 31.3 26.37 | 46 | 33.59 | 33-76 | 26.75 

| 19 30.56 | 30.47 33.06 \ AT 27 Oba 2s L, 25.61 

20 32.25 32.27 32.66 | 48 26.24 26.25 25-51 

21 | 32.46 | 32.47 32.31 | 49 | 24.7 24.66 26.89 

22 32.45 52.45 31.68 | 50 21.84 21.83 25.51 

23 28.26 28.25 51.7 ax 24.85 24.89 26.04 

24 24.16 24.11 31.66 | 52 24.23 24.22 25.7 

a5. 32.45 32.54 32564 55 21.67 21.63 26.24 

26 32.51 32.52 31.75 54 26.25 26.3 26.58 

27 52.58 32.58 31.79 Peo 25499 25.54 26.41   
 



Table 7.36. Estimates of H, 
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from On-line Experiments. ( cm.) 

  

  

  

Time + Estim- | Measure-| Predict- | Time Estin- | Measure- 4 Predict- 

mins. ate. ment. ion. mins. ate. ment. ion. 

0 36.61 36.61 36.61 9728) 5256.5. 56.5 55.54 

1 36.87 36.88 36.61 29 57.46 57.46 56.51 

2 37.26 | 37.26 36.87 30 59.05 59.06 57.46 

3 37-26 37.63 37-26 BE D989 59-78 59-05 

4 37.86 37.86 37.63 32 60.64 60.63 59.79 

5 38.25 38.25 37.86 33 62.09 62.1 60.64 

6 38.77 38.77 38.25 34 63.34 63.34 62.12 

Te 39-01 396 38-77 35 64.23 64.23 65.34 

8 39.26 39.26 39.01 36 © 65.19 65.19 64.32 

9 39.68 39.68 39.26 37 ©6593 65.93 65.19 

“10 | 40.71 | 40.71 39.68 38 66.6 66.59 65.93 

n 41.83. | 41.83 | 40.72 39 67.69 67.69 66.6 

12 42.42 | 42.41 41.81 | 40 68.45 68.45 68.4 

13 43.65 | 43.56 | 42.42 | 41 69.06 69.06 68.4 

14 | 44.45 | 44-45 | 43.59 | 42 69.99 | 69.99 | 69.13 
15 45.28 | 45.27 | 44.41 | 43 .71-36 71.37 69.04 

16 46.1 ‘| 46.03 | 45.28 1 44 72.32 TLS 71.34 

Ae \ea7-27 | 47.27 aGete 45 73.05 73.05 72.31 

18 48.07 48.06 | 47.26 P46 74532 14.33 73.01 

19 49.56 | 49.57 48.09 | 47 75-45 75245 14.38 

20 | 48.99 48.96 | 48.98 48 76.56 76.56 76.56 

21 | 48.77 | 48.78 | 48.98 | 49 77-49 | 77-49 | 76-57 
22 56.18 56.2 | 49.77 50) 78.12 78.11 17-49 

23 51.36 51.35 | 50.18 51 78.81 78.32 78.82 

24 | 52.26 | 52.25 | $1.36 {$6 99.37 79.14 79.19 

25 | 53-51 | 53.52 | 52.56 |-53 719.87 | 79-87 | 79-16 
26 54.68 | 54.68 | 53.52 | 54 80.29 80.28 19.87 

27 | 55.54 | 55.54 | 54.67 | 55 80.35 80.35 80.29 
| |   

      

    
  

 



oo se 

    

  

  

  

Table 7.3H. Predictions of Ni(4), from On-line Experiment. 

( g./sec.) 

Time Prediction | Time Prediction 

mins. | mins.j 
I t 

| 
0 11062, es ||\ Bea 1.211, 
1 1.063 || 29 1.261 
2 be i072 30 1.221 

5 eile S1s076) wal ou oa 1.222 
4 1.082 | 32 1.224 
5 1.092 | 33 1.224 

ie 1.094 34 1.23 
jae 1.108 35 1.241 

| 8 1.109 | 36 1.249 

eae 1.109 | 37 1.261 
10 1.082 1 38 Ie e72 

es 1.064 | 39. 1.277 

tea, 1.037 } 40 1.28 
petens 1.016 41 1.281 

14 1.007 | 42 1.29 

} 15 1.006 | 43 1.297 
16 1,003 | Ah 1.297 

17 0.996 | 45 1.311) 

18 1.032 46 1.572 
19 1,061 | 47 1.613 
20 1.137 i 48 1.683 
21 1.16 H 49 1.729 
22 1.183 | 50 1.804 

23 1.204 | 51 1.842 
24 1.205 52 1.899 
25 1.207 53 1.903 
26 1.208 54 1.904 
oye yell 55 1.928            
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“able 7.31. Predictions of M(10), from filter. ( em./sec.) 

  

  

  
  

  
    

      

Time Prediction. Time Prediction. 

mins. mins. 

° 5.481 28 5.694 

1 5.491 29 5.699 

2 5-493 | 30 5-703 

5 5.495 Su 5.711 

4 5.506 | 32 5.712 

D T5eohT lr op 5.723 

6 5.518 \| 34 5.725 

1 5.52 1 28 5.738 

8 5.521 | 36 5.802 | 

9 5.521 | 37 5-911 

10 5.486 \| 38 5.903 

11 5.463 | 39 5.921 

12 5.432 i 40 | 5.92 

13 5.411 i Aly Ve 5-921 

14 5.409 i 42 | 5.941 

15 5.409 | 43 | 5.949 

16 5.409 | 44 | 5.947 

fiat 5.397 45 | 5-947 | 

18 5.433 | 46 | 5.944 

19 5.461 47 6.327 

20 5.526 | 48 | 6.518 

al 5.583 | 49 6.708 

22 5-591 50 6.772 

25 5.621 | SL 6.831 

24 5.684 i| 52 6.904 

25 5.692 | 53, | 6.948 
26 5.687 | 54 6.941 

27 5.694 He 7.03 
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Table 7.33. Predictions of Ups from On-line Experiments. 
  

( J./sec.en=.°C) 
  

  

    

  

ane Prediction {| Time Prediction. 

mins. | mins. 
} 

° -0559 || 28 0598 

fl 10549 i} 29 0625 

2 .0556 ~—s«t|—««30 .0606 
3 +0558 31 +0554 

4 0562 W352. 0598 

5 +0543 33 -0605 

6 2055517 Fil 234 +0691 | 

1 10551 |}. 35 |” «£0637 
8 +0551 | 36 |  .0592 | 

9 .o7e4 = || 37:'|| ~—«.0609 | 

10 0754 Hon 3Oe by 0552 

n 074 39 | 0586 

12 0741 | 40 \ 046 

13 | 0728 42 0478 | 

ae aieet eee O26 } 42 | .0468 | 

jeeeas tee ogd2 Pee as) bun 0457 
16 | 0735 || aa | .0559 | 
17 | 0546 1 45 | «40406 | 

18 0514 46 0813, | 

19 7) 7.0585 | 47 0487 | 

20 0619 | 48 0433 

a1 |) 0615 i 49 | -0424 
22 | — .0469 50 .0361 | 

23 +0365 51 | — .0425 

240 beg 2061U 52 04 

25 | 0612 53 0351 

26») 4064 54 0441 

27 .0618 55 .0421       
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Table 7.3K. Prediction of Vans from On-line Experiments. 
  

( J./sec.em*.°C.) 

  

  

    
    

  

Time Frediction. Time Prediction. 

ba mins. 

0 1655 28 +2137 
a: 1686 29 2023 

2 .1664 30 +2106 

3 +1657 oe 22453 

| 4 +1646 32 | 32155: 

5 +1705 He see al eol zg 
6 1667 34 | 21814 

1 1681 i} 35 | 1966 

8 .1682 36 +2128 

; 9 | +1395 7 NY es 2057 
aie) +1451 | 38 +2317 
Bl | 1447 | 39 +2158 

} 12 ; +1474 | 40 .2782 

13 | +1499 | 41 +2659 

| 14 .1502 il 42 2215 
| 45 +1466 i 43 .2808 

| 16 1479 } 44 | .2296 

| a7 12243] 45 | «3226 
| hase ener: Sit gdb ee S509 
fae 1g rome 215) Ay ac275T 

CORy eam o2025 i ABs) -2192 
| 21 | 2042 i 49 | 0.3226 

| 22 ng =] 50 | 3863 
23 | 3583 i 51 | 3273 

24 +2072 it 52 } +3509 

25 .2072 } 53° | .4051 
26 +1968 |) 54 j 5169 
27 | 2058 | 55 | +3368   
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fable 7.3L. Predictions of Usas from On-line Experiments. 
  

( g./sec.em*.°C.) 
  

  

  

  

  

    

Time Prediction, Time Prediction. 

mins. mins. 

0 25919 28 +5706 
1 5957 29 +5949 

2 +5883 30 +5665 | 
3 25905} 31 6003 | 
4 603 ' 32 «9734 

5 +6037 33 29975 

6 603 34 25014 | 

Loe | (ete 2290 came 6462 | 
8 259252. | 36 | 66059 0) 
9 5566 | 37 26294 
10 5801 | 38 6121 | 

| i 5901 139 36275 6s 

12 6107 || 40 6747 | 
3 m4 ff om | 6593 | 

| 14 +8995 | 42 | -6887 | 
15 oo5 AA lenes 648 | 
16 6083 |} a4 6263 | 
17 -6792 \ 45 | .6057 | 

i 18 +5896 He Ao eal +3024 | 

1g -547 |) 47 | .a635 | 
20 25309 || 48 4956 | 
21 5461 , || 49 5021 | 
Baie -625 } 50) | s\atuetr 5662) bat 
25] +7189 i 51 5073 f 

24 2543 I 52 #5404 | 

25  DDOR Sie plan 53 5961 | 
26 +5417 | 54 +4995 
27 5604 | 55 | wt | 

= Lt i uy    
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Table 7.3M. Predictions of Vos from On-line Experiment. 
  

( g./sec.em*.°C.) 
  

  

  

give | PREDICTION. | TIME | PREDICTION. 

MINS. KINS. 

0 +015 28 .0155 

1 0149 29 0156 

2 015 30 .016 

3 eO151- = 31 2016 

4 0149 32 .0159 

5 .0149 33 0162 

6 20149 34 ~0164 

1 +0151 35 0165 

8 015 | 36 0167 

2 2015 37 -0167 

10 015 | 38 .0165 

1 20154 39 0167 | 

12 0153 . 40 .0167 

13 +0152 41 0164 | 

4 0153 42 0165 

15 | 0152 43 0167 | 

16 015 44 20169 

7 0152 45 20169 | 

18 0148 | 46 0168 i 

19 .0151 47 .0172 

20 +015 48 0175 

a1 015 49 . 0176 

22 +0152 50 .0177 

23 +0152 51 .0179 

24 +0151 52 .018 

25 -0153 53 +0161 
26 +0154 54 0182 

27 +0154 55 20182         
 


