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SUMMARY 

The Fermentation Industries are currently concerned with a number of 

large-scale processes, including single cell protein production, effluent 

treatment, and the production of alcoholic beverages. Successful design 

and optimisation of these new systems is becoming increasingly dependent 

upon the availability of mathematical models for use in simulation studies. 

The research described in the thesis has been concerned with the 

analysis and modelling of some of these microbial processes, in 

particular those involving tower fermenters. Because of the nature of 

such processes the work has involved considerable interaction between the 

basic disciplines of chemical engineering and microbiology. 

Models of specific aspects of tower fermentation processes are 

developed in the earlier sections of the thesis, including: 

(1) a model to describe liquid-phase mixing in bubble columns and 

tower fermenters; 

(2) an empirical method for predicting mixing parameters for both 

the backflow stirred tanks model and the axially-dispersed 

plug flow model; 

(3) a theoretical model describing oxygen mass transfer in bubble 

columns and tower fermentation systems; 

(4) a detailed review of deterministic kinetic models for microbial 

processes; 

(5) a brief review of continuous culture theory and mathematical 

descriptions of transient microbial behaviour; and 

(6) analysis and modelling of the batch beer fermentation process.



The application of these concepts to the development of comprehensive 

models for tower fermentation systems is considered in the latter part of 

the thesis. First, a model describing a continuous beer fermenter is 

developed, and second, consideration is given to the design and modelling 

of aerobic tower systems. These models have been useful int (1) directing 

current experimental programmes, and (2) high-lighting areas where more 

research effort is needed. It is hoped that ultimately the models will 

be suitable for the scale-up, design and optimisation of tower 

fermentation systems.
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2. 

1.1 FERMENTATION AND THE DEVELOPMENT OF BIOCHEMICAL ENGINEERING 

Fermentation can be defined as "any purposeful microbial activity", 

though GADEN (1955) - from an engineering viewpoint - prefers the 

definition! "chemical reactions catalysed by enzyme systems which, in 

turn, are produced during the growth of microorganisms". Since 

World War II the fermentation industry has assumed great importance due 

to the discovery and subsequent large-scale manufacture of antibiotics 

such as penicillin and streptomycin. Other fermentation products of 

current economic importance include alcoholic beverages, cheeses, yeast, 

flavouring agents, organic acids, amino acids, bacterial insecticides, 

steroids, vitamins, and enzymes. 

The development of such processes has resulted in the birth of 

biochemical engincering ~ a "marriage" of microbiology, biochemistry, and 

chemical engineering. Biochemical engineering is a technology that 

applies science to the design, construction, and operation of biological 

process systems. Within this area of technology, the role of the 

engineer is becoming increasingly important due to the switch from batch 

to semi-continuous and fully continvous processes. Biochemical 

engineering is now being applied to the development of large-scale waste 

treatment and biomass production systems as well as to traditional 

fermentation processes. Currently a number of 100,000 t.p.a. Single Cell 

Protein (S.¢.P.) plants are being designed and constructed in many parts 

of the world to alleviate food shortages. ‘The need for efficient design, 

control, and optimisation procedures is now greater than ever before. 

Concurrently with the progress in the fermentation industry, there
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has been a rapid advance in computer technology during the last twenty 

years. This has resulted in the development of sophisticated design, 

control, and optimisation procedures for chemical plants. Such techniques 

are now being applied to biochemical processes, as can be seen by the 

recent spate of publications on this topic. Current interest in 

continuous fermentation systems also suggests that computers will play a 

more important role in the future of the fermentation industry. These 

developments in biochemical engineering and computer technology have 

created a need for mathematical models of fermentation processes. 

1.2 MATHEMATICAL MODELS 

Mathematical models are often used to predict the behaviour of a 

system. They may be based on either theoretical or empirical knowledge 

of a process, or a mixture of both. In the case of biochemical systems, 

complete understanding of the physical, chemical, and biological 

mechanisms involved is unlikely and, consequently, empirical relationships 

abound. Such models are therefore simplifications of the systems they 

represent and have limited applicability since not every factor cen be 

considered. According to BOX and HUNTER (1962): "No model can give a 

precise description of what happens. A working theoretical model, 

however, supplies information on the system under study over important 

ranges of the variables by means of equations which reflect at least the 

major features of the mechanism". 

Models are complementary to experiments and can never be a complete 

substitute. Fermentation experiments are expensive and time-consuming, 

and therefore computer simulations of such systems can save both time and



money? but all models contain parameters which must be estimated 

experimentally. Careful planning (4c. experimental design) can reduce 

the number of experiments required, but it must be remembered that a model 

is only as good as the data employed for parameter estimation. 

Simplicity is a key feature of many mathematical models. Whilst 

recognising that the more complex a model is the more accurate it is 

likely to be (i.e. more factors are taken into account) y it should also be 

realised that a complex model requires estimation of a greater number of 

parameters. Most models, therefore, are likely to be "tailor-made" for 

a particular process and, in general, they are not applicable to a wide 

range of systems. 

Currently there is emphasis upon the use of mathematical models for 

the design, control, and optimisation of fermentation processes. Models, 

though, are also veeful in research and can provide insight into, for 

instance, the behaviour of microorganisms. An example of this is the 

batch beer sugar utilisation model described in Section 6. 

In conclusion, mathematical models can be used as a rapid and 

inexpensive alternative to part of an experimental programme, but before 

use their limitations must be fully appreciated. Simulation studies are 

also a useful means fop aiding the design and optimisation of fermentation 

Processes, particularly in cases where process control is an integral part 

of the system. 

1.3 SIMULAPION, OPTIMISATION, AND CONTROL OF BIOCHEMICAL PROCESSES 

Many of the mathematical models developed in the field of biochemical 

engineering have dealt exclusively with microbial kinetics. These models



will be outlined and discussed in Sections 4 and 5. Currently, though, 

there is much interest in models encompassing total fermentation systems. 

Such models are now being used for the design, optimisation, and control 

of fermentation processes. An excellent review by NYIRI (1972) discusses 

the applications of computers in biochemical engineering. Many of the 

publications cited are concerned with simulation of biochemical systems; 

others refer to both off-line and on-line computer control of fermentation 

processese Recent international symposia (4th International Fermentation 

Symposium, Kyoto, Japan, March 19-25, 1972; 1st International Symposium 

on Advances in Microbial Engineering, Marianske Lazne, Czechoslovakia, 

August 28 - September 1, 1972; 4th International Conference on Global 

Impacts of Applied Microbiology, Sec Paolo, Brazil, July 22-27, 1973) 

have also reflected the current interest in mathematical analysis of 

biological processes. Some-of the significant publications regarding 

mathematical applications to biochemical systems are reviewed briefly in 

the following sections. For clarity the topics of simulation, 

optimisation, and control are treated separately. 

8. tio: 

Possibly the best paper to date regarding simulation of fermentation 

systems is that of CALAM et alia (1971), who relate the principles behind 

the modelling of biochemical processes with particular reference to the 

griseofulvin fermentation, FREDERICKSON ct alia (1970) have also 

published an excellent paper describing the construction of models of 

fermentation processes; their review of kinetic models is of particular 

merit. Systems engineering techniques have been used by



YOUNG et alia (1969, 1970, 1973) to establish a dynamic mathematical 

model of a chemostat. Other papers-of note regarding process 

simulation are those of MAXON et alia (1966), KOGA et alia (1967), ana 

CHEN et alia (1968). 

Optimisation 

During recent years many publications have been concerned with the 

optimisation of fermentation processes. One of the earliest was that of 

FAN and WAN (1963), who applied the discrete maximum principle to a 

stagewise biochemical reactor system to optimise metabolite production. 

WEN et alia (1967) extended FAN'S work to include recycle. 

Many papers have been concerned with optimising the penicillin 

process. CONSTANTINIDES et alia (1970, 1972) determined optinun 

temperature and pH profiles. CALAM and RUSSELL (1973) end FISHMAN et alia 

(1972) were concerned with optimising penicillin yield by adjusting the 

pattern of substrate feed addition. 

TOPIWALA (1972) has discussed the. optimal design of fermentation 

systems and BLANCH and ROGERS (1972) have developed an economic function 

for the optimisation of the continuous Gramicidin S process. Optimum 

dilution rates for maximum productivity in hydrocarbon fermentations 

have been studied by ERICKSON et alia (1972c). The paper by SCHRODER 

and WEIDE (1972) concerned with the optimal medium composition for high 

growth rates of yeast is also worthy of note. 

Control. 

One of the first publications regarding control of fermentation 

processes was that of FULD (1960) , Who discussed the use of pH and
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temperature controllers in biochemical systems. Extending FULD'S work, 

HARRISON and HARMES (1972) considered the monitoring of all fermentation 

parameters and the consequent implications for computer controle A paper 

by CORRIEU et alia (1972) describes the use of the computer for data 

acquisition and handling in the fermentation industry. CORSO (1972) has 

developed an on-line monitoring and control system for a chemostat. 

Other papers discussing computer control include those of YAMASHITA et alia 

(1968), MYIRI et alia (1972), and FLYNN (1972). 
Many publications have been concerned with the optimal control of 

fermentation processes, including those of HO and HUMPHREY (1970), 

MUZYCHENKO et alia (1972), and RYU and HUMPHREY (1975). Further 

utilisation of modern control theory is made by WEINRICH and LAPIDUS (1972), 

who describe a parameter adaptation control policy for a biochemical 

reactor, and by SVRCEK et alia (1974) who apply the Kalman filter state 

estimation technique to a chemostat system. 

1.4 FERMENTER TYPES 
The most common type of fermenter is the stirred tank reactor 

(S.1.R.) - a tank agitated by a suitable mixing device. An alternative 

to the S.T.R. is the tubular reactor. This can be operated in either a 

horizontal or vertical position, and may contain baffles or perforated 

Platese Sometimes a central shaft is fitted with paddles for agitation 

purposes. Other types of tubular reactors may contain packed or fluidised 

beds of insolubilised enzymes. 

Fermentations may be carried out in either aerobic or anaerobic 

Conditions. Aerobic fermentations require a constant supply of air or



oxygen and in such cases the fermenters must be equipped with aeration 

devices. In vertical tubular reactors air is generally bubbled into the 

fermentation broth through a perforated plate or sintered glass 

distributor. In other types of fermentation vessel the aeration device 

is often more complex. The amount of oxygen which can be supplied to the 

microorganisms is frequently a limiting factor in fermentation process 

systems! consequently, the design of the aeration device is of prime 

importance. 

Fermentation processes may be batch, semi-continuous, or fully 

continuous. Jn recent years there has been a trend away from batch 

processes, even in perhaps the most conservative of the fermentation 

industries, the brewing industry. The technology resulting from the 

development of large-scale waste-treatment and biomass processes should 

benefit the whole of the fermentation industry and speed the switch from 

costly batch systems to more efficient continuous processes. 

Continuous fermenters may be classified as either open or closed 

systems. An open system is one which allows the microbial phase to escape 

freely with the effluent medium. A closed system is so-called because 

the cells are artificially retained by the fermentation system. No 

system can be truly closed at steady state unless there is no growth of 

the microbial phase (e.g. insolubilised enzymes attached to porous solid 

particles in a tubular reactor). 

Stirred tank reactors and horizontal tubular reactors are normally 

open systems. Sometimes, however, S.1.R.'s are fitted with a device 

which separates microorganisms from the effluent and returns them to the
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fermenter: such systems are classified as partially-closed. Vertical 

tubular reactors also belong to this categorys whilst they may appear 

to be truly open, there is generally a sedimentation effect which prevents 

some of the solid microbial phase from leaving the fermenter. This facet 

is an important feature of the tower fermenter - a special type of tubular 

reactor which is described in more detail below. 

1.5 THE TOWER FERMENTER 

The simplest form of tower fermenter is a vertical tube; substrate 

is introduced near the base and removed at the top. For aerobic 

operation sterile air may be introduced at the bottom through a perforated 

plate or sintered glass distributor. An expansion section may be fitted 

near the top of the tower fermenter to (1) reduce foaming, and (2) 

encourage retention of the microorganisms (i.e. by reducing liquid 

superficial velocity and thus suppressing fluidisation). To control 

temperature an attemporator jacket may be fitted around the column. 

The tower fermenter was originally developed by the A-P.V. Company 

(Crawley, Sussex) for continuous beer production (see figure 7-1. p201). 

Early work with this system is described by KLOPPER et alia (1965). 

Commercial experience is summarised by AULT et alia (1969), and 

engineering aspects of the process by ROYSTON (1966a, 1966b) and SHORE 

and ROYSTON (1968). Publications by GREENSHIELDS and SMITH (1971) ana 

SMITH and GREENSHIELDS (1972, 1974) describe the work carried out at 

Aston University with tower fermentation systems. A review by 

GREENSHIELDS and SMITH (1974) assesses commercial applications of the 

tower fermenter: besides continuous beer production, tower fermenters
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have been used to manufacture alcohol, vinegar, citric acid, and biomass. 

Systems similar to tower fermenters have been investigated by a 

number of other workers. KITAI et alia (1969a, 1969b, 1969c, 19694, 

1969e, 1970) and PROKOP et alia (1969) used a tower fermenter containing 

a number of perforated plates (ise. compartmentalised). An elementary 

model of a multi-stage tubular system is reported by ERICKSON et alia 

(1972a, 1972). FALCH and GADEN (1969, 1970) have used an agitated, 

counter-current, multi-stage device and developed a model of the system. 

A comprehensive review of tubular fermentation systems is presented 

by JAMES (1973). 

1.6 THE AIMS OF THIS RESEARCH 

The Tower Fermentation Research Group (@.F.R.G.) at Aston University 

consists of two groups of research students: (1) Chemical Engineers 

working under Dr. E. L. Smith, and (2) Biological Scientists under the 

direction of Dr. R. N. Greenshields. The aim of the group is to assess 

and develop the potential of the tower fermenter. Tower fermentation 

systems have been operated both batchwise and continuously at Aston, and 

the processes investigated include metabolite production, biomass 

formation, and waste treatment (see figure 1.1). These systems have 

involved the use of pure cultures of yeasts, bacteria, and filamentous 

fungi, and also mixed species of microorganisms. 

To date most of the development work with tower fermentation systens 

has been carried out entirely on an experimental basis with little or no 

regard paid to theoretical aspects. During the last few years T.F.R.G. 

has carried out much experimental work relating to various physical and
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biochemical aspects of tower fermentation systems (see figures 1.1, 172), 

The aim of the author's work is to utilise the available data to develop 

mathematical models of fermentation processes, in particular those 

involving tower fermenters. It is hoped that these models will lead to 

a better understanding of the behaviour of tower fermentation systems. 

Ultimately, it is intended that the models developed will be useful for 

design, control, and optimisation purposes (see figure Teh) 

Research leading to the award of a Ph.D. degree is regarded by the 

author as training rather than "research for the sake of research", In 

addition, the thesis has been written with a view to being of immediate 

use to a chemical engineering graduate with no previous training in 

microbiology or biochemical engineering. For these reasons the bulk 

of the thesis is concerned with introducing the reader to various 

modelling concepts. later sections in the thesis illustrate applications 

of these modelling concepts to real fermentation systems, in particular 

the tower fermenter and the brewing process. A scheme of the thesis 

is shown in figure 1.4 and explained below. 

1.6.1 Description of Thesis Scheme 

Individual sections of the thesis are presented as separate modules, 

each containing a list of contents, tables, figures, symbols, and 

references. Appendices are collected together and presented at the end 

of the thesis. 

In the first section the reader is introduced to the subjects of 

fermentation, mathematical models, and simulation of biochemical 

processes. Sections 2 to 5 describe some of the concepts required to
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model fermenter systems. These sections mainly consist of brief literature 

reviews, although some of the author's modelling work ig included. 

Section 2 briefly summarises mixing in bubble columns and tower 

fermenter systems. Two original contributions are included in this 

section: (1) a model describing backmixing patterns in bubble columns, 

and (2) a model for predicting backmixing coefficients in such systems. 

Mass transfer of oxygen in fermentation systems is considered in 

Section 3. The author develops a model which describes oxygen mass 

transfer in tower fermenters with liquid backnixing. 

Section 4 contains an extensive literature survey regarding 

deterministic kinetic models of microbial processes. A comprehensive 

description of the Monod model and its modifications is included, and 

means of incorporating process parameters (e.g. pH, temperature) into such 

models is discussed. ’ 

Continuous culture theory is described in Section 5, and publications 

containing mathematical expressions for transient behaviour in such systems 

are reviewed briefly. The author shows how a simple model can account 

for some of these effects. 

Sections 6 to 8 describe the application of the modelling concepts to 

(1) the brewing process, and (2) the tower fermenter system. In Section 6 

a model describing sugar utilisation during batch beer fermentation is 

developed. A system for the continuous production of beer in a tower 

fermenter is modelled in Section 7. Finally, the design and modelling of 

an aerobic tower fermenter system is discussed in Section 8. 

Conclusions and recommendations for future work are presented in 

Section 9.
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2.1 INTRODUCTION 

Mixing patterns in tubular reactors range between the ideal extremes 

of perfect mixing and plug flow (i.e. no mixing). The plug flow 

assumption might be used to describe the behaviour of anaerobic 

fermentation systems, especially if a high microbial concentration is 

maintained (e.g. beer fermentation). ‘The assumption of perfect mixing 

might well be used in the case of highly aerobic systems, such as the 

vinegar process, where the microorganisms are well-dispersed and can be 

considered part of the liquid phase. More detailed modelling, however, 

requires a better description of mixing processes, and the 

axially-dispersed plug flow model is frequently used in these instances. 

Solutions to such partial differential equations are awkward and time- 

consuming, and an alternative model based on a series of perfectly mixed 

vessels is proposed. Each of the models considered are discussed below. 

2.2 DISPERSION MODELS 

Dispersion models have frequently been used to describe mixing in 

chemical engineering processes and have been reviewed in full by 

SHAYEGAN-SALEK (1974). The simplest, and most commonly used, of these 

models is the axially dispersed plug flow model, given by the following 

equation: 

sc Un, de ce Me 

at hoeeox } 3x” (2.1) 

Experimental evaluation of the dispersion coefficient may be by either 

dynamic or steady state process analysis.
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Transient Analysis 

Dynamic analysis normally involves a pulse input of tracer to a 

point in the reactor, normally the liquid input, and measurement of the 

resulting transients downstream of the injection point. The mean and 

variance (i.e. the first and second moments) of the normalised 

time-concentration curves are used to calculate the mean superficial 

Liquid velocity, Uys and axial dispersion coefficient, Dy between the 

injection and measurement points. 

The practical difficulties involved in generating a perfect delta 

function resulted in the development of the imperfect tracer pulse 

method, first by ARIS (1959) and later by BISCHOFF (1960), and 

BISCHOFF and LEVENSPIEL (1962). This method involves measurement of the 

transient tracer concentration at two points in the system! and for a 

system of infinite length the linear velocity and dispersion coefficient 

are related to the first and second moments of the residence time 

distribution curve by the following equations: 

ap per =e SS (2.2) 
a 

where: OL = UL (2.4)
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a (2.5) 

b= folt).t de BA 

“J elt). dt 

and: 

Coe felt). €*, dt (2.7) 
  

pe felt) dt ae 

A frequently encountered problem is that of "tailing" of the 

residence time distribution. This causes the calculated moments of the 

curve to be highly peneitival to small errors in the values of c at large 

values of t MIXON et alia (1967) and PSTERGAARD and MICHELSEN (1969, 

1970) have discussed this problem at length and devised a method by which 

the increasing weighting functions t and hs are replaced by the decreasing 

st and hear’ The procedure involves the use of the functions e” 

transfer fmction, F(s), for an axially dispersed plug flow system, and 

the theory is set out belows 

Fu) = WY = ox [E(1- iE )] (2.8) 
Cc, (s)
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Differentiation yields 

    

  

-F6) =e Cols) = cS) | = = (2.9) F(s) C2 (s) ci (s) Jig tt 
Pe 

felt). e “at 
where: ¢(s) = spies (2.10) 

f elt). db 

ay Ser ~st 

and ¢ (s) = oJ clt).te dé (2.11) 

afe(t) dt 

: ; “ ast 
therefore tg “Og gp SNE ae G1) 

e(s) poe). eS® dt 

From equation (2.9), 

  

Aps = Mas —Miys il (2.8) 

ql
 iB 

e 

and on rearrangement, one obtains? 

a 2 eae (2.14) 
Aps t T.Pe ‘



Ni 

Thus a plot of ¢ aa versus s gives a straight line of slope ( + ) 

and intercept =) on the ordinate. The recommended range of s-values 

is from SS to ei . 

Treatment of Dowie's Data 

DOWNIE (1972), using a "one-shot" tracer input technique, obtained 

time-concentration curves at two points in air-water bubble column 

systems and calculated the mean residence times and dispersion 

coefficients under a variety of different experimental conditions by 

utilising equations (2.2) and (2.5). However, the following 

inaccuracies in his data, arising from poor experimental technique, were 

noteds 

(1) the baseline of the trace curve was not always zero, and 

(2) the baseline appeared to shift upwards during the course of 

some of the experimental runs. 

The first error is thought to arise from a background level of electrolyte 

in the water used; the second was due to recirculation of water from the 

column via a holding tank, thus causing a gradual increase in the base 

level of tracer in the system. Adjustments were made to the data to 

compensate for these errors and the axial dispersion coefficients were 

recalculated by SHAYEGAN-SALEK (1974). To investigate the effect of 

"tailing" the dispersion coefficients were calculated using the method of 

PSTERGAARD and MICHELSEN (see above), Table 2.1 compares values of 

dispersion coefficients computed from the first and second moments of 

the residence time distribution curves using (1) standard increasing 

weighting functions, and (2) exponentially decreasing weighting functions.
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3 distributor) 

B : SHAYEGAN-SALEK (1974) 

C : This work 

+ Actual residence time = Leashy, 
  

minutes 

Table 2.1 Comparison of dispersion coefficients and mean residence 
times calculated by different methods 

Uy, hy Dy (on?/s) (min) 

(cm/s) re B c A B c | Actuat’ 

0.5 0 - 0.88 0.88 | 4-46 | 4.67 | 4.67 6.60 

0.5 0.05 Date | LAS bese 2606 | 2,28: 4) 2.26; 6.23 

0.5 0.10 1.37 | 16.98 | 19.08 | 1.00 | 1.62 | 1.80 5.89 

0.5 0.20 1.67 | 14.05 | 13.86 | 0.76 | 0.62 | 0.82 5.28 

1.0 0 - 3.03 3.03 | 2.36 | 2.28 | 2.28 3.30 

1.0 0.05 12.87 | 34.37 | 34.67 | 1.47 | 1.72 | 1.72 5014 

1.0 0.10 5-16 | 14.78 | 15-00 | 0.77 | 1.16 | 1.16 3.00 

1.0 0.20 3004 6.28 6.66 | 0.50 | 0.86 | 0.86 2.64 

2.6 0 - 4.32 4.32 | 1.88 | 1.43 | 1.43 1.27 

2.6 0.05 | 144.0 T9s57 | 82.89 | 1.2) | 1.53 | 1256 1.20 

2.6 0.10 36.9 46.74 | 47-05 | 0.74 | 0.99 | 0.99 1.14 

*xeyt A: DOWNIE (1972) (N.B. 6 inch diameter column; porosity 
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DOWNIE'S original values of D,, calculated from uncorrected data, are also 

tabulated for comparison. Inspection of the figures in table 2.1 reveals 

only small differences between approaches (1) and (2), indicating that 

"tailing" effects are probably not too significant. 

A further point of interest arising from DOWNIE'S work is that 

computed liquid residence times are generally less than the values 

calculated from volumetric liquid flowrate, column cross sectional area, 

and gas hold-up. PSTERGAARD and MICHELSEN (1968) have proposed a 

hypothesis to explain this phenomenon which suggests that tracer trapped 

with bubble wakes does not follow the flow patterns of the liguid phase 

in general. Another cause of error inherent in backmix flow systems is 

that tracer may flow past measurement probes more than once and thus 

distort the residence-time distribution curves. 

Steady State Analysis 

Introduction of tracer at a constant rate into a bubble colwm 

eventually results in a steady state concentration profile. Computer 

simulations suggests that a 99% steady state profile is attained after 

about fifteen minutes (see Section Pehe2). Equation (2.3), which 

describes transient situations, can now be simplified, yielding: 

DL. die ore) AS 
da* he doe. a (2 ) 

which has the solution: 

(2.16) 

  

for the boundary conditions derived in Appendix II.
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A plot of Ly [3] versus x gives a straight line of slope fa 

which should pass through the origin, SHAYEGAN-SALEK (1974) has 

successfully interpreted data obtained from air-water bubble column 

systems using this approach, though in some cases the plot of 

equation (2,16) gave a curve rather than a straight line. There are 

two possible explanations’ 

(1) that "end effects" cause different mixing patterns at the 

top and bottom of the bubble column, and 

(2) that the value of the dispersion coefficient changes with 

axial position in the column. 

DECKWER et alia (1973) experienced similar difficulties, and favoured the 

datter explanation, though inspection of their data suggests that a 

gently curved line fits the points better than two straight lines. 

2.3 TANKS-IN-SERIES MODELS 

The conventional tanks-in-series model has long been recognised as 

an alternative to the dispersion model for dealing with small deviations 

from plug flow. In this model the reactor is represented by a series 

of N equal-sized perfectly mixed vessels connected by a forward flow of 

the liquid phase (see figure 2.1). The time-concentration curve for the 

output from the ne tank in response to an impulse to the first tank ist 

  
COs h 4 a" (a7) 
c (0) (n-1)!
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Figuee 2.1 Conventional Tanks -in—Series Model 

Figure 2.2. Backflow Stirred Tanks Model 
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with mean B | @ 19) 

Peale (2:18) and variance 

The tanks-in-series model approximates to the dispersion model at large 

values of N. However, the time-concentration curves for the two models 

differ more and more in shape with increasing deviation from plug flow. 

By matching calculated variances the following correspondence between 

the two models is obtained (LEVENSPIEL, 1962): 

Cee AR eee ou ts a es 2.20 
% N fe een ve 

2.4 TANKS-IN-SERTES MODELS wore BACKMIXING 

2401 Introduction 

Tanks-in-series models incorporating backmix flow have been used to 

describe two-phase systems by HARTLAND and MECKLENBURGH (1966) who 

considered counter-current liquid-liquid extraction, and by 

MIYAUCHI and VERMEULEN (1963). A review by MECKLENBURGH (1974) 

discusses the various models and relates them to dispersion models. 

The author has found that a series of equal-sized perfectly mixed 

vessels linked by backflow in addition to forward liquid flow (hereafter 

to be called the "Backflow Stirred Tanks Model") provides an adequate 

description of liquid-phase mixing patterns within bubble columns at both 

high and low intensities of mixing. This model offers a better match to
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the dispersion model than the conventional tanks-in-series model, 

especially at low values of N and/or high values of Dy. A flow scheme 

is presented in figure 2.2, and the relevant equations describing the 

system are derived below. 

Consider a flow of tracer into the yth tank, as shown in figure 2.2. 

Unsteady state mass balances on component c for each tank can now be 

written. 

For the lst tank: 

Gece raceme Vance (rz) 
dt 

For the oo tanks 

Cyr + 9s Cner — (P+y)cn = Ve den (2.22) PiCnr + 4s Caer — (PH4)Cn = 

For the N*® tanks 

PeCwr + Yr Ce — (44 + %). Cy = Vi dew (2:23) 
dat
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Equations (21)-(23) are conveniently represented in matrix form: 

Cl Ce Ace, + Z 

<I
> 

=
 

<i
ce
 

2 
“
>
 

where Ay = 

and the forcing function z = 

Fete 

  

(2.24) 

(2.25) 

a Tn 
Vv 

i‘ (1%) 
Vv vo 

(2.26)
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For a batch system, with no liquid flow into or out of the column 

(i.e. vy, = 0), we haves 

€ =A (2.27) 

-4 4% 

Vv 

ea to, 
ee Van. 

where the transition matrix Ag = Nase (2.28) 

aaa 
Vi ve Y. 

ce 
Yu 

Equation (2.24) can be solved using matrix exponential functions 

(see Appendix I), yielding: 

c(torh) = $(h). c (te) + A(h). z (2.29) 

where the exponential matrix ¢ (h) = eh (2.30) 

ant Ath) = A'[$(h)-L] (asi)
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2402 Relationship Between the Backflow Stirred Tanks Model 
and the Dispersion Model 

Steady State 

It can be shown (see Appendix I) that the steady state solution of 

equation (2.24) is given by the following equations: 

~ 
Curse Sarre 1:32 

x Wave ‘ ( ) 

Cle (2) nt faut (2:33) 

N-n 
or Cre aad (34) 

vhere the backmixing factor f = 4 (2.35) 
fa 

The corresponding steady state solution to the dispersion model is 

given by equation (2.16) 

  ces ee EE] Qe 
c(o) rl Dushe en
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The solutions given by equations (2.16) and (2.34) are both of a similar 

form (i.e. both exponential), although (2.16) is continuous whilst (2.34) 

is discrete. Consider each mixed vessel to represent a specific 

portion of the column, as in figure 2.3. 

Figure 23 The Backflow Stirred Tanks Model Compariton with a Rubble Column. 
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At the mid points of the tanks the solutions (2.16) and (2.34) are 

identical, as can be seen in figure 2.4. Taking the solution for the
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1st (i.e. bottom) tank we finds 

es (2.34) 
Cw 

Now, the concentration in the (n-1)* tank corresponds to the 

concentration at the axial position xy = ee (tel, )N-1) 

in the colum. lEquating the solutions of the two models over the 

length of the column we have? 

ral Me ae fae ee | a 

Equation (2.37) above explains the conneotion between the two models, 

i.e. it relates the parameters f, N, and Dye Thus for any value of 

dispersion coefficient, Dis the equivalent backmixing factor, f, can 

be found assuming a value of N. Table 2.2 indicates typical 

equivalent values of f, N, and DL. 

The number of perfectly mixed vessels chosen to represent flow 

patterns in bubble columns is a point of interest. As N tends to 

infinity the solutions to the two models become identical, and so 

the greater the large value of N the better the correspondence between 

the two models. However, large values of N are impractical due to 

the time required to compute the solutions. I+ is suggested that a
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value of N equal to the aspect ratio* of the column is suitable, thus: 

L 
N= a (2.38) 

Visual observations made by SHAYEGAN-SALEK (1974) and SMITH (1973) suggest 

that this is a reasonable, although admittedly arbitrary, value for N. 

Further support for the choice is provided by TOWELL et alia (1965), who 

elso observed turbulent eddies with a scale approximately equal to the 

column diameter. 

Unsteady State 

Unsteady state solutions of the dispersion model are extremely 

complex and vary according to the boundary conditions employed. For the 

purposes of comparing this model with the backflow stirred tanks model a 

numerical finite difference solution was used, as described in Appendix III, 

The dispersion model, with suitable boundary conditions, is derived in 

Appendix II, 

Transient solutions for the backflow stirred tanks model require a 

value for the volume, V, of each perfectly mixed vessel. In order to 

match the two models the volumes of both systems should be identical, thus: 

NV = L.a (2.39) 

or Vor — (2.40) 

* Aspect ratio = oe.
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Results from computer simulations of transient states of the 

backflow stirred tanks model indicate that such systems closely 

approximate to the dispersion model, as shown in figure 2.5. 

Batch Systems 

Where there is no liquid flow into or out of a column the dispersion 

model, given by equation (2.1), can be simplified, yielding: 

se Se bee. (2.41) 
at dac* 

The solution of equation (2.41) above is given by OKHI and INOUE (1970) 

for the following boundary and initial conditions. 

Boundary conditions: Sort) =O (2-42) 

sete) = 6 (2.43) 
ax 

Initial conditions: €(20)6) =, Oca SA (2.44) 

c(x,0) = 0 yoo <0 (2.45) 

Solution: 

0 2 
St a] ee se (Oa) ce a ex -(@). d+ 
c(«) NA a if - , te p L 

(2:40 
Notes 

(2.47)
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Por ni<< Lb the following approximation is valids 

12 Efmete)oviter sy] ea me a 

Equation (2.48) is shown in figure 2.6 as (3) plotted against 

a x es Dit with TL as @ parameter. 
Le 

The backflow stirred tanks model for a batch system ig shown in 

figure 2.7, and the matrix differential equation describing it is 

equation (25.27) above, viz 

c= Be 3S (2.27) 

with solutiont ¢ (toth) = F(h). ¢ (te) (2.49) 

clk) 
Solutions of equation (2527) are plotted in figure 2.8 as ccs) 

versus 48 with = as a parameter for given values of N. It can be 

seen that the greater the number of stages used the better the fit to the 

dispersion model solution, i.e. equation (2.48) © The precise manner in 

vhich N can be incorporated into the dimensionless group ye is not 

clear, and no conclusions concerning this point can be made at present.
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2.5 PREDICTION OF BACKMIX FACTORS AND DISPERSION COEFFICIENTS 

2e5el Introduction 

The previous sections in this chapter have described some of the 

mixing models applicable to tower fermenters. In these models the 

assumption has been made that values of the mixing parameters 

(4.e. Dd, and f) are mom. This is not always the case unless relevant 

experimental data are available. A further point of note is that when 

simulating mixing systems using a general computer model it is necessary 

to store much data relating dispersion coefficients to parameters such as 

superficial gas and liquid velocities. This is often impractical and 

inefficient, especially since the graphical relationships between 

Die Ugy and uy, are not simple (SHAYEGAN-SALEK, 1974; DECKWER et alia, 

1973; TOWELL et alia, 1972). This section outlines a simple model 

which predicts the dispersion coefficient and backmix factor based upon 

the superficial gas and liquid velocities. 

2.522 The Wake Factor 

Assume that liquid mixing is entirely due to upward movement of 

liguid carried in the wakes of gas bubbles and compensated by an equal 

volume of liquid moving downwards. Velocity profiles presented by 

HILLS (1974) indicate that liquid is carried upwards by wakes in the 

centre of bubble columns end moves downwards near the walls. Visual 

observations by SHAYEGAN-SALEK (1974) are in agreement with HILL'S results. 

Thus, it can be postulated that liquid mixing is in some way related to 

the size of bubble wakes and the rate of replacement of liquid in the wakes.
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Consider the backflow stirred tanks model (see figures 2.2 and 2.3, 

and Section 2.4). The liquid flow due to backmixing between each stage 

isq(=f.p). Let this liquid flow be equal to VgeWs where w 

(the wake factor) may be a function of the ratio of the liquid wake volume 

to the bubble volume, and the rate of change of liquid in the wake. Now, 

the backmixing factor, f, is defined as the ratio of liquid backflow to 

forward flow between each mixing stage, ort 

f= : (2:50) 

but p= otVe (2.51) 

since forward flow = backflow + net liquid flow through system, 

  

  

ond q= Yq. (2.52) 

therefore £ = Va. (2.53) 

Vg Ur + Vi 

Uc-W 
= (2.54) 
Ug: UL 

Suce UE (2.55) 
a



47. 

-Uc However, f= exp] aml (237) 

Therefore, combining and rearranging equations (2.37) and (2.53) we haves 

Peele it 

Pe ta a(i+ Se (2.56) 

Since f and N are inter-related, it is necessary to fix N before 

proceeding. Taking N = way then Dy, can be calculated from 

equation (2.56) for a series of values of uz, and Ugs provided that the 

value of wis know. likewise, f can be computed using equation (2.53). 

Calculation of w, The Wake Factor 

Using experimental data suppliod by SHAYECAN-SALEK (1974), w was 

calculated from equation (2.58) below. 

Rearranging equation (2.54): 

(1:57) 

(2.58) 

  
(2.39)
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A plot of w versus Ug using SHAYEGAN-SALEK'S data, is shown in figure 2.9. 

In this figure it will be noted that the curves are of an exponentially- 

declining form with Uy, as a parameter. To account for the effect of Ups 

and in an attempt to get a better fit, a straight line given by 

equation (2.59) below was fitted to the data using the "least squares" 

criterion: 

Ww = ki + ke + Ue (2.58) 

It should be pointed out that this equation has no basis in theory and is 

merely a convenient way of fitting the experimental results. Values of 

the parameters ys Kos and “ for three independent sets of data are 

presented in table 2.3. It can parecer that SHAYEGAN-SALEK'S data gives 

the best fit to the line, with a correlation coefficient of 0.975, but it 

is interesting to note that the data of DECKWER et alia end TOWELL et elia 

give similar values for the parameters cy and Kye Varistions in the 

value of ky are not important since (x, + keg) ae (icz.1y,)« 

Figure 2.10 shows a plot of equation (2.59) including all the data. 

It is interesting to note that the straight line extends from the 

bubbly-flow regime (i.e. Ue €5 cm/s) into the coalesced-bubble, slug flow 

regime (a> 5 om/ s). Intuitively, one would expect the relationship 

a = Vgow to hold at low gas flows in the ordered flow regime 

(ie, bubbly flow), but not at higher gas flowrates.
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Table 2.2 Typical values of f, the backmixing factor 

(for L = 100 cn, hy; = 0.90) 

  

  

            

  

  

  

vy, Dd, N £ 

2 (cm/s) (om“/s) 

0.1 100 10 0.988 

0.1 100 5 0.973 

1.0 100 10 0.884 

1.0 100 5 0.758 

1.0 10 10 0.290 

1.0 10 5 0.062 

Lable 2.3 Values of parameters for the wake factor prediction equation 

Data (Refs.) k, “ ata (Refs. k ky 3 2 

SHAYEGAN-SALEK (1974) 2.74 -0.28 0.10 0.98 

TOWELL et alia (1972) | 

DECKWER et alia (1973) 2.66 -0.30 0.20 0.87 

All Data 2.65 0.29 0.17 0.91               

* 2 " correlation coefficient
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Figure 2:9 The Wake Factor as a Function of Superficial Gas Velocity 

(Shoyegan—Salek’s data) 
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2.6 CONCLUSIONS 

The backflow stirred tanks model has been shown to correspond closely 

to the dispersion model. It is a useful tool to employ when modelling 

systems such as bubble columns, because? 

(1) it lends itself to a simple mathematical solution, with few of 

the difficult boundary conditions associated with partial 

differential equations (e.g. the dispersion model) ; 

(2) it is more directly related to mixing patterns, as observed by 

TOWELL et alia (1965), SHAYEGAN-SALEK (1974), and SMITH (1973) 5 

and 

(3) it is relatively easy to incorporate into large and complex 

models, e.g. the general tower fermenter model (see Section 8). 

A disadvantage, however, is that although the solution fits that of 

the dispersion model, it yields discrete values rather than the 

continuous solutions of the dispersion model*. Consequently the sum of 

squared errors between "point" concentrations given by the two solutions 

increases considerably as N, the number of stages, decreases. 

A procedure for predicting backmix factors and dispersion 

coefficients based on superficial gas and liquid velocities has been 

developed. The method utilises an intermediate parameter, w, which is 

computed from u 6 and uz, using an empirical correlation, which has been 

shown to hold for three independent sets of data. 

* Although in theory partial differential equations yield continnous 

Solutions, practical methods of solution are based on nodal lattices 

and, therefore, yield discrete point values only (see Appendix TD).
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3.1 INTRODUCTION 

Oxygen transfer is often a limiting factor during aerobic 

fermentations and, consequently, has received much attention from chemical 

and biochemical engineers. In tower fermenters aeration results in 

agitation of the fermentation broth, causing considerable backmixing 

(see Section 2). Under certain conditions aeration may also result in 

three-phase fluidisation of the fermenter contents (JAMES, 1973; SMITH 

and GREENSHIELDS, 1974). The main purpose of aeration, though, is the 

supply of oxygen to microorganisms to enable them to survive, grow, and 

synthesize metabolites. 

Aeration can be conveniently viewed from two aspects - the demand 

for oxygen by the microorganisms, and the supply of oxygen from air 

bubbles to the liquid. Microbial oxygen demand depends upon the 

conditions and kinetics of the fermentation in question and is covered 

elsewhere (see Section 4) whereas the rate of oxygen transfer from air 

bubbles to fermentation media is a purely physical phenomenon. ‘The 

purpose of this section is iD briefly describe some of the more 

important theoretical and empirical equations relating to oxygen transfer 

mechanisms. These basic principles are then used to construct a model 

of oxygen transfer den tower fermenters, assuming that the main 

resistance lies within the liquid film at the gas-liquid interface. 

3.2 THE THEORY OF OXYGEN MASS TRANSFER 

The transfer of oxygen from an air bubble submerged in a 

fermentation broth to e microbial cell involves a number of steps, each 

of which adds to the overall resistance to transfer (see figure 3.1).
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Figure 31 — Resistances to Oxygen Transfer 
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ARNOLD and STEEL (1958) listed seven resistances in series: 

(G3) Vx, gas-film resistance between gas and interface, 

(2) 1k, gas-liquid interfacial resistance, 

(3) Vr, liquid-film resistance between interface and the 

bulk of the liquid, 

(4) V oa Liguid-path resistance characterised by oxygen 

gradients in the bulk of the liquid, 

(5) Wk, liquid-film resistence around the cell or cell-clump, 

(6) Ux, intracellular or intraclump resistances, and 

(7) Ve, resistance of reaction of oxygen within the cell 

respiratory enzymes. 

The overall resistance, R, is equal to the sum of the individual 

resistances, ise. 

pats tae (31) 
vet 

€ 

At steady state the rate of oxygen transfer, Q, equals the "driving 

force" (concentration difference) divided by the resistance. Assuming 

first order steps we havet 

Act ° Gane (cet. -,7) (3.2) 
(7k) 

It can be seen that the relative magnitude of each resistance determines 

the concentration difference for the step.
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The rate of oxygen transfer is often limited by the liquid-film 

resistance at the gas-liquid interface (CALDERBANK, 1967) i.e. 

Q= kg. Acg 

ae , 
(ha) go (c*- c.) (3 3) 

Rate of im specific surface concentration \ 
coe a na Constant x (aise of interface 2 difference 

TSAO (1968, 1969) and MUCHMORE et alia (1971) have concluded fron 

experimental data that, in addition to the liquid transport pathway, 

there exists a direct absorption mechanism for oxygen transfer. 

TSAO (1968) accounts for this phenomenon mathematically by augmenting 

the value of (a) gy in equation (3.3). 

Typical (ky2)¢ +1, values for various fermentation systems are given 

in table 3.1. However, most of the values are derived fron suiphite 

oxidation tests and should be treated with caution (BELL end GALLO, 1971). 

Oxygen is only sparingly soluble in water, as shown by the empirical 

equation below (MONTGOMERY et alia, 1964). 

of a as = ells, 4 <n <) BSc (3:4) 
SiGe T 
  

Fermentation media consist of water plus a variety of nutrients and 

netabolic products. These components affect the saturation solubility 

of oxygen (SOLoMoNS, 1960) and experimental methods should be used to 

determine c¥ (LIU et alia, 1973). The relationship between gas 

composition and liquid-phase composition is linear, i.e. Henry's Law
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is obeyed? 

Po = Hce (3:5) 
2 

where H = f (temperature, ges liquid composition) 

5.3 MBANS OF PREDICTING ey, VALUES 
  

Values of the volumetric mass transfer coefficient, (pa) g—-n9 can be 

determined either experimentally (e.g. by sulphite oxidation tests), or 

theoretically. Estimation of (ca) ¢ +i is normally performed by computing 

separate values for "ky" and "a" and then multiplying them together. 

Mass Transfer Coefficients 

  

Publications by CALDERBANK (1967), CALDERBANK and MOO-YOUNQ{1961), and 

CALDERBANK end JONES (1961) show that the following correlation can be 

used to estimate the value of the mass transfer coefficient at both the 

gas-liquid and liquid-solid interfaces: 

Ns, = 2:0 + 031 ae (3:6) 

k=. 2d. ost] N <| Ae : or L - e s. Saaenes | 6 7) 

there Ae = (es -@) os (P.-.) 

When estimating Og) -p], One May assume that small "rigid-sphere" 

bubbles are formed and then the first term on the right hand side of 

equation (3.7) can be neglected; consequently 

Woe ; ONS) [pies] (3-8) 

Ao



For (kos the second term on the right hand side of equation (3.7) 

can often be neglected, i.e. 

(ki). a ue (3:9) 

In this case the mass transfer coefficient varies inversely with cell 

diameter; hence, under conditions where cells clump together the value 

of the mass transfer coefficient may be reduced considerably. 

Interfacial Area in Tower Fermentation Systems 

If it is assumed that bubbles and particles are spherical, the 

specific surface area at the liquid interfaces may be approximated by 

the following expression? 

garth (Guo) 

where t= Ger § 

For the liquid - solid interface 

Sa Gu) 

and thus, by combining equations (3.9), (3.10), and (3.11) we haves 

1012 Di =x -\ (3:12) k a) ee ONO ve s 2 LS] LS 

fs. d* 

The gas-liquid interfacial area is more difficult to predict 

since bubble diameter and gas hold-up vary with operating conditionst 

DOWNIE (1972) end SHAYEGAN-SALEK (1974) have presented literature
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reviews and experimental data. In bubble colums and tower fermenters 

SHAYEGAN-SALEK has shown that 

he ot Hg (3:13) 

over a wide range of superficial gas velocities. Parameter " ch," 

depends upon a number of factors, including air distributor type and 

column diameter. 

KLOUD et alia (1973) have presented a computer algorithm capable of 

predicting (1) bubble size distribution, (2) bubble volume distribution, 

(3) gas hold-up, and (4) bubble surface area. The correlations used are 

based on functions of superficial gas velocity and suspension properties, 

viz: surface tension, viscosity, and density. 

MORRIS (1972) and MORRIS et elia (1972) present data for 

Aspergillus niger fermentations indicating that the following correlation 

may be of use: 

Ne = Xt XU (3:14) 

However, CHAKRAVARTY et alia (1972) and YOSHIDA et alia (1965) prefer 

correlations of the following form: 

ey 
he = 44.Ugq (usa) 

kya Values in Tower Fermentation Systems 

One of the carliest publications regarding aeration in tower-type
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Table 3.1 Typical Values of ky 8. in Various Fermentation Systens 

x rene ais ers NTER TYPE Of) REFERENC 

l.Laboratory apparatus 0.0025-0.025 FINN (1967) 
(shake flasks and unstirred 

bubbling devices) 

2.Stirred fermenters 0.005 -0.25 FINN (1967) 

3.Specially designed up to 0.80 FINN (1967) 
stirred fermenters 

4.Tower fermenters up to 0.12 JONES (1970) 
MORRIS (1972)         

Table 3.2 Typical ya, Values for Tower Fermentation Processes 

  

  

        

PROCESS ky, (cn/s) | a(om?/om?)} ya (so) | REFERENCE 

1.Vinegar ak 0.50 59% 29.5 : 
production eo 0.012 6.5% 0.08 Tolties (1970) 

2.Moula a 
growth G-+L) | 0.043* MORRIS (1972) 

3.Yeast os 0,0038* 15* 0.057% 
growth GL) 0.25     

* Theoretical values calculated by SMITH and GREENSHIELDS (1974) 

  

 



fermenters is that of MURPHY et alia (1959). Gas hold-up and (kp) 97, 

values are presented graphically as a function of a number of parameters. 

YOSHIDA et alia (1965) present a correlation of the following form: 

A 
- Bus (hia) oe eS (3:58) 

A more detailed correlation is that of AIBA et alia (1961), vias 

tha)gor = Ket a (30) 
Oe NS 

Lypical a values for tower fermentation processes are show in 

table 3.2. 

3.4 FACTORS AFFECTING THE MASS TRANSFER COSFFICIENTS 

(1) Temperature 

(iq2)¢43, inoreases with increasing temperature 

(o'connor, 1955). 

(2) Organic Substances and Surface Active Agents 

Addition of small amounts of organic substances ox surface 

active agents can decrease the value of (c,a) gz by up to 60% 

(FINN, 1967; ECKENFELDER et alia,1961; MORRIS, 1972). In 

contrast, EVANS and HALL (1971) claim that silicone antifoams can 

enhance oxygen diffusion from the gas to liquid phase. 

(3) Myceliel Concentration 

Liquid viscosity - which is a function of mycelial 

concentration - affects the value of (ky) gers as can de seen from
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equation (3.8), vizt 

(hedeat = type” (a 
The effect of mycelial concentration upon (ka) ci values has been 

investigated experimentally by a number of researchers, including 

FINN (1954), DEINDOSRFER and GADEN (1955), BRIERLY and STZEL (1959), 

and RYU and HUMPHREY (1973). 
A THEORETICAL APPROACH TO OXYGEN TRANSFER IN AN IDEAL BUBBLE COLUMN 

In this section a model is developed which describes mass transfer of 

oxygen in an ideal bubble column. The main assumptions made are that: 

(1) the liquid phase is perfectly mixed, and 

(2) there is plug flow of gas through the column. 

Consider an element, width SL, at position & in a column of height L and 

cross sectional area A (see figure 3.2). 

Figure 3.2 

{ Mour 

m+ m6 Ber 
  

  

St 
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A steady state oxygen mass balance over the element for the gas phase 

can be derived as follows: 

INPUT RATE ? by bulk flow = m 

OUTPUT RATE : dy bulk flow = m+ bm §L 

by transfer to liquid phase = (Ce (c*- cx) AStshy 

Because of the conservation of mass, INPUT RATE = OUTPUT RATE 

or mem+ Mish 4 (kre) 4, (ef cu). Ast hy U 

es = Some lhia) to (cBa cl) A. hy (3:12) 
U Gee 

Assuming Henry's Law holds, then 

cs =a foe . (3:19) 
H 

ant p= LP (3:20) 

where total pressure \@ = I + Leet] atm, (2:21) 

But C= bel ¢* (3:22) 
100
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therefore (cee cu) = oe (3-23) 

For oxygen in water ct = 0468 gl (3.4) 
36+ T 

and fo. = H.c*® = 0:2) atm (3:24) 

oH te = (a6et)om (225) 
c* 0-468 

Substituting equations (3.4) and (3.19) to (3.25) into (3.18) gives: 

  

-im = (k Ach (a Wh, 
aL (helen \ 100 matin ovzi(3h6+T) \+! a 

(3.26) 
Integrating equation (3.26) we havet 

Mouy 

mae s].am 4 (-h,. hte. ay 2, JES} = ¢ f+ es aD 

whee @= (ha), Ah [- 7a | [angers | (28)
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tat L 
Then , \m+ 32n. tnin] = 6a + ee ht | (3.29) 

ae oh me, 

d MMe yee Sen tal \ = Oe lraoeel hese ‘ oN ( in ) + oe n(n | eo 4 ae (30) 

  

oF (aman) aol) = (ha) Vb fi- BA] F288] fis chan] 
Meu too| [31-637 LI 

(31) 

Figure 3.3 shows oxygen transfer rete as a function of air flow rate. (see p. 549) 

3.6 A MODEL FOR OXYGEN TRANSFER IN A TOWER FERMENTER 

The backflow stirred tanks mixing model (see Section 2.4) is extended 

here to include oxygen transfer. Figure 3.4 shows a tower fermentation 

system, divided into N stages; the typical 0 stage is depicted in 

figure 3.5. 

It is assumed thats 

(1) there is perfect mixing in the liquid phase in each stage, and 

(2) the gas is in plug flow throughout the length of the column. 

A steady state oxygen mass balance on stage n can be derived as follows: 

INPUT RATE = Ma-t + Ps Cn-1 + V-Cn4 

OUTPUT RATE = My + p-tn + 4:Cn + Ry-Vehiyn 

Because of the conservation of mass, INPUT RATE = OUTPUT RATE, thus 

een So pe Cwm + (p+) cn — 4 Cnr + RaVe hyn (3:32)
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ory in matrix form: A. {3 " [vo
 In fe (3.33) 

Fae 

-P — 
er a 

ie (r+4) =4 
Pp (ua) 

RMhi - My — UCo 

R2Mhi > 

and 

RyWhi yw
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Considering the gas phase only, a steady state mass balance for 

stage n leads tot 

(eg Oe (Ro) oy V. bin {c* = ce.) (3-34) 

or, in motrix form (ana assuming hy ar ies a constant) s 
» 

Ave &lhiolear NV Nolet) ak (335) 

sae 
° 

where Pe = | 

° 

A.m = Bc + 

Thus (B $b Vhe Te = Chadwe Vibro + b= 

therefore C= be (9)



The 

ant B= (thea Vhict + be- bi} 

Method of Solution 

Step 1 

Calculate c* from equations (3.19), (3.20), (3.21), and (3.25), ors 

See ele U1 Bache Cae Tee eee ee EP 4 ae AL, u.n 3:37 
: Less| ey E 1060 ( ) 

One as (N-n+¢).L 

and where, as a first approximations aS ny 

Step 2 
Substitute c* in equation (3.36) to compute c. 

Step 3, 

Substitute c in equation (3.35) and calculate m.
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Step 4 

Substitute m in equation (3.37) and recompute o*, 

Step 5 

Continue with step 2 in an iterative fashion wmtil values of 

mand ¢ have converged satisfactorily. 

Points of Note 
  

(1) Calculation of ny and n 
  

a, and n are calculated from air flowrate (temperature and 

pressure must be known) , assuming 21 mole% oxygen and 79 mole% 

nitrogene 

(2) Computation of q 

q can be calculated from equation (2.52) below: 

q= Vw ee (2:52) 

where v, is the volumetric gas flowrate and w the wake factor. The 

wake factor is calculated from equation (2.59) below: 

In(w) = ky + kyUg + key (2.53) 

Suitable values of the constants ys Ks and k can be found in 

table 2.3 (page 49).
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LIST OF SYMBOLS (Section 3) 

EXPLANATION 
specific surface area 

cross-sectional area of colwnn 

concentration of dissolved 
oxygen in mediun 

“ equilibrium concentration of 
dissolved oxygen in medium 

diameter of bubble/microorganism 

diffusivity of oxygen in medium 

dissolved oxygen level 
(percentage of maximum 

gravitational constant 

hold-up 

Henry's Law constant 

constant (i = 1,2)3.0.) 

mass transfer coefficient 

axial Soeition in column 

height of column 

mass flowrate of oxygen 

mass flowrate of nitrogen 

partial pressure of oxygen 

forward liquid flowrate 

total pressure 

liquid backflow 

oxygen transfer rate 
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Subscripts 
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Dimensionless Groups 
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Nsp 
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volumetric gas flowrate 

volume of mixing stage 

biomass concentration 

liquid phase viscosity 

density 
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liguid phase 

stage number 
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4-1 INTRODUCTION 

In the first part of this section the types of organisms most 

commonly used for industrial fermentation processes are briefly described: 

the specific examples quoted have all been employed in the T.F.R.G's 

laboratories at the University of Aston. A short description of the 

nutritional and energy requirements for maintenance, growth, and metabolite 

production follows, and then mechanisms of growth and survival, and the 

roles of enzymes, nucleic acids, and metabolic pathways are introduced and 

briefly outlined. The second part of the chapter describes patterns of 

erowth and metabolic production, and the third part introduces a number 

of well-known kinetic models which describe microbial kinetics. Finally, 

the effects of some of the more important physical and chemical parameters 

upon microbial kinetics are mentioned. 

4.2 MICROBIAL LIFE 

402.1 Types of Microorganisms 

Three main classes of organisms are used in industrial fermentation 

processes, namely: yeasts, moulds, and bacteria. 

Yeasts are single cells of about six microns diameter which, under 

certain conditions, can agglomerate to form "flocs". Perhaps the 

best-lnown yeast is Saccharomyees cerevisiae, which is used for the 

alcoholic fermentation of brewers' hopped wort to produce beer; different 

strains of this yeast are used for baking purposes. 

Although yeasts are classified as fungi, they are not "true fungi" 

since they are unable to grow as mlticellular chains. Movlds, however, 

grow in the form of microscopic filaments, called hyphae, which collectively
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form the mycelium, and are thus classified as true fungi. The diameter 

of these filaments is about five microns, and moulds can assume a number 

of morphological forms depending upon local environmental conditions. 

Aspergillus niger is a well-known industrial mould which can be utilised 

to produce a number of substances including oxalic acid, citric acid, 

gluconic acid, amylases, steroids, or, simply, fungal biomass. 

The third main class of microorganism, bacteria, are smaller than 

yeasts and moulds, and vary greatly in shape. They are normally 

unicellular, though some are filamentous, and their size is of the order 

of one micron diameter. The vinegar fermentation is effected by the 

species Acetobacter, a type of bacteria which can oxidise ethanol to   

acetic acid. Figure 4.1 shows various types of yeast, bacteria, and 

moulds. 

4.2.2 Microbial Cell Composition 

Normally about eighty percent of a microbial cell is water. This 

figure varies enormously, though, since it is almost impossible to 

distinguish between water associated with cell dry matter and interstitial 

fluid in microbial colonies. It is therefore difficult to determine 

exact "wet" weights of biomass. 

The dry matter composition of a cell consists almost entirely of 

carbon, hydrogen, oxygen, and nitrogen with small amounts of phosphorus, 

sulphur, iron, potassium, and magnesium, with other elements in trace 

quantities. Typical elemental compositions of microbial cells are shown 

in table 4.1. Component elements are present in cells in the form of 

sugars, organic acids, nucleic acids, nucleotides, nucleoside phosphates,
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Eigure 4.1 Microbial Species 
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vitamins, fats, proteins, and polypeptides. Together, these compounds 

make up the nucleus and "internals" of a cell, the surrounding cytoplasmic 

membrane, and the cell wall. A typical microbial cell is shown 

diagrammatically in figure 4.2. 

4.2.3 Nutrient Requirements 

Microorganisms require a supply of nutrients from the surrounding 

environment for synthesizing and maintaining their cell substance. 

Abundant supplies of carbon, nitrogen, water, and energy are required 

in addition to small quantities of inorganic salts and growth factors. 

These substances are absorbed into the cells due to the action of a 

number of transport mechanisms (see Section 6.1.4 for a more detailed 

description)» Once inside the cell, the nutrients are metabolised by 

any one of a number of routes. Microorganisms are capable of effecting 

@ vast number of biochemical conversions by utilising different metabolic 

pathways. Control mechanisms within the cells regulate the activity 

of the organism, and thus it can adapt itself to a number of different 

environmental conditions. 

4.2.4 Energy Transfer 

Energy is required to maintain microbial cells in good working order; 

this is normally supplied by the dissimilation of nutrients 

(ecg. biological oxidation of carbohydrates to carbon dioxide and water). 

Energy produced by microorganisms is generally used to generate organic 

compounds containing high energy sulphur or phosphate bonds. The most 

important of these compounds is adenosine triphosphate (ATP), and by 

accumulating this substance the cell is able to "store" energy. Energy
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made available in this fashion is utilised for assimilation purposes, 

i.e. the production of complex, high molecular weight compounds which may 

be used for maintenance and growth, or secreted as metabolic products. 

A "general equation" for microbial activity may be written 

GROWTH 

SUBSTRATES SO2YM°S INTERMEDIATE METABOLITES S82Y™S yenaRoLTC t 
+ ENERGY Pronuots —> MAINTENANCE 

EXTRACELLULAR 
ENVIRONMENT 

The interaction between a microbial cell and its environment can also be 

shown pictorially, as in figure 4.3. 

Figure 4.3 Simplified Microbial System 
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4.2.5 Growth and Survival 
  

It is often said that the sole objectives of microorganisms is 

survival. In order to survive microbes must grow and reproduce, since 

the life of individual cells is finite. Growth of microorganisms can be 

defined as an increase of total microbial dry mass in a system. This 

can occur in two wayst- 

(1) an increase in the size of individual cells (between narrow 

limits), and 

(2) binary division. 

Two mechanisms of yeast growth are shown in figure 4.4. 

From another view point, growth is the result of the interaction 

between the individual cell and its local environment. The laws of 

thermodynamics and of mass and energy transfer must all apply to the 

interchange. Consequently, physical and chemical parameters such ag 

termperature, pressure, pH, and nutrient and product concentrations all 

affect growth kinetics (see Section 4.5). 

Like the human body, microbes are able to accumulate fatty substances 

(for example polysaccharides and polyesters) as a reserve food supply. 

Under certain unfavourable conditions spores are formed in order to 

maintain continuity of the species. The microbial spore is capable of 

withstanding extreme physical and chemical conditions and respires very 

slowly using its reserve food supplies to provide energy. When 

Conditions become favourable the spore germinates and the growth cycle 

starts once again.
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4.2.6 Enzymes 

All microbial reactions are effected by enzymes, which are proteins 

of high molecular weight and act as "biological catalysts". Reactions 

must be thermodynamically possible, of course, i.e. involving a loss of 

free energy. Enzymes are very specific in their action, a given enzyme 

only catalysing one type of reaction. Thus, a metablic pathway 

involving a whole eriee of reactions requires a number of different 

enzymes. Whilst most enzymes act within the cell, some act on the 

surface of the cell wall (e.g. hydrolases) and others extra-~cellularly 

(e.g. amylases) ° 

4.2.7 Nucleic Acids 

Two types of nucleic acids are present in microbial cells, 

Deoxyribo-Nucleic Acid (DNA) and Ribo-Nucleic Acid (RYA): both have 

ability to bind via phosphate groups to form a chain which can act as a 

code. INA is the carrier of genetic information in cells - the "code 

of life". RNA is produced as a representation of the code of INA; it 

travels to the ribosomes which are the sites of protein synthesis, where 

it codes for a specific amino acid sequence. The procedure enables 

specific proteins to he manufactured. 

Increases in microbial growth rate are due to increased proportions 

of the nucleic acids (RNA and DNA). 

4.2.8 Aerobic and Anaerobic Processes 

  

Fermentation processes are normally classified either as aerobic or 

anaerobic (i.e. with or without air). Yeast, for example, possesses 

aerobic and anaerobic systems and can function effectively using both
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Table 4.1 Elemental Composition of Microbial Cells 

Microorganism 
Reference 

Elemental Composition (h)_ 

CoO other (S)P,K, ete) 

Yeast Hare'son (1967) 4G G1 3b2 SS 956 

" Olurieht (i956) 47 © as oS 6 

" Pe ppler (i970) 45-47 6-5 3132 715-9 8 

Bacterva pure ¢ (91s) eco aes |? 12 87 

" Kihtberg (1972) Pie Vein. Deg Ms 2
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modes, either independently, or simultaneously. Abundant oxygen and 

low carbohydrate concentrations favour the eerobic system: this releases 

energy which is normally used for growth purposes. The two modes of 

operation can be represented by simple " 'overall" chemical equations. 

(One must remember, though, that, despite their apparent simplicity, 

these equations embrace whole chains of reactions along metabolic 

pathways.) 

(1) aerobic: Oly 0g + 60,—» 600, + 6HR0 + 37 ATPx 

(2) anaerobic: C6, 106 —> 208,08 + 200, + 2 ATPK 

* See Section 8.6.3 and figure 8.1, p239- 

4.3 PATTERNS OF GROWTH AND METABOLITE PRODUCTION © 

4.3.1 The Growth Curve 

The growth cycle of bacteria generally follows an s-shaped curve, 

which can be split into a number of distinct phases, as shown in 

figure 4056 

A. The lag phase 

When a bacterial population is transferred to a new medium there is 

a lag phase during which there is little detectable activity.. During 

this period the organism adjusts to the new extra~cellular environment. 

The length of this period of adaptation is affected by many factors 

(DEAN and HINSHELWOOD, 1966). 

B. The acceleration phase 

This corresponds to the period during which the specific rate of 

growth of the organism increases to a constant value.



C. The logarithmic growth phase 

Under ideal growth conditions, i.e. an excess of all nutrients and 

growth factors, logarithmic, or exponential, growth occurs. The rate of 

growth is proportional to the mass of bacteria present, and thus the 

microbial mass doubles at constant intervals. In practice it is difficult 

to attain truly exponential growth, except, maybe, for very short periods 

of times 

D. he retardation phase 

During logarithmic growth, nutrients and growth factors must be 

supplied to the growing microbial mass at an exponentially increasing 

rate. Eventually, one or more of these substances will become depleted 

to such a level that growth is limited. Alternatively, growth may 

become limited by mass transfer or overcrowding problems, or, possibly, 

by product inhibition. 

E. The stationary phase 

Here the growth rate is zero, ices the rate of formation of biomass 

equals the death rate. Eventually the nutrients in the medium become 

completely exhausted. 

Fo The death phase 

As a culture ages the remaining viable cells become increasingly 

likely to die. Eventually the whole culture dies, since the life of 

each cell is finite, and the medium is unable to support growth. 

Variations in mean cell si 

  

& 
    

A growth curve based upon the number of cells present in a systen 

differs from one based upon the total. biomass. This is because the mean
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size of cells changes during the course of the growth cycle. During the 

lag phases the cells become larger, but their mean size remains constant 

during the logarithmic growth period. The size of the cells often 

decreases slightly at the end of the exponential phase. 

4.302 Types of Fermentation Processes 

A number of researchers have attempted to classify fermentation 

processese 

MAXON (1955) proposed three types, depending upon the growth-product 

formation relationships: 

(2) product formation directly related to growth, 

(2) product formation associated with growth, and 

(3) product formation not associated with growth. 

GADEN (1955, 1959), however, preferred to base his classification upon 

the substrate utilisation - product formation relationship and 

distinguished between three types of fermentation process, as follows: 

(1) product formation dixectly related to substrate utilisation, 

(2) product formation indirectly related to substrate utilisation, 

and 

(3) product formation apparently not associated with substrate 

utilisation. 

DEINDOERFER (1960) , on the other hand, adopted a chemical engineering 

approach and classified fermentation processes into four types, depending 

upon the reaction sequences involved, viz 

(2) simple type - nutrients converted to products in a fixed 

stoichiometry without accumilation of intermediates,
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(2)  simvitaneous type - nutrients converted to products in variable 

stoichiometric proportions without accumulation of intermediates, 

(3) consecutive type - nutrients converted to product with 

accumulation of an intermediate, and 

(4) stepwise type ~- nutrients going to an intermediate before 

conversion to product, or nutrients selectively converted to 

product in preferential order. 

4.4 KINETIC MODELS 

40401 Introduction 

A number of kinetic models for microbial growth and product formation 

have been proposed since the pioneering work of MICHAELIS end MENTEN (1913) 

and MONOD (1949, 1950). An excellent mathematical presentation relating 

a number of these modells has been published by TSUCHIYA, FREDERICKSON and 

ARIS (1966). TSUCHIYA et alia classify kinetic models into a number of 

groupse The microbial cell population may be either distributed or 

Segrerated. A distributed model treats the population as a protoplasmic 

mass distributed uniformly throughout the population's living space. 

Alternatively, a segregated model accounts for microbial life in terms of 

functional units. 

Segregated models may be further classified; they can be structured 
  

or unstructured. Unstructured models do not account for differences   

between individual cells. Elements of structure are numerous and may 

include size, shape, mass, and chemical composition of individual cells. 

A further model classification is the distinction between
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deterministic and stochastic (or probabilistic) models. TSUCHIYA et alia 

state that: 

"A population of microbial cells is always segregated and structured, 

ané its growth and reproduction should be treated stochastically. On the 

other hand, the biological knowledge and mathematical tools necessary for 

the formulation and study of a completely general model do not exist, and 

a less general approach gives useful results". 

It is for this reason that the kinetics used for the mathematical models 

in this sheer are based upon the Michaelis-Menten equation. This model, 

later adopted NOD, is distributed, and deterministic: although it has 

its disadvantages, it is the most widely-used, and also one of the 

simplest kinetic models available. 

4.4.2 Michaelis-Menten Kinetics 

Kinetic studies of enzyme reactions led to a theory that an 

intermediate complex is formed between enzyme and substrate. MICHAELIS 

and MENTEN (1913) further developed this hypothesis by assuming that in 

an irreversible reaction an equilibrium exists among enzyme (E), 

substrate (s), and enzyme-substrate complex (2-8) as follows: 

E+S E-5 %+E+P (4:1) 
k 

ky 

    

This led to the Michaelis-Menten equation, which can be expressed as? 

Pree es vn



IT 

Ss k 
where the Michaelis-Menten constant, Km a fbb (43) 

1 

Equation (4.2) can be rearranged to a dimensionless, general form 

as follows: 

Ess eee high " 

k, (1+ 5K) (4) 

A plot of equation (4.4) is shown in figure (4.6) 

In 1935 HOPKINS and ROBERTS successfully applied such kinetics to 

the fermentations of both fructose and glucose by yeast, and determined 

values for the constants "k" and "Km". 

Expressions of the form of equation (4.1) are often termed 

"saturation kinetics", and Ka in equations (4.2) and (4.3) is know as 

the saturation constant. At both high and low substrate concentrations 

the equation reduces to simple zero or first order kinetics, 

respectively, viz: 

6 > Km ek , ls) 

5 ok “# he kis (4.6) 

Rearrangement of the Michaelis-Menten equation yields a linear 

relationship between (1f) and (1/s), vizs 

W* am - ROY
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Figures 4.6 ond 4,7 Dimensionless Pits of the Michoeht-Menten Equetion 
(constant ‘microbial mass) 
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LINEWEAVER and BURK (1934) utilised this equation for testing and 

interpreting kinetic data. 

404.3 The Application of Michaelis-Menten Kinetics 
To Single-Substrate Fermentations 

In this section time-concentration expressions are derived 

mathematically for the ideal conditions of (1) constant microbial mass, 

and (2) exponentially-increasing microbial mass. In real batch 

fermentations, though, growth is generally limited by one or more of the 

nutrients and a complex set of simultaneous, non-linear differential 

equations is required to describe the system adequately. 

(1) constant microbial mass 
  

When biomass concentration remains constant equation (4.2) can be 

integrated directly (assuming that k and Kn are not functions of either 

8 or x), yielding: 

kto. = Km: bs (<2) + (So-S) (4.9) 

Figure (4.7) shows the effect Km has upon the time-concentration curve 

derived from equation (4.8). 

(2) exponential microbial _crowth 

Under ideal conditions the rate of increase of biomass is 

proportional to the quantity of biomass present in a system, thus: 

doe 
deg ee (43)
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or x= Xo.exp( gt) (4. 10) 

and “doubling time", ty= (n2 = 0.693 (4.11) 
J 3 

Combining equations (4.10) and (4.1) givess 

1 2
 

v | =
 

  o> BS ert @ 
Assuming k, Km, and g to be constant, direct integration yields: 

= ee. é 5 ly So So- s) gt in \(2-\ [ke ( } + ( J} | (. 13) 

The Effect of Growth Rate Upon Reaction Time 

Denoting time by t' in equation (4.8) and by + in equation (4.13) 

and comparing these two equations we havet 

gt fe tn (gt! + 1) ~ (414) 

or t= [exp (gt) ~ = f 3 (4,15)
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Here: ot! = & ae ag eran Sere ae 
2! 

(4-16) 

Equations (4.14), (4.15), and (4.16) above describe the relationship 

between "reaction times" for the extremes: constant biomass and 

exponential microbial growth. The considerable effect of rate of growth, 

8s; upon reaction time is illustrated by figure 4.8 and table 4.2. 

4.4.4 Monod's Model 
  

MONOD (1949, 1950) suggested an empirical expression to describe 

growth of unicellular bacteria in an environment where cessation of growth 

is due to one limiting nutrient, viz: 

. dex = pe = pines (4.17) 
at 
oe dt 

Kmt$ 

where [4 = specific growth rate, and 

Peme= maximum specific growth rate 

In addition, MONCD showed experimentally that, under certain conditions, 

carbon-limited growth led to a constant yield factor, Tne i.e. 

  

dsz ds 4, eee : i 18, dt Mae ie 

= = hass of organism formed 19) 
ners Xn mass of substrate utilised (i i9)



Figute 4:8 and Table 
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42 Effect of Growth Rate Upon Reaction Time 
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4.405 Variations of The Monod Equation 

A number of kinetic expressions which are similar to the Monod model 

have been used by other workers, some of which are listed below. 

(1) SBISSIER (1942). SPICER (2955) 

p= b, (1- eee (4:20) 

For sc be pe bs 
ba 

and for $7? be pe b, 

Thus, Teissier's equation approximates to the Monod model when 

Bye Pm and db, = Kn 

(2) MOSER, (1958) 

p=( (4,21) 
[+b,-s °° 

When be, = 1, Moser's equation becomes identical to the Monod 

expression with b, = fim and = Kn.
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(3) Kowax (1974) 

Konak derived a generalised rate equation relating the specific 

growth rate of bacteria to the concentration of limiting nutrient in the 

fermentation medium, viz: 

Be = by fhm (1-2) (4,22) 
where 2= M/ Mn (4.23) 

Integration yields: 

forb = 1 —-ln(\-z) = bes (4.24) 

end ford # 1 (-z)°-1 = be-(b-!) pa S (4.25) 

Rearrangement of equation (4.24) gives: 

bes 
P= Bm(I- ee") (4.26) 

i.e. Teissier's equation. Substituting b = 2 into equation (4.25), 

and rearranging, we havet 

Erna ee (4:23)
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which is Monod's equation with Km = Corn It is interesting to 

note that the Michaelis-Menten constant is inversely proportional to 

the maximum specific growth rate. 

(4) contors (1959), FUsIMOTO (1963) 

CONTOIS, who studied continuous cultures of bacteria, found that 

specific growth rate could be related to both biomass concentration and 

limiting nutrient concentration as follows: 

P= Mims (4.28) 
byx +S 

  

FUJIMOTO also included biomass concentration in the specific growth rate 

expression, and derived an equation which, under certain conditions, 

reduces to equation (4.28). 

4.4.6 Deficiencies of The Monod Equation 

The Monod equation is purely empirical and is therefore unlikely to 

provide an accurate description of all fermentation systems under all 

possible environmental conditions. However, it is extremely simple and 

has been used by a large number of workers? it is particularly 

successful when applied to systems utilising unicellular bacteria. 

Fermentations involving filamentous fungi or aggregates of yeast often 

require modified kinetics to account for diffusional effects. 

GREENSHIELDS and SMITH (1971) suggested that this difficulty could be 

overcome by including an "effectiveness factor" into the kinetic equation, 

viz: . 

a o = pop (4.23)
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Mathematical expressions describing process parameters such as 

temperature, pH, and concentrations of inhibitory substances may also be 

combined with the kinetic equation in a similar fashion (see Section 4.5). 

A major diseayantees of simple kinetic expressions, such as the 

Monod equation, is that they are unable to describe the full course of 

microbial cell growth, as shown in figure 4.5 and described in 

Section 4.3.1. Whilst steady state fermentations can often be dealt with 

satisfactorily by Monod Kinetics, transient systems cannot. The author, 

however, has proposed a means of modifying simple kinetics to account for 

the way in which microorganisms adapt to a multi-substrate environment 

(see Section 6.2). 

A further criticism of the Monod model is that it assumes a constant 

value for the yield factor, Yn In practise Yn is oun to vary due to 

(1) variations in cellular composition with growth rate, and (2) endogenous 

respiration required for maintenance energy. 

The true yield, Yqo can be related to the yield based upon the 

substrate used specifically for growth, Yoo as follows (assuming no 

variation in cellular composition): 

dS ye eee ao 
a es mx 80 at jotta 2 (#30) 

where m = specific maintenance coefficient 

Thus Le ee male (4:31) 
Yr Yo 

+ 

E
1
3
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4.4.7 The Imedeking - Piret Model 

LUEDEKING and PIRET (1959) examined the kinetics of batch 

fermentation of glucose to lactic acid and proposed the following 

equation: 

eee 2 4.32) 
at at ic f ( 

on ee de = wp + 6 (4.33) 

where Pp = product concentration 

and %,8 are dimensional constants 

The model combines growth-associated and non-growth-associated product 

formation expressions, and it has also been applied to the batchwise 

fermentation of glucose to ethanol (ATYAR and LUEDEKING, 1966). In 

both systems the constants and g were found to vary with the pH of 

the fermenting medium. 

4.4.8 Summary of Other Models 

Sophisticated deterministic models, such as those of KONO (1968) 

and HOLZBERG et alia (1967), divide the growth curve into a number of 

stages, each described by a differential equation. KONO, and later 

KONO and ASAI (1969a, 1969b), studied the kinetics of microbial cell
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growth from a standpoint of chemical reaction kinetics. The model 

consists of two differential equations - one for cell growth and one for 

product synthesis. Each equation contains a "growth activity coefficient", 

a variable expression depending upon the growth phase. 

The structured growth models of EAKMAN et alia (1966), TSUCHIYA 

et alia (1966), RAMKRISHNA et alia (1967), and FREDERICKSON et alia 

(1970, 1971) are based on ceil age distributions and can account for all 

of the growth phases. Such models, though, are extremely complex, and 

many of them have not yet been hasten experimentally. 

4-4-9 Biochemical Pathway Models 

In recent years a number of kinetic models involving biochemical 

pathways have been published. Possibly the first of these investigations 

was that of FRANZ (1968), who proposed a series of equations to describe 

the effect of the Pasteur mechanism in yeast cells (i.e. the means by 

which yeast cells use both the fermentation and respiration mechanisms 

simultaneously in any possible proportion). 

A significant advance was made by CALAM et alia (1971), who 

simulated the griseofulvin fermentation using a large mathematical 

model containing a number of equations relating to various biochemical 

steps. 

SHEHATA and MARR (1971) and TANNER and OVERLEY (1974) both suggested 

models incorporating parallel fermentation pathways. VERHOFF et alia 

(1972) postulated 2 model for microbial growth consisting of ive 

mechanisms, one involving a mass transfer or assimilation process, and
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the second an ingestion and cell division process. 

A comprehensive mathematical model for the growth kinetics of the 

yeast Saccharomyces cerevisiae has been developed by PERINGER et alia 

(19722, 1972b, 1974). The model is based upon an ATP energy balance 

between the requirements for cellular maintenance, growth, and product 

synthesis. Kinetic expressions for growth rate, product synthesis rate, 

and yield are dependant upon substrate concentration, dissolved oxygen 

tension, and biomass concentration. A number of specific parameters are 

also required; these must be determined experimentally. Results 

predicted by the model were verified by experimental data and lead to 

a number of important physiological parameters. The most important 

consequence, though, is that the model is thought to be suitable for 

computer-controlled optimisation of fermentation processes involving yeast 

growth (LANE and BLACHERE, 1973). 

4.4.10 Multiple - Substrate Kinetics 

Most published work regarding multiple - substrate kinetics has 

usually been restricted to situations in which two components are 

important. A review of fermentation kinetics by DEINDOERFER (1960) 

includes the double-substrate rate equation derived by LAIDLER and 

SOCQUET (1950), viz: 

  P= fhm (—$r_\ [$2 (4:34) 
Kn + $1 Km So.
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Similar expressions to equation (4.34) - the double Michaelis-Menten form 

of equation - have also been used by MECGEE (1970), FREDERICKSON et alia 

(1970), and RYDER and SINCLAIR (1972). 5: 

Complex expressions, such as those of SEGAL et alia (1952) and 

HANSON (1969) will not be discussed here. 

4.5 THE EFFECT OF PROCESS PARAMETERS UPON FERMENTATION KINETICS 

4.501 Introduction 

Kinetic models generally take no account of important process 

variables such as temperature, pH, and inhibitory substrate and product 

concentrations. During batch fermentations many of these variables 

change appreciably, resulting in significant changes upon the rate of 

fermentation. This section aims to review some of the work reported in 

the literature concerning the effect of such parameters vpon rate of 

fermentation. 

Consider, for example, the Monod equations 

  

pe Lee] Bass (417) 
oc & Rees 

Denoting correction factors for each parameter considered, "B.", 

equation (4.17) can be rewritten: 

pe Pes 17 d. (1:35) 
Ki eee
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Any parameter affecting rate of fermentation may be incorporated into 

equation (4.35), the "modified kinetic model", providing a mathematical 

expression describing its effect upon fermentation rate can be derived. 

The sub-sections below deal with a number of "real" process variables. 

4.502 Temperature 

Temperature is probably the most important variable influencing 

microbial kinetics; consequently a large number of researchers have 

investigated this topic. The Arrhenius equation is often used to 

Gescribe the effect of temperature upon enzymatic reactions, vizt 

= a. exp (TE i Site SAL EXE RT (4.36) 

MONOD (1942), INGRAHAM (1958), ROSE (1968), and RYU and MATELES (1968) 

are amongst the workers who have used the Arrhenius equation to modify 

the specific growth rate expression (see figure 4.9). FRANZ (1961) and 

AIBA et alia (1969) include the Arrhenius equation in the product synthesis 

rate expression. THORNE (1954), however, suggested that the effect of 

temperature upon rate of fermentation could be explained by the following 

expression: 

$. = a exp (Cit cat )as 3.exXp (ie +¢T) (4.37)
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Suitable choice of the constants (ays 839 Cys Coy css °4) allows 

equation (4.37) to represent many forms of temperature curve. The 

first term on the right hand side of the expression represents the 

stimulatory effect of temperature upon microbial activity, while the 

second term accounts for heat inactivation of enzymes at higher 

temperatures. At low temperatures the first term predominates, but as 

the temperature rises the second term becomes more prominent. 

MUZYCHENKO et alia (1972) investigated the influence cf temperature 

on the rates of formation and decay of enzymes. They proposed that the 

saturation constant, Km, in the Michaelis-Menten equation should be 

modelled using a double Arrhenius expression, whereas a conventional 

Arrhenius expression (i.e. equation (4.36)) suffices for the maxinun 

specific growth rate, [im » INGRAHAM (1962) , however, prefers a complex 

Arrhenius expression to describe the effect of temperature on [me 

TOPIWALA and SINCLAIR (1971) used a double Arrhenius expression to 

account for changes in the maximum specific growth rate with temperature. 

In addition they used an Arrhenius expression to model the temperature 

effects upon the endogenous respiration coefficient and the inverse of 

the Michaelis-Menten constant. Here it is interesting to note that 

KONAK (1974) proposed that the Michaelis-Menten constant is inversely 

proportional to the maximum specific growth rate (see Section 4.4.5). 

CALAM et alia (1951) used Arrhenius expressions to describe temperature 

effects upon the rates of mycelial growth, respiration, and penicillin 

Production. MENNETT (1971) found that maintenance and growth rates
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gave linear Arrhenius plots over a limited range. 

An excellent paper suggesting means of simulating the effect of 

temperature upon microbial cell propogators is that of MORGAN and 

EDWARDS (1971).  CONSTANTINIDES et alia (1970) and RAI and 

CONSTANTINIDES (1973) discuss means of including temperature effects in 

optimisation models. 

WHITE and MUNNS (1951), and later WHITE (1966), investigated the 

effects of temperature upon the specific rates of growth and fermentation 

of yeast during the exponential phase. They found that both parameter- 

temperature functions are approximately linear between 15° and 25°C. 

MERRITT (1966) noted a reduction in the length of the lag phase for 

beer fermentation with increasing temperature. HUNTER end ROSE (1972) 

observed variations in cellular composition and cell volume with 

temperature, MENNETT (1971), however, found that the heat of combustion 

of cells was not influenced by their growth temperature. 

4.503 pH of the Fermentation Broth 

LUEDEKING and PIRET (1959), and later ATYAR and LUEDEKING (1966), 

found variations with pH in the values of both a and B in the Luedeking - 

Piret kinetic model. RAI and CONSTANTINIDES (1973) also used pl-parameter 

functions during mathematical modelling and optimisation of the gluconic 

acid fermentation. 

ANDREYEVA and BIRYUKOV (1972) have proposed mathematical models of 

the effects of pH upon the processes of cell growth and production of 

secondary metabolites. The models are based upon enzyme Kinetics, but
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the complexity of them inhibits their usefulness. Another comprehensive 

paper is that of MUZYCHENKO et alia (1972), who considered microorganisns 

as two subsystems: (1) the cellular membrane, and (2) the cytoplasm. 

They developed expressions showing the influence of medium p¥ upon 

(1) intracellular pH, and (2) transport mechanisms of substances through 

biological membranes. Combining these models with Fick's diffusion law, 

expressions were developed to show Km and py as functions of pH. The 

effect of pH during batch production of beer is discussed in Section 6.3.3. 

40504 Product Inhibition 
  

A number of expressions of widely - differing form have been 

proposed to account for product inhibition during fermentations. For 

bacterial systems, HINSHELWOOD (1946) suggested a linear inhibition 

function, as follows: 

po pos h(t de) 9 
FRIEDMAN and GADEN (1970) and HOLZBERG et alia (1967) also used linear 

functions, but included a threshold term, vizt 

= pm: 4s. [I - 4,.(p~de)] (4:33)
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FRANZ (1961) fitted data for the alcoholic fermentation of molasses by 

Bakers! yeast using a second order function, i.e. 

se lai eh 
(eas) 

rae > Pr 
de _ TE Bie 

AIBA et alia (1968) , however, preferred an exponential function to 

describe the kinetics of product inhibition during alcoholic 

fermentation viz: 

P= de. exe (-47-p) (4-41) 

and = = dg.exp (-45:p) (4 42) 

EGAMBERDISV and IERUSALIMSKII (1968), on the other hand, suggested an 

expression of the following form: 

= dio (4.43) 

dy t Pp



REILIY (1964) and HUMPHREY and REILLY (1965) modified the luedeking ~- 

Piret kinetic model to account for product inhibition, as follows: 

=o =e =e Hee di-(p-dis) (4.44) 

4.5.5 Substrate Inhibition 
  

An enzyme kinetic model for substrates which are inhibitory at high 

concentrations was developed by HALDANE (1930): 

cee Bey es See (4.45) 
+ & +& Se aces s+ eons Km+ = 

where the inhibition constant, Kye equals the highest substrate 

concentration at which p equals ( Hu J 2) in the absence of inhibition. 

This model has been used by a number of workers, including BOON and 

LAUDELOL (1962), and is described in more detail by DIXON and WEBB (1964) 

and ANDREWS (1968). A plot of equation (4.45) is shown in figure 4.10. 

It is worth noting that at low substrate concentrations HALDANE'S 

expression approximates to Monod kinetics. 

For alternative substrate~inhibited kinetic expression the reader 

is referred to the publications by EDWARDS (1970), BOWSKI et alia (1971), 

and DABES et elia (1973). ee
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Figure 4:9 An Arrhenius Temperatuce Plot of Specific Growth Rate 
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405-6 Other Factors 

Many factors, besides those already mentioned, can affect 

fermentation kinetics. In particular, the composition of the substrate 

medium is important, and deficiencies of essential components (such as 

growth factors), or the presence of toxic substances can seriously 

disrupt the efficient functioning of microorganisms. MARGALITH (1964) 

discusses the effect of toxins. 

MUZYCHENKO et alia (1972) examined the influence of the oxidation- 

reduction situation and the effect of the dissolved oxygen concentration 

upon process kinetics. A number of other factors, which are specific 

to the batch fermentation of beer, are discussed in Section CE 

4-5-7 Concluding Remarks 

Examination of the literature reveals that the subject of steady-state 

fermentation kinetics is well-documented; unfortunately, the same cannot 

be said about models describing the effects of process parameters upon 

these kinetic expressions. Real fermentations camot be carried out 

under idealised, steady-state laboratory conditions, and, therefore, 

realistic mathematical models of such systems must include all relevant 

process variables, 

The variety of models proposed by different researchers highlights 

the difficulties that these workers have faced. For example, there is 

little similarity between the numerous expressions describing product 

inhibition, and although many of the parameter - temperature functions
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proposed are based upon the Arrhenius expression, it should be noted that 

even these are inconsistent. 

Due to the complexity and unique character of individual 

fermentation processes it is quite likely that at present the best 

models are those which include empirical parameter-process variable 

relationships. Continued research leading to a better knowledge of the 

workings of the microbial cell should result in better process-parameter 

modelse
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LIST OF SYMBOLS (Section 4) 

EXPLANATION 

constants 

activation energy 

Specific growth rate during 
exponential phase 

“ velocity constants 

substrate inhibition constant 

Micahelis-Menten constant 

maintenance energy coefficient 

product concentration 

rate of reaction 

gas constant (= 1.987) 

substrate concentration 

initial substrate concentration 

time 

time in equations (4.14) and (4.15) 

doubling time 

temperature 

biomass concentration 

yield constant based on substrate 
used for growth 

yield constant based on total substrate 
used 

normalised growth rate (= F/pm) 
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introduction 

Since the publications of MONOD (1950) and NOVICK and SZILARD (1950) 

much has been written concerning continuous culture theory. This section 

briefly presents the basic theory of continuous culture for both the 

steady- and unsteady-state situations. 

5.1 BASIC THEORY 

Consider a perfectly-mixed vessel of fixed volume V. Substrate is 

introduced continuously and effluent withdrawn at an equal rate, f 

(see figure 5.1) 

Figure 5-1 Stirred Tank Reactor 

e 7 

  

Substrate mass balance 
  

IN * by flow = fis, 

our +: by flow = f.s 

substrate utilisation: Via be 

ACCUMULATION : Vide



Applying the law of conservation of mass, we have 

IN - OUl = ACCUMULATION, therefore: 

Vids = fc, - fig . Vex 
OF Yr 

or: 4s = D(S-s) — MX 
dk Yr 

where dilution rate , b= f/y 

Organism mass balance 

Ny := by. flow = 0 

from growth= V. p.x 

OUT; -~ by flow =) i6x 

ACCUMULATION + Vogx 
at 

Conservation of mass, thereforet 

es = Vip = fix 

3 axe ~b). Be eS 
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(1) 

(2) 

(5.3) 

~ 

(5.4) 

5)



At steady state wo have ““/at = 0 ana “/at = 0. 

Steady state values can be obtained from equations (5.2) and (505) vis 

=o (5.6) 1 

X= Yr (s.- 5) (s.7) 

Assuming Monod kinetics (see Section 4.404) : 

ee 68) 
B x Km +S 

and from equation (5.6) we havet 

Kena) ae (59) 
No -D 
  S= 

Figure 5.2 shows the effect of D upon S$ and Xe 

5.2 MODIFICATIONS TO THE BASIC THEORY 

5.2.1 Variations in the Value of the Yield Constant 
  

As mentioned in Section 4.406, MONOD (1950) assumed that the value 

of the yield constant is independent of growth rate. However, it is now 

well-known that the composition of microorganisms varies with growth rate, 

for example nucleic acid content increases at higher growth rates 

(see Section 4c2.7). Consequently the yield value for various substrates 

changes accordingly.
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A further source of error in the value of the yield constant arises 

from neglect of cellular maintenance energy. This is often accounted 

for by including an extra term in equation (562), as follows (MARR et alia, 

1963; DAWES and RIBBONS, 1964; PIRT, 1965): 

ds _ Dlse-s) — Mie — ma 
  (Sito) 

at Yo 

or ds _ pd(s.-s) — Mx (52) ot Vr 

uneven lie ee Slay (Si) 
Yr Ye B 

Variation of the true yield, Yn with dilution rate is show in 

(figure (5.3). 

An alternative approach is to consider an endogenous metabolism model 

rather than the maintenance energy modification. In this model, 

equation (5.5) is modified as follows: 

= = (p->) = ~ fx (2) 

Steady state values are now: 

p= D+6 (S113) 

S$ = Km(D+ a) 

Pm (0+) 

= e(Se oS) (Ss) 

(s.14)



5.2.2 Consideration of Viability 

SINCLAIR and TOPIWALA (1970) proposed a model for the natural death 

of bacteria in continuous culture at steady state. They found that 

culture viability becomes significant at low dilution rates. The rate of 

death of viable celis is assumed to be proportional to the mass of viable 

cells in the system (x*), and the model equations are as follows: 

  

& = (M-D-6¢-%)x (S16) 

dex! = Yx - b= ‘ 
= (S17) 

ds Db(So-S) — AS (S»18) 
at Ya 

Be Se (5.2) 
Km $ 

At steady state we have: 

Se= D.Ye(So-s) . (5113) 
D+ %¥+ 6 

gla as (5:20) 

dD 

5 = Km(D+e+%) (S21) 
pm — (D+ B48) 

po= Drp+e (5-2)
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Figure St Effect of. dilution Rate Upon Microbial Viabiliky 

 



Iie 

> (5:23) and viability, V= —— 
x+! D+y 

  

il   

Figure (5.4) shows the effect of D upon X, X', and ¥. 

5.3 TRANSIENT PENOMENA ' 

5-3-1 Introduction 

Disturbances to continuous fermentation systems result in deviations 

from the steady state. Continuous culture theory, as derived in 

Sections 5.1 and 5.2, is not normally applicable to microorganisms 

functioning in a transient environment. During recent years much 

experimental work has been aimed at investigating the dynamic behaviour 

of chemostat systems. This has resulted in some modifications to 

steady-state continuous culture theory to account for transient changese 

FINN and WILSON (1954) were amongst the first to publicise 

unsteady~state behaviour when they reported oscillatory characteristics 

in a pseudo-steady-state continuous culture. They attributed these 

oscillations to a time lag in the cell's control systems. 

A number of workers mounted theoretical investigations into the 

stability (from the control theory view point) of chemostat systems, 

KOGA and HUMPHREY (1967) used phase-plane analysis to investigate the 

kinetics derived in Section 5.1. The simple Monod chemostat model did 

not produce oscillatory response patterns. YANO and KOGA (1969) came 

to a similar conclusion when studying the dynamic behaviour of a
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substrate-inhibited chemostat system. Further work on the same topic was 

later published by EDWARDS et alia (1972). 

Many researchers (e.ge MATSCHE and ANDREWS, 1972; MATELES et alia, 

1965) have attempted to model the transient response of a chemostat 

system during deviations from the steady state. Possibly the best 

publications to date are those of YOUNG and BUNGAY (1969, 1970, 1973) 

who used systems engineering techniques to study the problem. The 

chemostat system was represented by a block diagram with dilution rate, 

substrate concentration, temperature, and pH as disturbance variables. 

Dynamic changes in specific growth rate are often modelled by 

incorporating a first order, time-constant term into the growth rate 

expression, viz: 

© de “ei $ (pm, 6, ph, T, ete.) : (5:24) 

or, using Laplace transforms (operator p)t 

pe) = $(#) (5:28) 

Cpt 

Time constants generally have values in the range 0.5-1.5 hours. 

Other workers have used higher order time-constant expressions. 

ZINES and ROGERS (1970) modelled the effect of ethanol inhibition on 

continuous culture stability using a second order equation.
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GILLEY and BUNGAY (1968) used frequency response analysis to study the 

effect of dilution rate on yeast growth and proposed a third order 

expression. SINCLAIR et alia (1971), however, criticised the use of 

high order dynamic models and suggested that observed oscillatory 

behaviour was often due to poor experimental technique. 

GILLEY and BUNGAY (1967) investigated the transients arising fron 

step changes in dilution rate and substrate feed concentration. They 

found that the time required for oscillations to damp out seems to be a 

function of avbatrate concentration, the magnitude of the dilution rate 

change, and the range of dilution rates selected. Dilute media give 

prominent oscillations and large changes in dilution rate tend to give 

smooth transitions with no peaks or overshooting. MOR and FIECHTER 

(1968) also found differences in response. patterns depending upon 

dilution rate. At low values of D oscillations were observed, whereas 

at high values the response was highly damped. YASUDA and MATELES (1964) 

suggested that cells have the ability to make small, instantaneous 

adjustments to  , but large upward changes require time for the 

synthesis of additional ribosomes. he latter idea has also been put 

forward by YOUNG and BUNGAY (1973). 

TOPIWALA and SINCLAIR (1971) found that the transient response of a 

culture to a step change in temperature depended upon the nature and 

Gitection of the step change. Results were modellcd using first order 

time-lag expressions; values of the time constant were greater for a 

step-up than for a step-down in temperature, This was attributed to
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extra time needed for synthesis of enzymes for increased metabolic 

activity associated with an increase in temperature. RYU and 

MATELES (1968) also found dynamic lags in response to temperature changes 

in continuous culture. 

50302 Simmlation of Transient Microbial Behaviour 
  

A number of exploratory simulation trials have been made by the 

author to characterise transient microbial behaviour. The models 

tested were as follows: 

Model_1. 

: dex = =D (5) ds = (p-)x 
ds = p(s-s) — Me _ Mx (5.10) 

& 

Tid 4B = Bms (5.26) 
at Km S 

Model 2 

dx. (p-d-p-%) x ew) 
dee) eee occ bax! (6.17) 
d& 

qs = b(So- s) ss A= (5.18) 
dt y: 

Vda ym = Bos (s.28) 
ae Keo S
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Programs were written in BASIC and run using a simulation language, ASP 

(GAY and PAYNE, 1973). A step length of 0.1 hours was used for the 

integration procedures. Values of parameters used in the models are 

listed in table 5.1. 

Table 5.1 Parameter Values Used in Transient Microbial 
Behaviour Models 
  

  

  

PARAMETER VALUE UNITS 

8, 1.0 2/1 

Kn 0.0375 e/1 
D 0.2 he 

Hn 0.5 nt 

ty 0.5 ee 
zn 0.5 e/g 
m 0.1 e/geh 

B 0.07 e/ goh 

Y 0.005 nt 

v 1.0) h           

Results 

Results for model 1 are show in figures 5.5 to 507, and for model 2 

in figures 5.8 and 5.9.
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Figuce 515° Step Change in Dilution Rate (Model_4) 
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Figures 5.2 and 5.9 Strouloted Response to a 

(Model 2) 
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Model 1: step changes in dilution rate tend to produce a damped response. 

Oscillatory response patterns are likely to result from step changes in 

substrate feed concentration. As expected, the value of the time 

constant, % , affects the response; large values lead to highly 

oscillatory transients. 

Model_2: oscillatioris are apparent at low dilution, whereas at high   

values of D the response is damped. This is possibly because p is 

close to Hm at the higher dilution rate. 

50303 Conclusions 
  

Dynamic behaviour of microorganisms cannot, at present, be modelled 

satisfactorily. Some researchers, however, have obtained experimental 

results which give reasonable agreement with predicted theoretical values. 

In the future it is possible that an improved knowledge of bacterial 

control mechanisms vill lead to the development of better dynamic models. 

DEAN (1972) has published work on this topic.
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dilution rate 
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maintenance energy coefficient 

Laplace transform operator 
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6.1 INTRODUCTION 

6.1.1 Batch Beer Fermentation 

Batch beer fermentation is an art which has evolved over many 

centuries. The starting material, brewers' wort, is a complex mixture 

containing mainly sugars, although many other components, such as 

amino acids, proteins, and inorganic salts are present. Wort composition 

is strongly dependent upon the method of preparation, but generally over 

90% of wort solids are carbohydrates, approximately three-quarters of 

this quantity being fermentable. A typical wort carbohydrate analysis 

is listed in table 6.1. 

Table 6.1 Typical wort carbohydrate analysis (HARRIS et alia, 1951) 
(Pale ale wort, original gravity 1040° = 1.040) 

  

  

    

SUGAR CONCENTRATION (2/1) 

fructose 3.3 

glucose 10.0 

sucrose 563 
maltose 38.9 

maltotriose 11.4 

TOTAL FERMENTABLES 68.9 

maltotetraose 2.0 

higher sugars 23.62 

TOTAL NON-FERMENTABLES 25.2 

TOTAL SUGARS 94.1 

Fermentability = S82 x 1006 = 73.3%      
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Wort is fermented in large vessels by pitching (adding) yeast, which 

initially remains in suspension, thus providing 2 large surface area 

through which reactants and products are able to permeate. During 

fermentation the yeast performs two distinct sets of intra~cellular 

operations: 

(1) production of alcohol, carbon dioxide, and energy, and 

(2) utilisation of this energy for cell maintenance and reproduction. 

Most of the wort constituents are necessary for the reactions (1) and 

(2) abovee Dissolved oxygen is a further wort ingredient, essential 

for normal growth of yeast during the early stages of fermentation. 

Speed of fermentation is influenced by many factors, notably wort 

composition, yeast characteristics, and temperature. Much heat is 

liberated during the fermentation process; temperature patterns are 

normally controlled by regulating the passage of cooling water through 

attemperator tubes inside the fermenter. 

6.1.2 Yeast Growth During Fermentation 

Growth of yeast is essential during fermentation if propagation of 

the culture (and therefore continuation of the fermentation) is desired. 

Yeast growth is influenced by the quantity of yeast initially pitched; 

at high concentrations the individual cells multiply slowly. HOUGH (1961) 

has studied this aspect in detail and has also produced a relationship 

between pitching rate and speed of fermentation. Although fermentation 

velocity is increased, high growth rates are not entirely desirable since 

new yeast is a by-product of relatively low economic value. 

The growth pattern of yeast during batch beer fermentation is
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described in detail by BROWN and KIRSOP (1972). Essentially, it is 

similar to that of bacteria, as described in Section 4.3.1 and shown in 

figure 4.5. 

6.1.3 The Physical Behaviour of Yeast During Fermentation 

Rate of fermentation is approximately proportional to the available 

surface of yeast and, therefore, the physical behaviour of yeast is of 

prime importance. During fermentation the mass of yeast is distributed 

between the bottom of the vessel, the bulk of the liquid, and the yeast 

head on the liquid surface. There is little contact between wort and the 

yeast sediment or yeast head, so clearly it is the yeast in suspension 

which is mainly active in era eion and the synthesis of alcohol. 

“An ideal yeast remains in suspension during the active part of 

fermentation, but during the latter stages either sediments (bottom 

yeast) or ascends to the surface (top yeast), thus leaving a clear, 

yeast-free beer. Not all yeast strains are ideal, though, and WALKEY 

and KIRSOP (1969) have characterised six types of flocevlation/ 

sedimentation behaviour exhibited during fermentation. 

During the process of active fermentation large volumes of carbon 

dioxide gas are evolved. Particles of wort-sediment provide nuclei on 

which bubbles can form, thus ensuring regular liberation of the gas» 

Ascension of gas bubbles arrests the tendency of yeast flocs to sediment 

by providing a large upward thrust. Some bubbles become coated with 

yeast cells which are carried to the surface and form’a yeast-head. 

Mixing patterns within a fermenter are complex and depend upon gas 

liberation, vessel geometry, additional aeration, and mechanical agitation.



Flocculation occurs when yeast cells clump together, forming "flocs". 

Bottom yeast flocs sediment to the bottom due to their increased settling 

velocity, whereas top yeast flocs rise to the surface due to buoyancy 

exerted by trapped carbon dioxide bubbles. Premature flocculation 

represses the rate of fermentation as a result of the removal of active 

(suspended) yeast cells from the wort. 

6.1.4 Wort Metabolism 

6.1.4.1 Introduction 
  

The removal of nutrients from the wort by yeast, and the subsequent 

secretion of fermentation products into the mixture yields beer. In 

addition to new yeast, ethanol, and carbon dioxide, there are many other 

products of fermentation - for instance, fusel alcohols, esters, and 

ketones. Although present in minute quantities the balance of these 

substances is critical since they are largely responsible for the flavour 

of the final product. 

The sets of equations describing the fermentation of beer from vort 

are extremely complex. However, this fermentation process is frequently 

represented by "overall" equations expressing the production of ethanol 

from sugar. For example: 

Cig Ha OW + HO 

  

4-CzHs OH + 4CO, + energy 6) 

Under optimum conditions about 95% of the theoretical yield of ethanol 

can be obtained from fermentable sugars, the discrepancy arising due to 

the production of minor metabolites, and to respiration activities of the



yeast (i.e. oxidation of the sugars to carbon dioxide and water). 

It is unrealistic to consider sugar utilisation alone since 

carbohydrate metabolism is not possible in the absence of many vital 

constituents of wort. For example, zinc and amino acids are necessary 

for the synthesis of enzymes which ferment the sugar. It is often useful, 

though, to characterise the degree of fermentation by the quantity of 

fermentable sugars remaining in the wort. 

6.1.4.2 Absorption of Nutrients By the Yeast 

The yeast cell is bounded by a cell wall, known as the cytoplasmic 

membrane (see figure 4.2, p. 86 ye through which nutrients must pass to 

enter the microbial system and become available for metabolism. Entry 

of fermentable sugars into the yeast cell is believed to be the rate- 

controlling step in the fermentation process and is, therefore, of prime 

importance. Two methods of transport are recognisedt 

(1) simple diffusion, and 

(2) carrier mechanisms. 

(1) simple diffusion 

Simple diffusion arises as a result of a concentration gradient: 

thermal agitation of the molecules provides energy for the operation. 

The rate of transport is a function of concentration difference across the 

membrane, size of the solute molecules, and their lipid solubility. Only 

a few, low molecular weight substances are able to pass across the 

cytoplasmic membrane in such a fashion. 

(2) carrier mechanisms 
  

Almost all of the transport across the yeast cell membrane is due to
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the operation of specific carrier mechanisms. The action of such systems 

resembles a "ferry-boat", carrier molecules being free to move across the 

membrane in either direction. Sugar molecules are picked up outside the 

cell wall, transported into the cell, then released. The carrier 

molecule then makes the return journey either empty, or transporting a 

metabolite from the interior to the exterior or the cell. Two main 

carrier mechanisms exist: 

(a) facilitated diffusion, and 

(b) active transport. 

(a) facilitated diffusion: this process utilises energy derived from 

thermal agitation of the molecules, but is distinguished from simple 

diffusion by a number of important differences, notably: 

(a) transport takes place at a greater rate than is possible by 

simple diffusion, and 

(2) the rate of transport ceases to increase after the concentration 

of the environment has risen above a certain value; this is 

due to saturation of the carrier system. 

(b) active transport: this is similar to facilitated diffusion, except 

that it requires the expenditure of energy by the yeast cell. This 

mechanism is capable of concentrating substances within the yeast cell 

against large concentration gradients and is often termed "uphill 

transport". 

Carrier mechanisms may be either constitutive or inducible. A 

constitutive system is able to function at all times, whereas an inducible 

mechanism is developed by the cell only in the presence of an inducing
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substance. Such systems cease to operate when the inducer is not present 

in sufficient quantity. 

6.14.3 Removal of Carbohydrates from Wort 

The disappearance of the major fermentable sugars from wort occurs 

in the following sequence: sucrose, glucose, fructose, maltose, 

maltotriose. Sucrose is rapidly hydrolysed by invertase at the cell walls 

of the yeast yielding equal quantities of glucose and fructose, The 

remaining sugars are then utilised in order of increasing complexity, 

i.e. mono-saccharides, di-saccharides, tri-saccharides. The order of 

uptake is due to two factorss 

(1) suppression of maltose utilisation by glucose, and 

(2) suppression of maltotriose utilisation by both glucose and 

maltose. 

Consequently the glucose concentretion must fall below a critical level 

before induction of the maltose permease mechanism commences. Similarly, 

when the maltose concentration is below a critical level induction of the 

maltotriose uptake system commences. 

Facilitated diffusion is almost entirely responsible for the entry 

of mono~saccharides into yeast cells, although free diffusion accounts 

for about one millionth of the total sugar absorbed. A few yeast 

strains employ native transport, or both active transport and facilitated 

diffusion, for the absorption of mono-saccharides. Competition occurs 

between the individual sugars for the monosaccharide transport mechanism, 

Which is constitutive.
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Entry of maltose and maltotriose into yeast cells is due to active 

transport systems involving specific permeases. It is believed that 

some yeast strains exhibit constitutive maltopermeases, but in the 

majority of strains the mechanisms are inducible (MILLIN, 1963). 

6.1.4.4 Carbohydrate Metabolism 

Inside the yeast cell maltose and maltotriose are hydrolysed by a 

single maltase, yielding glucose. The maltase is inducible, although 

its induction does not necessarily occur simultaneously with the induction 

of the maltopermease system (HARRIS and MILLIN, 1963). 

Fermentation proceeds by the intracellular metabolism of a mixture 

of glucose and a rather smaller amount of fructose. Intra-cellular 

elucose is supplied by three extra-cellular sources: 

(2) glucose - including sucrose hydrolysed to glucose, 

(2) maltose, and 

(3) naltotrioses 

It follows, therefore, that differences in the rates of fermentation of 

these three sugars are due to variations in their rates of uptake and 

conversion to intra-cellular glucose. 

Glucose and fructose are metabolised along a number of complex 

pathways culminating in the synthesis of new yeast matter, ethanol, 

carbon dioxide, and minor metabolic products. Chemical products are 

then excreted from the yeast cells by carrier mechanisms 

(see Section 6.16462)
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6.1.5 The Course of Brewery Fermentations 

Although it is difficult to identify relationships concerning 

parameters controlling beer quality - i.e. taste, smell, and appearance - 

the effect of a number of variables upon speed of fermentation is partially 

understood. A summary and criticism of such information is given in 

Section 6.3. 

HOUGH et alia (1971) have listed the following factors as being 

important to fermentation performance and beer quality: 

(1) choice of yeast strain, 

(2) condition of yeast at time of pitching, 

(3) amount of yeast added to the wort, 

(4) yeast distribution in the fermenting wort throughout the 

fermentation, 

(5) size and geometry of the fermenter, 

(6) aeration, 

(7) wort composition and pH, and 

(8) fermentation temperature. 

The list above is by no means exhaustive, and the importance of each 

factor depends upon type of beer, brewery, etc. However, it is 

significant that every factor, except (4), is under the control of the 

brewer. Yeast distribution during fermentation has been discussed in 

Sections 6.1.2 and 6.1.3, and is a function of each of the other seven 

factors listed above, and many more besides. Consequently it is desirable 

to possess knowledge of variations in these parameters during the course 

of fermentation. Figure 6.1 portrays such changes during a typical
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Figuee 6.1 The Course of 9 Typical Batch Fermentation. 
(Hough et ola , 197!) 
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of Bs 
fermentation. A publication of interest is that MAULB et alia (1966), 

who made a simultaneous assessment of changes during a stirred batch 

fermentation. 

6.2 THE DEVELOPMENT OF A MODEL OF SUGAR UTILISATION DURING BATCH 
BEER FERMENTATION 

6.2.1 Introduction 

The kinetics of. beer fermentation have not previously been modelled 

in detail, possibly due to the complexity of the series of reactions 

involved in the conversion of wort to beer. Wort is a complex medium, 

but may be considered as a multi-substrate system containing five 

fermentable carbohydrates - glucose, fructose, sucrose, maltose, and 

maltotriose (see Section Gale )ic Previously published work about 

mul tiple-substrate kinetics is described in Section 4.4.10. 

Consideration is first given to the problems of modelling 

multi-substrate systems in which microorganisms can utilise carbohydrates 

both simultaneously and sequentially. Ideas outlined in these 

introductory sections are then used to develop a model of the batch beer 

fermentation process, and it is shown how the model can be matched to 

experimental data. Important features of the model are expressions 

(1) dealing with the effects of certain sugars on the utilisation of 

other sugars by the yeast, and (2) accounting for adaptation of yeast to 

changes in the nutritional environment. 

6.2.2 Single-Substrate Utilisation 

Kinetics 

The kinetics of single-substrate enzyme reactions are often
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adequately described by an equation of the Michaelis-Menten type: 

as —ks.cc ; 
dt Km+5$ é cS 

In the case of batch beer fermentations low yeast concentrations are 

employed and the effect of diffusion into and out of the yeast flocs can 

be neglected. FRANZ (1961) found that fermentation rate was proportional 

to yeast concentration when studying the fermentation of molasses by 

bakers! yeast and successfully interpreted his results using equation (6.2). 

However, during fermentations involving high concentrations of floccuient 

yeasts diffusion can be rate-controlling, and equation (6.2) must then be 

modified to include an "effectiveness factor" as follows: 

race teestoce os 
dt Km+ p ( 2 

GREENSHIELDS and SMITH (1971) have previously discussed this problem in 

more detail. 

Adaptation 

Immediately after yeast has been pitched into wort there is normally 

a lag period during which there is little detectable activity. During 

this lag phase the yeast organises, or adapts, itself to the new 

extra~cellular environment.
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A simple model describing yeast activity during the adaptation, or 

induction, period can conveniently be explained with the use of basic 

control theory. Assume that the induction mechanism can be represented 

by a "black box" with a transfer function equivalent to a single 

exponential lag (see figure 6.1). When the yeast is pitched into a new 

medium a step-change in the extra-cellular environment is effected, 

signified by a step input to the "black box". The response of the 

"black box" to the step change input is derived as follows: 

I(p) = Gp). (q) 

(ot 
=e 

Inversion of the Laplace Transforms from the npr domain to the "time" 

HT 

domain yields: 

T(t) = [ - exp (-At)| (64) 

The response of the "black box" to a step change input is shown in 

figure 6.2, and it can be seen that large values of A lead to a fast 

response, whereas small values of this parameter result in a slow response. 

The value of parameter A thus characterises the speed of adaptation and
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Fiquie 6:2 "Black Box" Representation of the Adaptation Mechanism 

  

"BLACK Box” 
X(s) ———>) Gus) t——-—> I'(s) 

      

Figure 63 Effect of the Adaptation Constant, A, upon Response Speed 
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is dependent upon a number of factors, notably yeast strain, the previous 

environment of the yeast, and the new environment of the yeast. 

Alternative transfer functions could be considered for the "black box", 

but since the adaptation process is not fully understood a simple 

expression such as a single exponential lag is considered appropriate. 

By combining equations (6.2) and (6.4) a simple adaptation, or 

induction, function can be incorporated into the basic Michaelis-Menten 

form of equation, giving: 

  

see = Rox. L(t) (65) 

6.2.3 Multiple-Substrate Utilisation 

The modelling of multiple-substrate systems is rather more complex 

than that of single-substrate systems since the presence of one substrate 

may affect the ability of the microorganism to utilise other substrates 

present in the medium. In addition, one must assess whether or not the 

microorganism can utilise more than one substrate at any point in time. 

Suppression (see Section 6.1.4.3) 

During beer fermentation the presence of glucose in the medium 

suppresses the ability of yeast to utilise maltose, and both glucose and 

maltose suppress the use of maltotriose (HOUGH et alia, 1971). These 

phenomena lead to the following ordered sequence of sugar utilisation: 

(1) mono-saccharides (glucose, fructose)
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(2) maltose, and 

(3) maltotriose. 

Thus when the glucose concentration has fallen below a critical 

value, 8y*5 the utilisation of maltose begins. Likewise, maltotriose 

is not utilised until the level of maltose is below the critical 

suppression concentration, 83% The results of GRIFFIN (1970a) show 

that utilisation of maltose begins when there is 0.55 - 0.75% glucose in 

the medium, the lower figure applying to slowly-fermenting yeasts and the 

upper figure to mepialyefementing strains. However, when using a 

synthetic medium (glucose, maltose, and other nutrients) GRIFFIN (19700) 

found that maltose utilisation commenced when there was 0.3 - 1.0% glucose 

present, depending upon the composition of the medium and also the strain 

of yeast employed. Further work by GRIFFIN (1970c) shows that the 

quantity of maltose present in wort when utilisation of maltotriose 

commences varies between 1.2 and 3.9% according to the yeast strain. In 

addition he found that at low pitching rates the "critical" maltose 

concentration is greater than at high pitching rates. 

For the purposes of the mathematical model, and in the absence of 

more fundamental knowledge, the criterion of "critical" sugar concentration 

is used to describe factors suppressing the activities of maltose and 

maltotriose permease systems. A simple "ON-OFF" concept is proposed in 

the case of maltose, viz. 

for s,> S,* » 320 ,and 

for s¢S* , f= ~ ds; j 
at 

and likewise for maltotriose.
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Additive Utilisation Rates 

The question of whether substrates are utilised individually or 

simultaneously is of prime importance when modelling the kinetics of 

multiple-substrate systems. AMAHA (1966) has carried out experiments to 

see whether or not the fermenting activities of yeast cells towards 

individual wort sugars are additive. He found that the fermentation 

rate (measured in terms of the rate of carbon dioxide evolution) was 

higher for a combination of 0.5% €@lucose + 0.5% maltose than for either 

1% glucose or 1% maltose. Similar results were obtained for a mixture 

containing maltose and maltotriose. AMAHA concluded that the fermenting 

activities of brewery yeasts towards glucose, maltose and maltotriose are 

additive, thus implying that the sugar transport systems for these three 

carbohydrates are independent. 

It seems feasible to assume that fermenting activity is the sum of 

the fermentation rates of the individual wort sugars - glucose, maltose, 

maltotriose, fructose and sucrose. The latter two sugars are present in 

wort only in minor quantities (as little as 5% of the total fermentable 

sugars), and they are accounted for in somewhat different ways. Sucrose 

is kmowm to be rapidly hydrolysed to glucose and fructose on the surfaces 

of the yeast-cell walls, probably by a mechanism independent of the sugar 

transport systems. Fructose, on the other hand, is thought to share a 

common transport system with glucose, and therefore it is probable that 

these two mono-saccharides are taken up simultaneously. Little is 

known about the glucose-fructose interaction, and so this facet is



difficult to incorporate into a mathematical model. Since the quantity 

of fructose present in wort is very small, little accuracy is lost by 

assuming additive fermentation rates for glucose and fructose. 

6.2.4 Active Yeast Concentration 

As noted in Section 6.1.3 it can be assumed that the quantity of 

yeast dry matter suspended in the liquid phase determines the rate of 

fermentation (see equation (6.2)). _ The concentration of the suspended, 

or active, yeast is determined by three factors: 

(ai) initial yeast concentration (i.e. pitching rate) 

(2) growth of new yeast during fermentation, and 

(3) flocculation. 

Yeast growth occurs during the early and middle stages of 

fermentation, when the yield of yeast dry matter per unit mass of sugar 

assinilated, Vine is approximately constant (HOUGH et alia, 1971). 

BROWN and KIRSOP (1972) have show that variations in Yo due to yeast 

strain, wort composition, and fermentation temperature are not normally 

significant. 

An ideal yeast remains in suspension during the active part of 

fermentation, but not during the latter stages when yeast cells clump 

together forming "flocs". Because yeast flocculation is complex and 

not fully understood, it will be assumed that the rate of flocculation, 

f£, is approximately constant (GRIFFIN, 1970a), so that active yeast
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concentration is given by the relationships: 

“yr ) SY So ~ $9" (6.64) ul 

-f PS < So Sy (6b) ( 

where? Swe initial sugar concentration, and 

ey = sugar used before growth ceases 

6.2.5 Assumptions Used in the Model 

Assumptions (1) to (4) below are only applicable to the initial 

simplified kinetic model: means of incorporating the effects of 

temperature, pH, dissolved oxygen concentration, and mean yeast age into the 

tiodel- are briefly outlined in Section 6.3. 

(2) 

(2) 

(3) 

(4) 

(5) 

The temperature remains constant. 

The pH remains constant. 

The system is anaerobic, i.e. the dissolved oxygen concentration 

is zero. 

The ability of the yeast to ferment wort is unchanged throughout 

the batch process. 

The system is well-mixed. (This is not an unreasonable assumption



(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 
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during the active period of fermentation since large volumes of 

carbon dioxide are evolved as a result of the fermentation process 

itself). 

The wort is a multiple-substrate system consisting of the five 

major fermentable sugars - glucose, fructose, sucrose, maltose and 

maltotriose. 

Michaelis-Menten type kinetics are applicable for each of the five 

sugars over the entire concentration ranges encountered during 

primary fermentation. 

The Michaelis constant, Tings and the velocity constant, Keys possess 

constant values for a particular sugar, i, and particular yeast strain. 

(The values of these constants probably vary according to the wort 

and yeast strain employed). 

When utilisation of a sugar commences the yeast gradually adapts 

itself to the new carbon source according to the adaptation 

function given by equation (4) and shown in figure 6.2. 

Two or more sugars can be utilised simultaneously, the total 

fermentation rate being equal to the sum of the individual rates of 

fermentation as defined by equation (6.5). 

The suppression of maltose and maltotriose permease systems can be 

accounted for in terms of critical sugar concentrations and an 

ON-OFF mechanism (see section headed Suppression). 

Inversion of sucrose at the cell wall does not affect the utilisation



(13) 

(14) 

(15) 

172. 

rates of other sugars. (Sucrose hydrolysis occurs rapidly during 

the initial stages of fermentation, probably during the period when 

the yeast is adapting itself to the utilisation of the 

monosaccharides: consequently inaccuracies resulting from this 

assumption are trivial). 

Essential wort nutrients, other than fermentable carbohydrates, are 

present in normal quantities. (Abnormal concentrations of minor 

components such as amino-acids, vitamins and inorganic elements are 

likely to lead to unusual roast behaviours such effects cannot be 

modelled satisfactorily). 

"Active" yeast is uniformly suspended in the wort as small aggregates, 

and diffusion into and out of these aggregates does not affect the 

overall rate of fermentation. 

During "exponential" growth of the yeast, the increase in the total 

weight of the active yeast mass is equivalent to 12% of the 

glucose + fructose + maltose + maltotriose utilised during any time 

increment. (KIRSOP, 1971; BROWN and KIRSOP, 1972). (Sucrose is 

not included in this calculation since it is hydrolysed to glucose 

and fructose before utilisation). 

6.2.6 The Computer Model 

Basically the computer model is a series of mathematical statements 

corresponding to the assumptions listed above. A block diagram 

representing the main steps in the program is shown in figure 6.4.



The kinetic relationships for individual wort sugars and for yeast 

growth are expressed by the non-linear differential equations listed in 

table 6.2. 

Solution of the set of equations in table 6.2 was by Euler's method, 

a step-by-step "marching" procedure along the time axis. A small step 

length was used in order to reduce approximation errors to insignificant 

levels. The computer program was written in FPRTRAN and run on the 

ICL 1905 E computer at the University of Aston in Birmingham. 

Compilation time was 1 second and running time approximately 4 seconds 

for simulation of a 100 hour fermentation. 

6.2.7 Data for the Model 
  

Data used to test the model were obtained from the paper published 

by GRIFFIN (1970a) in which patterns of removal of the sugars - glucose, 

fructose, maltose, and maltotriose - from wort during the course of 

fermentation was investigated. GRIFFIN'S data were used because: 

(1) similar patterns of sugar utilisation have been observed by 

other workers (BAVISOTTO, 1958; MONTREUIL, 1956; PHILLIPS, 1955; 

STOCKLI, 1957; TUNING, 1971); 

(2) the results are most comprehensive and include a yeast 

concentration plot; and 

(3) temperature was maintained at a constant value during the 

course of the experiments. 

The last point is of great importance since temperature exerts a profound



174. 
. 

Etguce 6.4 Outline _of Computer Program used for Solving the Model Equations itions =v 

® START 

“ 

< ( READ DATA ) 

SET INITIAL VALUES 

  

  

w 

COMMENCE LOOP” 
  

  

  

  

  

  

TEST FOR INHIBITION   
  

CALCULATE UTILISATION RATES 

| | emt 
  

  

CALC. NEW YEAST CONC. 
  

  

CALC. NEW. SUGAR Cones.       
  

  
  

INCREMENT TIME 
        t, = print 

interval      



    

1756 

(6-72) 

(6-78) 

(6-7) 

Jable 6:2. Equations used to bescribe Sugar Utilisation Rates Ot eas sae eee 
ond Active Yeast Concentration 

Glucose: Sa! = 7 RSL els + 180, hese. x.Ts 
MESSE ST Nay Kin tS 342 KmetSs 

4 Z . So. —keSe xd, +180. ks Ss x Ie Fructose > de eS 54 Kn tSs 

: * 
Maliose: as =~ bese, oT, for Ke 

t Km3-+53 

Maltetriose- 4% = ~hese .acTy for  < ce 
3 are Kenyt Sq. 

Suerces dss _ —RsSs_ vats 
dt Kang +S 

vee ee ot ay" Yeasts ae = OSE for Sx =) 

dy. -o Sor $<.5°- 55" 

dk



176. 

Table 6.3 Data Used in end Obtained from the Computer Simulation 
  

Velocity and Michaelis constants 
  

  

  

      

SUGAR k, (e/g.dry yeast-h) Kn, (e/1) | REFERENCE 

A= 1) Glucose 1.0 2 A 

Fructose 0.3 4 A 

Maltose 0.8 5 

Maltotriose “Oe 5) 20 

Sucrose 500 28 B       

References: A +: HOPKINS and ROBERTS (1935) 

B + DEMIS et alia (1954) | 

Adaptation constants 

A, taken as 0.05 n> for all sugars 

Yeast flocculation rate 

f = 0.035 g/1.h (see table 6.2) 

Critical sugar concentrations 

ae =) 6.5 e/1 

37 ef 

40 e/1 

  

* " 

% 
*” 

°g
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effect upon speed of fermentation (see Section 6.3.2; also URION, 1964; 

HABOUCHA, 1967); indeed a 5° rise in temperature can double the 

fermentation rate (WHITE, 1966). It should be noted that temperature is 

hot normally held constant during brewery fermentations and that Griffin's 

experiments were performed in small-scale apparatus (2 litre capacity). 

A number of parameters, specific to yeast strain and experimental 

conditions, must be estimated for the model. Parameter values were 

estimated from Griffin's data for yeast strain N.C.Y.C. no. 1018 for the 

experimental fermentation performed at a temperature of 18°C: the figures 

are shown in table 6.3 along with Michaelis and velocity constants and 

other essential information. 

6.2.8 Results and Discussion 

  

Results from the computer simlation trials are shown in figures 6.5 

and 6.6, and it can be seen that comparison with experimental data is 

favourable, especially considering the simplicity of the model. 

The results are discussed in three sections; the first deels with 

sugar concentration profiles, the second is concerned with active yeast 

concentration during fermentation, and the third is about parameter 

estimation. 

Sugar Concentration Profiles 

Concentrations of the individual wort sugars predicted by the model 

and shown in figure 6.5 appear to match Griffin's data quite well during 

the early and middle stages of fernentation (i.e. 0-40 hours). However,
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Efgure_ 6-6 Changes in Active Yeast Concentration During 
Batch Fermentation of Brewers’ Wort 
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towards the end of the fermentation the model predicts that the remainder 

of the maltose will be utilised too rapidly. This discrepancy is 

probably due to a number of factors which, when teken together, reduce 

the activity of the yeast during the later stages of fermentation: the 

factors thought to be important are considered below. 

(1) Inhibitory Effect of Alcohol 

As fermentation proceeds alcohol is produced although the 

concentration remains low until utilisation of the maltose commences. 

Metabolism of this carbohydrate is rapid and consequently the level of 

alcohol also rises quickly, producing an increasingly inhibitory effect, 

(2) Unfavourable pH 

Towards the end of fermentation the pH of the fermenting medium 

falls steadily from the optimum value for fermentation (see Section 6.35<3) 

(3) Age of Yeast Cells 

Ageing of yeast reduces the speed of fermentation (THORNE, 1954; 

HARRIS, 1967). However, the relationship between mean cumulative age 

of the yeast cell population and time is complex and difficult to quantify 

since the yeast goes through a number of different growth stages. 

(4) De~adaptation of the Yeast 

During the later stages of fermentation the concentrations of both 

maltose and maltotriose fall to low values, and thus it is possible that 

the yeast's transport mechanisms for these sugars are partially 

de-activated due to lack of inducing substances.
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Active Yeast Concentration 

Figure 6.5 shows the concentration of suspended yeast during the 

course of the fermentation as predicted by the computer model. 

Comparison with the experimental data reveals that during the first 30 hours 

of fermentation the predicted level is low, but during the remainder of 

the growth period the figure is too high. Again the discrepancies are 

thought to arise from the simplicity of the computer model. 

The model is based on a yeast growth figure of 12% of the sugar 

utilised, an average value during the entire growth phase. This figure 

could be modified to account for variations in the amounts of oxygen and 

other components in the wort, thus giving closer agreement between the 

model predictions and experimental data. For example, at the start of 

a brewery fermentation the amount of oxygen dissolved in the wort is at 

a maximum and this encourages yeast growth WHITE (1951, 1952, 1966). As 

fermentation proceeds this reserve of dissolved oxygen is rapidly 

depleted resulting in a reduction of growth rate. 

A further improvement to the model could be made by incorporating a 

yeast flocculation term during the whole period of fermentation, rather 

than after growth has ceased. Such a modification would reduce the 

maximum concentration of yeast predicted by the model to a level similar 

to that obtained experimentally. 

Estimation of Model Parameters 

  

The shapes of individual sugar utilisation curves can and had to be 

adjusted to match experimental data by manipulating the parameters
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Aj, kj, and Kn,» Even approximate values of some of the Michaelis and 

velocity constants could not be found in the literature. CALAM et alia 

(1971) experienced similar difficulties, and obtained values by performing 

a series of computer runs and updating the values of these constants after 

each trial until satisfactory solutions were achieved. A similar 

technique was used during the present work. The initial values used were, 

as far as possible, based upon published information. Data regarding 

anaerobic yeast fermentations are lacking, though there are some concerning 

the aerobic situation. However, much of this information is of little 

use since Km values appear to depend upon whether or not the system is 

aerobic. For example, IEUENBERGER (1972) quotes Km values for glucose 

utilisation by yeast of 0.02 mM and 3.0 mi respectively for aerobic and 

anaerobic conditions. In any case, results of different workers are 

difficult to compare since the values of ky and Kn, are sensitive to 

temperature (see Section 40502) 

6.3 MODIFICATION OF THE MODEL TO INCLUDE ADDITIONAL PARAMETERS (see also 
Section 4.5) 

6.301 Introduction 
  

The basic rate expression, given by equation (6.5), 

Me 2 Ske ri) j 5 
dt Km +S @ ) 

takes no account of important process variables such as temperature, pH, 

dissolved oxygen level, alcohol concentration, pitching rate, age of yeast,
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nitrogen content, etc. During fermentation many of these variables 

change appreciably (see Section 6.1.5 and figure 6.1) and thus affect the 

rate of fermentation. The purpose of this section is to survey work 

reported in the literature concerning the effect of such parameters upon 

rate of fermentation. 

Denoting correction factors for each of the parameters considered by 

ge equation (6.5) becomes: 

dé = — ksse _T(e). 1 ; 
dt Km+S fet 4 (64) 

  

Any parameter affecting rate of eommenietion may be incorporated into 

equation (6.9), the "modified rate equation", providing a mathematical 

expression describing its effect upon fermentation rate can be derived. 

6.3.2 Tomperature (see also Section 42562) 

THORNE (1954) suggested that the effect of temperature upon rate of 

fermentation could be explained by the following expression: 

, =bexp (1+ aT +bjexp (03+ ay) (6:10) 

Suitable choice of the constants, ass allows equation (6.10) to represent 

many forms of temperature curves. 

FRANZ (1961), whilst investigating the rate of fermentation of 

molasses by Bakers' yeast, chose to represent the effect of temperature by
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en expression similar to the Arrhenius equation: 

@. = 45. exp [Ee ee (64) 
RTT 

a wheres ag constant 

Ey = activation energy, kcal/mole 

R = universal gas constant, 2 x 1077 

keal/mole, °K 

£ 0, Tes 205 0% 

qT, = fermentation temperature, % 

WHITE (1951, 1966) investigated the effect of temperature upon the 

rates of growth and fermentation of yeast during exponential growths 

results are illustrated in Paguve 6.7. It is interesting to note that 

both curves in figure 6.7 are linear between the temperatures of 15° and 

25°C, and can therefore be represented by a simple mathematical expression, 

such as: 

by = Cee G5. (6-12) 

During a typical top fermentation the temperature is allowed to rise fron 

15° to 20°C, causing the rate coefficient to rise from 0.08 to 0316 ana 

the growth coefficient to rise from 0.04 to 0.12 (see figure 6.7). 

Since a rise in temperature of only 5°C causes the fermentation rate to 

double and the yeast growth rate to treble » the importance of this 

parameter can clearly be seen. ,
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Finally, MERRITT (1966) hes noted a fall in the duration of the lag 

phase (after yeast pitching) as temperature is increased - further 

evidence that yeast is more active at higher temperatures. 

6.305 pH of the Fermentation Broth (see also Section 40503) 

The findings of various workers regarding the effect of pH on rate 

of fermentation do not appear to be consistent. FRANZ (1961), 

investigating the fermentation of molasses by Bakers! yeast, stated that 

between pH 3.0 and pH 6.5 the fermenting rate is approximately constant, 

though below pH 3.0 it declines with increasing steepness. THORNE (1954), 

however, declares that between pH 3.2 and pH 5.3 the rate of fermentation 

changes by about 15%, whereas VISURI and KIRSOP (1970) found that the 

fermentation rates of both maltose and maltotriose are strongly influenced 

by pH (see figure 6.8). During the course of a typical brewery 

fermentation the pH falls from 5.5 to 4.0 (see Section 6.1.5) and thus 

the utilisation of both maltose and maltotriose occur at near optimum pH 

(see figure 6.8). During the latter stages of fermentation, though, the 

pH value falls progressively away from the optimum for metabolite 

production. 

62304 Dissolved Oxygen Concentration 

Oxygen is only sparingly soluble in fermentation media (see 

Section 3.1) and much of the oxygen dissolved in wort is utilised by the 

yeast for growth purposes during the early stages of fermentation. 

According to HUDSON (1967) lack of dissolved oxygen causes degeneracy of 

yeast, resulting in a loss of fermentative power, PIENDL (1963) states
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Eigute 6:7 Influence of Temperature upon Growth and 

-Eecmentation Rates of Yeast (White , 1966) 

o7 7 

4d, 

Ob 7 

Os 5 

03 4 

  

O14   
4, = Sugar utilisobin coefficient 

Go = specific growth coeftcient
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Beaure: 68s Influence of pH upon Fermentation Rates of Maltose 
and Mattotrroce by Yeast (Visure and Kirsop 1970) 
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Figure 6.5 Influence of Wort Oxygenation upen Growth and 
Fermentation Rates of Yeast (White 1566) 

Ob 
T= 230°C 

os G,= sugar utilisation coefficient 
4,9, Gp = Specific growth coefficient     
  

  

  

oO T T T T — T T - 
1 2 z ‘ 

Oxygen (9/ Uh) 

Ftguce 610 Effect of Ageing of ao Yeast Culture upon 

fermentation Rates of Maltose and Maltotriose 

(Harris 1967) 
foo/, {00% 

p eg 
50%: f 50% 

£(days) 8 9S t(doys) 8 

() maltose OW matkotriose



189. 

that premature flocculation occurs in both over~ and under-oxygenated 

wortse 

WHITE (1951, 1966) studied the effect of artificial oxygenation of 

the wort on the rates of fermentation and yeast growth} results are 

presented in figure 6.9 and show that oxygen benefits yeast growth 

whilst having the opposite effect upon rate of fermentation (the Pasteur 

effect ~ see Section 8.2.1). 

6.3.5 Alcohol Concentration (sce also Section 4.504) 

It is well-lmow that towards the end of a batch beer fermentation 

increasing concentrations of alcohol reduce the rate of fermentation. 

ATBA et alia (1968) have characterised the kinetics of alcohol inhibition 

by the following expression: 

g, exe (-4. P) (6-13) 

Alternatively, FRANZ (1961) has used as an expression of the following 

form: 

“\2 aa i (6:14) 
Finax 

where Dix = limiting alcohol concentration 

FRANZ experimentally determined a limiting alcohol concentration of 

120 e/1 for the fermentation of molasses by Bakers! yeast.
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6.3.6 Pitching Rate of Yeast 

High pitching rates of yeast result in reduced fermentation time, 

but may alter the flavour of the beer. Rate of yeast growth is lower 

than normal at high pitching rates; HOUGH (1961) found that the yeast 

crop at the end of fermentation is almost independent of pitching rate in 

the conventional range of 0.3 - 1.0 1v/brl. This indicates that yeast 

growth is possibly limited by nutrient or oxygen content of the wort. 

According to PIENDL (1969) high pitching rates lead to rapid rates 

of flocculation, whereas low pitching rates result in more new cell 

formation which flocculates later. HABOUCHA (1967) states that low 

pitching rates also lead to rapid degeneracy of the yeast. 

603.7 Age of Yeast 

Ageing of yeast is generally believed to reduce the rate of 

fermentation; results of THORNE (1954) indicate that speed of fermentation 

is reduced by 50% over an 6-day period, and also that ageing increases the 

initial lag period of meses In addition, THORNE states that as 

temperature is increased the effect of yeast age upon fermentation rate 

becomes more apparent. 

HARRIS (1967) performed experiments to determine the effect of 

ageing of a yeast culture upon the fermentation velocities of Glucose 

and maltose; results are shown in figure 6.10. 

6.3.8 Nitrogen Contents of Yeast and Wort 

Nitrogenous nutrients are almost entirely removed from wort during 

the accelerating phase of fermentation (KIRSOP, 1972). THORNE (1954)
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measured a 20% increase in speed of fermentation with 0.24 g/l assimilable 

nitrogen praer in wort compared with wort containing no assimilable 

nitrogen; he suggested a linear relationship between the nitrogen content 

of yeasts and their fermentation rate. 

6.3.9 Other Factors 

PIENDL (1969) has found that high mashing temperatures, and over- 

and under-modified malts produce wort from which yeasts flocculate 

premately; barley variety is an additional factor influencing flocculation. 

WHITE (1955) proposed an inverse relationship between osmotic pressure 

of the wort and rate of fermentation; at very high osmotic pressures there 

is no fermentative activity. Elsewhere in the literature WHITE and MUNNS 

(1952, 1953) declare that sugar concentrations in excess of 100 e/1 reduce 

the rate of fermentation. High substrate concentrations also increase 

the duration of the lag period and Pedivats the yeast growth rate ‘during 

the exponential phase. 

Finally, THORNE (1954) claims that variations in the levels of 

phosphate, calcium, magnesium, and potassium ions in the wort can effect 

the rate of fermentation by up to 40%. VISURI and KIRSOP (1970) have 

also published results on this topic. 

6.4 CONCLUSIONS 

A mathematical model describing the kinetics of sugar utilisation 

and changes in active yeast concentration during batch fermentation of 

brewers' wort has been developed. New ideas for dealing with the 

kinetics of milti-substrate systems are presented and means of incorporating
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important process parameters (such as temperature) into the model are 

outlined. The model can be fitted to published experimental data, 

put first a number of parameters must be estimated. Whilst the model 

is useful for interpreting sugar utilisation data during batch beer 

fermentation, it could not be used to optimise the production of 

multi-component alcoholic beverages since it does not account for taste, 

appearance, or other important selling characteristics of such drinks. 

Inclusion of these parameters into iid hene tion) model for fermented 

beverages would be difficult due to the kinetic complexity of the 

fermentation process itself (Gis. the conversion of hundreds of wort 

components into metabolites responsible for flavour, colour, etce,of the 

alcoholic product).
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7.1 ‘INTRODUCTION (see also Section 1.5) 

The A.P.V. tower fermenter consists, basically, of a vertical 

cylindrical. tower, as shown in figure 7.1. Wort is introduced at the 

base of the tower through a perforated plate, which ensures even liquid 

distribution. Further perforated distributor plates may be fixed at 

intervals up the tower to reduce the tendency towards channelling. At 

the top of the colum the vessel diameter increases considerably, thus 

providing a natural settling region. This allows the yeast flocs to 

sediment against the upward flow of liquid and clear beer to overflow 

through an outlet. Fermentation gas passes through a riser, thus 

preventing agitation of the still zone. 

A high yeast concentration (about 250 g/1 wet weight) is maintained 

in the tower in order to achieve a rapid rate of fermentation. Yeast 

strains which flocculate to form clumps of about 0.1 om diameter seem 

particularly suitable. A classification scheme for continuous tower 

yeasts is described by GREENSHIELDS and SMITH (1971). At low wort 

flowrates there is generally a yeast concentration gradient through the 

tower, the maximum being at the base. However, at high wort flowrates 

(or high wort sugar concentrations) the yeast concentration gradient 

alters and a maximum may be observed in the middle or near the top of the 

tower. 

During normal operation there is little mixing in the lower portion 

of the tower due to the high concentration of compacted yeast. 

Consequently, there is plug-flow of liquid - with some channelling - in
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Figure Ze} The A-P.V Tower Fermenter 
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this section. Near the top of the tower, where biomass concentration is 

much lower, the action of gas bubbles promotes gentle mixing, Much of 

the wort sugar is utilised near the base of the tower, and, consequently, 

steep density gradients are apparent in this region. 

Heat of reaction from.the fermentation process results in a rapid 

rise in temperature near the base of the colum, AULT et alia (1969) 

observed that wort entering the system at 60°F rose in temperature to 

between 70° and 14°F by the time it reached the top of the tower. To 

some extent temperature inside the tower can be controlled using 

attemperator jackets. 

7.2 MODEL BASIS (Developed in collaboration with Dr. A. James) 

7o2e1 Introduction 

The continuous beer model is based upon the assumption that the 

tower contains a fluidised bed of yeast flocs. The voidage of the bed 

is calculated from an expression similar to the RICHARDSON-ZAKI equation 

(1954), vies : 

Usa! (7.1) 
UT 

JAMES (1973) carried out extensive investigations into the characteristics 

of fluidised yeast flocs and determined values of "n'" for various yeasts 

under different experimental conditions. 

In the model, the tower is divided into a number of compartments, 

each containing an equal quantity of yeast. The volume of each segment,
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therefore, depends upon the voidage of the yeast bed, which is computed 

from equation (71). - Knowledge of the physical characteristics of the 

yeast flocs enables the dry weight of yeast to be calculated for each 

segment. Plug flow of liquid through the tower is assumed, and liquid 

residence times for each compartment are computed from segment volume, 

voidage, and wort flowrate. 

The fermentation is assumed to be anaerobic, and the gas phase is 

neglected. The Kinetics of sugar utilisation are based upon those 

developed for the batch beer fermentation model (see Section 602)6 

Yeast growth is not taken into account. 

Calculation of terminal velocity, Ups in equation (C72) depends 

upon effective yeast floc diameter, and solid and liquid phase densities. 

Terminal velocity, therefore, varies during the course of fermentation 

(4.e. with axial position in the tower). Yeast floc size depends upon 

a number of factors, and simulation of changes in floc size is difficult. 

Consequently, two altemative approaches have been investigated: (2) 

constant floc size, and (2) variable floc size,with stratification. 

Individual sections are discussed in more detail below. 

7o202 Fluidisation 
  

Fluidisation of yeast flocs can be described by the Richardson-Zaki 

expression (equation Tel above). JAMES (1973) determined values of the 

exponent "n", but found that the value varied with a number of parameters, 

including: (1) strain of yeast, and (2) pH ana temperature of the liquid 

medium. It is possible that changes in yeast floc structure result in
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apparent variations of n. Such changes could result from alteration of 

the pi and temperature of the medium. Floc structure is difficult to 

ascertain experimentally, though, and these effects are more easily 

interpreted by adjusting the value of n. 

James encountered further experimental difficulties which resulted 

in inconsistent results, such ast 

(1) irregularity of size, shape, and structure of the solid 

microbial phase, 

(2) continual growth of the solid phase, and consequent release of 

gaseous carbon dioxide, f 

(3) a very small density difference between the solid and liquid 

phases, and 

(4) non-homogeneity of both the solid and liquid phases 

throughout the tower. 

The experiments of James were performed under anaerobic conditions 

using a liquid medium containing neither fermenting sugars nor metabolic 

products. Consequently, yeast floc size was not affected by gas 

evolution or by sugar-induced deflocculation. Further, it is likely 

that the presence of a gaseous phase would result in three-phase 

fluidisation, For reasons of simplicity, and lack of suitable data, this 

phenomenon is not considered in the present work. The reader is referred 

to PSTERGAARD (1965, 1966, 1968, 1970, 1972) for further information on 

this topic.
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7-203 Yeast Floc Structure 

Computation of yeast dry weight and particle density depends upon 

the structure of the yeast floc. A diagram of an ideal yeast floc is 

shown in figure 7.2 below. 

igue s% An \deal Yeast Floe 

on 
Individual Yeast Cell 

  

dp 

The floc is assumed to be spherical, with characteristic dismater qs 

Individual yeast cells are thought to pack closely together to form a floc. 

JAMES (1973) assumed a floc voidage of 0.5; this figure has been used in 

the present model. 

Yeast cells consist mainly of water. JAMES (1973) found the volume 

fraction of liquid in a yeast cell, Ups to be 0.8, and density of the 

4 remaining dry matter, ey 1.32 e/on’. Cell density can be calculated 

as follows: 

WwW, at. + (1-5) f (7-2) 

7
 

° 

u 

= 08> + (0.2% 1:32) 
aT L
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Generally a value of 1.07 e/on? is accepted (AIBA et alia, 1962; 

ROYSTON, 1966a, 1966; JAMES, 1973). 

Similarly, floc density can be calculated as follows: 

(eee et (I-€r).2 (7:3) 

= O5p + (05% 1:07) 

Here, an assumption must be made about the density of the liquid within 

the floc. The extreme cases are (JAMES, 1973): 

(1) when the density of the interstitial liquid equals the 

density of the external liquid, and 

(2) when the density of the interstitial liquid equals that of 

water or the final product. 

Fermentation involves diffusion of nutrients into the floc, and 

metabolites out of the floc. James suggested that where diffusion is 

rate-controlling, case (2) would be appropriate, and where reactions 

within the cell are rate-controlling, case (1) may hold. Diffusion 

is not thought to be an important factor for floc diameters of less than 

0.2 cm (GRESNSHIELDS and SMITH, 1971). 

7-2.4 Calculation of Liguia Density 

The specific gravity of solutions of sugar can be approximated by 

the following equation: 

w/w % sugar concentration = 1000 (¢, -1) (114) 
3.889 

(, > [00S



207. 

However, the addition of ethanol to such a solution tends to lower the 

specific gravity. It seems reasonable to assume that specific gravity 

of fermenting wort is linearly related to sugar concentration (since 

alcohol synthesis is almost proportional to sugar utilisation). A 

suitable expression to fit the data of AULT et alia (1969) is as follows: 

= .0:996 + %E6E Fo. 75) 
ae 5 1000 Zs ( 

, > 1006 

72.5 Calculation of Floc Terminal Velocity (see COULSON and 
RICHARDSON, 1968) 

For the purpose of calculation of terminal velocity, Une the yeast 

flocs are assumed to be spherical particles with characteristic diameter, 

ae When a spherical particle is allowed to settle in a fluid under the 

action of gravity, its velocity increases until the accelerating force 

is exactly balanced by the resistance force. The accelerating force 

due to gravity is given by: 

3 Fe = bide (¢-@) 9 ) 

Resistance force is given by: 

Ep Sata k (7.7)
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Expressions for Rr, the drag force per unit projected area of the 

particle, vary according to the value of the Reynolds number for the 

particle, N. This is given bys Re° 

Me = oe de (7:8) 

1 
The drag factor, x » is given by the following expressions: 

Ger 

(0 _107* < Nee < Or2 

aad (23) 
QUT Nee 

Spt = dete ae. (7.10) 

substituting (7.10) into (7.7) we haves 

oa ST. pis Ur. dp (a1) 

= Fa — Ltd. (p.- 6): a) 

on! Pe = dy" (te sou e-)9 (1.12) 
18 pa 

i.e. Stoke's Law
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(2) 0:2 < Nee < 10° 

  

Eee ee (a8) 
Ur Nee’ 

ons his 

and Uy = O53 L9(¢--t.) 4p (14) 
: poe : 8 

i.e. the Allen equation 

(3) 107 < Nee < 2x10" 

Rs 0.22 (ms) 
eur 

wnt. tepdettergoptelte sn) Ga) 
A. 

Generally, the behaviour of yeast flocs during continuous beer 

fermentation is described by the equations for region (2). 

702.6 Floc Size Distribution 
  

Floc diameter is an important model parameter, since it determines 

terminal velocity of the yeast aggregates. Many factors affect floc 

size and it is a difficult facet to model. At the base of the tower 

incoming wort tends to deflocculate yeast, due to high sugar 

concentrations; near the top of the tower the action of gas bubbles 

breaks up the flocs. As a result of these and other difficulties
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(eege the effects of pH, temperature, and wort components) , it was 

decided to specify a floc size distribution for the model. Two 

alternatives were considered: (1) constant floc size, and (2) variable 

floc size with complete stratification. JAMES (1973) has shown that 

stratification is likely to occur. 

Observations by GREENSHIELDS and SMITH (1971) and JAMES (1973) 

suggest that a mean floc diameter of 0.1 cm is appropriate. For the 

case of variable floc size, a normal distribution of floc diameters was 

assumed: such a distribution, although arbitrary, is easily generated 

on the computer. 

Having fixed the mean floc diameter, a value for the. variance of 

this parameter must be chosen, Points on the standard normal 

distribution can be represented as follows: 

Rm =Pt+ wer Cutz) 

where RF point value of parameter p 

p = mean value of p 

a5 = a variable, and 

O0 = variance of p 

The values 4, represent points on the probability density function for 

the standard normal distribution; thus 21 points can be chosen which 

divide the area under this curve into 20 equal portions. However, since
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the distribution is symmetrical, only 11 values of q need be chosen and, 

because the probability function extends to infinity, the end value of 

q must be chosen arbitrarily - the "cut-off" point (see figure 7.3). 

Hence, if these 11 values, G9 are fed into a suitable computer program, 

it is possible to generate the points, Pys which define the boundaries of 

20 approximately equal portions of the normally~distributed variable, p. 

Figuce 7.3 The Standard Normal distribublon 

    
Equal areas ~ 

ao
 

  

Roa Pont - Poa Pr, fh F, 

7-3 MODEL ASSUMPTIONS 

(1) The system is anaerobic and dissolved oxygen concentration is zero. 

(2) Temperature and pH remain constant throughout the fermenter. 

(3) The wort is a multiple~substrate system consisting of the five 

major fermentable sugars (i.e. glucose, fructose, sucrose, maltose, 

and multotriose) and a quantity of unfermentable sugars.



(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(a5) 

(26) 

(a7) 

764 
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Sugar utilisation kinetics are based on those developed for the 

batch beer fermentation model (see Section 6.2). 

The ability of the yeast to ferment wort remains unchanged 

throughout the length of the tower. 

No gas phase is present. 

The liquid phase is in plug flow from segment to segment (fees no 

backmixing and no channelling). 

The liquid in each compartment is well-mixed. 

Liquid density is calculated using equation (725) '6 

The yeast flocs behave as if fluidised, according to equation yaa) 

There is no mixing of the solid phase between segments (i.e. no 

possibility of yeast in different metabolic states mixing). 

Floc terminal velocity is calculated according to Section 122056 

The size distribution of yeast flocs is knowns 

Yeast floc size is not affected by liquid or gas flow or by any 

other factors. 

Yeast floc structure is defined according to Section Teilede 

Interstitial floc liquid has the same composition as the 

surrounding liquid. 

The yeast separation stage at the top of the tower is omitted from 

the model. 

SINGLE-SEGMENT MODEL 

Te4el Introduction 

In order to investigate the behaviour of the continuous beer tower 

system a single-~segment model (based on the principles described above)
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model to a number of key parameters is investigated. 

(1) 

(2) 

(2) 

(2) 

(3) 

(4) 

Assumptions are as in Section 7.3 above, except thats 

the height of the segment (and thus volume) is fixed, and 

the fermentable sugars are lumped together to give a total sugar 

concentration. Suitable kinetic parameters are inserted into a 

single Michaelis-Menten expression. 

74.2 Calculation Sequence 
  

Calculate floc terminal velocity from the Allen equation. 

  

O 1e3 [al ons bis 

Ur = Ques tote — Mee cm}s (7:14) 

Calculate bed voidage from the fluidisation equation. 

Yin 
as 1118 

€= (2) ( a 

Calculate dry weight concentration of yeast. 

x = 1000 (1-€)(I-€¢)(1- we) e, glu (7119) 

Calculate liquid residence time in segment. 

pe De h (7:20) 
  

The sensitivity of this
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(5) Finally, solve the kinetic equation (using the Euler method with 

step length 0.01h) 

ds be reeks 
Ce Re 

  

Te4o3 Data 

gf lrh (721) 

Data is presented in table 7.1 below. 

Table Jel Data for the Single-Sepment Model 

Initial sugar concentration, 8, 

Velocity constant, k 

Michaelis constant, Km 

Wort viscosity, Hy, 

Wort gravity, ey 

Floc density, er 

Dry yeast density, ey 

Floc diameter, a 

Floc liquid fraction, Ep 

Yeast cell water fraction, Mp 

Fluidisation index, n 

Segment diameter 

Segment height 

60 g/l 

1 ¢/e.dry yeast.h 

5 eft 

1 oP 

1.035 e/om? 

1.050 g/cm? 

1.32 g/cm’ 

0.1 om 

0.5 

0.8 

10 

91.5 on 

30 om
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Etqures 74 ond 7115 Effect of Key Parameters on the Rehaviour 
of the Single - Sea ment: Model 

Figure 4 dry Yeast Concentration 
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Figure 71S Bed Votdane
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7-4.4 Results 

Results are shown in figures 7.4 and 7.5. It can be seen that 

bed voldage decreases and dry yeast concentration (expressed as 

g- ary yeast/litre fermenter volume) increases witht 

(1) decreasing n 

(2) increasing a, 

(3) increasing (@, - @) 

(4) decreasing Mp » and 

(5) decreasing Ene 

These results are useful for interpreting the behaviour of a more 

complex system, such as the multi-segment model - a better approximation 

to a real tower fermentation system. 

7.5 MULTI-SEGQIENT MODEL 

(2) 

To5el Calculation Sequence 

The average yeast voidage in the tower is estimated using 

Us 
Ga = (e)" (1:22) 

where Un is calculated from the Allen equation using average 

estimates of the variables oo Cp» and @;, vizt 

ong " 

Wap ay QUIS Ges fo(e--e.)] dpi ems (7.23) 
oe O14s 

CL +e ‘
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(2) Volume of wet yeast per segment can now be calculateds 

aN, Xe = ~ (i-€q) 3, (7:24) 
N 

(3) Dry weight of yeast per segnent is, therefore? 

mea Xe(l-€p)(l-We) pg. (7-25) 

(4) Segment-by~segnent calculations now begin, commencing with the 1st 

(i.e. bottom) compartment. Using physical properties of the 

inflowing liquid phase, liquid and floc densities for segment "i" 

can now be calculated from: 

  

& 

PL = 0996 + ASE Z Suv glemt — (126) 

fe = Eet t Creep sient — (rn) 
(5) Floc terminal velocity is then calculated from the Allen equation: 

ONS | ws Ur, = 01153 [9(.-e.)] 
Qo pos 

m/s (7.28)
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(6) Segment voidage can now be computed using the fluidisation equation: 

Yin 
Us ope 125, Ee (43) ( ; *) 

(7) Volume, height and liquid residence time for segment i are 

calculated as follows: 

Vi = ae cm? (7.30) 

he = : om (7-31) 

+e = fee h (7132)   

Bh00.uUg 

(8) Compartmental liquid composition can now be calculated using the 

sugar utilisation kinetics described in Section 6.2. Thus for 

sugar "j" we havet 

dsp — Ri-Sit sce (7133) 
dt Krj + Sy ; 

Equation (7.33) above is integrated between t = Oandt = + 
L 

using Euler's method with a step length of 0.01 h.
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(9) Floc terminal velocity is recalculated using equations (7.26) to 

(7.28). If the new value of Ung is not close to the initial value 

the procedure (i.e. steps 6, 7, 8, 9) is repeated until successive 

Uns values have converged. 

(10) Next, segment (i + 1) is dealt with in the same fashion as segment 

i (i.e. steps 4° ~ 9 are repeated). 

(11) When the calculations for the final (i.e. top) compartment have been 

completed the individual segment heights are summed together and 

compared with the true height of the tower, L. If the two 

figures are not in reasonable agreement the estimate of wet yeast 

volume per segment is adjusted as follows: 

Xe Ke. ht
e 

oo
 (34) 

hi 

W
M
p
 

The entire procedure is now repeated from step 3 onwards. 

A flowchart for a computer program is shown in figure 7.6. 

7-502 Data 

Physical and operating parameters for the A.P.V. tower fermenter 

are based on the figures quoted by AULT et alia (1969) for the 

continuous system at Cape Hill Brewery, Birmingham. Data regarding 

yeast fluidisation and physical characteristics was obtained from 

Dr. A. JAMES, Model data are listed in table 7.2.
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Figure 76 Computer Flowsheet for the Continuous Bear 
Tower Modet- 
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Table 7.2 

(a) Tower Characteristics (AULE et alia, 1969) 

() 

diameter 
height 
capacity 
separator volume 
total capacity 
wort flowrate -min. 
wort flowrate -maxe 
wort superficial velocity -min. 
wort superficial velocity -max. 
wort viscosity 

Carbohydrate Content of Wort and Kinetic Data 

sugar 
glucose 1.0 

fructose 0.3 
sucrose 500 

maltose i 0.8 
maltotriose 0.5 
non-fermentables 0 
total sugar 

wort gravity (i) 1.035 e/ ‘om? 

(41) 1.061 g/cm? 

Yeast Characteristics (JAMES, 1973) 
  

cell density 

dry matter density 
cell water fraction 
floc voidage 
fluidisation index 
mean floc diameter 
variance of floc diameter 

* | barrel = 164 Utres 

k(¢./e.dry yeast.h Kin( 2/1) 
2 

4 
28 

D 
20 

mele 

Data for the Multi-Seement Model (20 Seynents) 

91.5 om 
750 om 
30 bri * 
10_br. 
40 bri 

5 bri/h 
10 bri/h 

0.0346 cm/s 
0.0692 cm/s 

Lor. 

concentration 
2 

8.3 
202 

S8
SI
ss
ER
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Fraure 17 Suaor Concentration Profiles tn an APV Tower Fermenter 
(Ault ck alta , 1969) 
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Fraure 7-9 Effect of the Fluidisation Index,n, on the Fehaviour of the 
APV Beet Tower Mode 

(a) Sugat Concentration Profile 

  

b) Yeast Concentration Prof 

Parameter values: $lowedle = 10 bel)h 
dp = Ovlo am 

o-- = 0103 cm



22h. 

Figure 710 Effect of Yeast Floc Diameter upon the Behaviour of the 
Vv. eT del 
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Etgure 7s Effect of Wort Sugar Concentration on the Behaviour 
of the APY Bear Tower Model 
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To503 Results and Discussion 
  

The effects of a number of model parameters upon sugar and yeast 

concentration profiles in the tower fermenter are shown in 

figures 7.8 to 7.12. Results can be compared with those of 

AULT et alia (1969) , which are presented in figure 7.7. The primary 

effect of changes in-these variables is to alter the yeast concentration; 

this, in turn, affects the rate of fermentation and, consequently, the 

sugar concentration profile. The individual effects of each of these 

variables can be seen more clearly from the results of the single-segment 

model (see figures 7-4 and 7.5) 0 

The model predicts some of the operational characteristics of 

continuous beer tower fermenters as discussed by KLOPPER et alia (1965), 

ROYSTON (1966a, 1966b), and AULT et alia (1969). For instance, at low 

flowrates and normal wort composition the yeast concentration decreases 

up the tower. With a high wort sugar concentration there is a maximum 

yeast concentration in the middle or upper section of the tower. 

Alternative values of the model parameters lead to an increasing yeast 

concentration up the tower. Clearly, therefore, the model can account 

for a number of experimental observations; however, its usefulness at 

present is limited by a number of factors, some of which are discussed 

below: 

(1) Parameter values 
  

Values of the model parameters should be determined experimentally 

using techniques such as those developed by JAMES (1973). Unfortunately,
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this was not possible during the present work; figures used are typical 

values obtained by JAMES, The model is, therefore, limited by the 

accuracy of these "guestimates", and so a number of values for the key 

parameters were tried in order to determine model sensitivity to 

inaccuracies in the data. 

(2) Size distribution of the yeast flocs (see also Section 7.2.6) 

The author believes that this is the weakest aspect of the model 

since there is little available data concerning the effects of sugar 

concentration, temperature, pH, agitation, etc., upon floc size and 

structure. Unfortunately, the model is very sensitive to yeast floc 

size and so further research on this topic would be beneficial. 

(3) Effects of the gas phase 

In the present model the presence of a gas phase is not considered. 

The major effects are (1) interference with two-phase fluidisation, and 

(2) the promotion of mixing in the system. The effects on fluidisation 

are complex and the reader is referred to the work of PSTERGAARD 

(1965, 1966, 1968, 1970, 1972) on three-phase systems (for a summary 

of this work see JAMES, 1973). 

Approximately 0.25 1. of co, are produced for every gram of sugar 

utilised, i.e. about 15.].per litre of wort. This corresponds to a 

superficial gas velocity of 1 cm/ s at a liquid throvghput of 10 bri/h. 

With regard to agitation, the effect of this gas is not significant at 

high yeast concentrations since the flocs are packed closely together 

and substantial mixing is not possible. At low yeast concentrations,
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however, there is intense backmixing; the present model is not valid 

under such conditions and the reader is referred to the model described 

in Section 8.5. 

During normal operation of a continuous beer tower fermenter there 

is a high concentration of yeast in the bottom section of the tower and 

most of the wort sugars are utilised in this region. Towards the top 

of the tower there is a lower yeast concentration and the action of the 

gas bubbles promotes mixing of the small yeast flocs which exist in this 

region. Most of the fermentable wort sugars are utilised before they 

reach this point in the tower and so agitation has little effect upon 

the properties of the liquid medium. 

A further effect of gas evolution is that of nucleation of CO, 

bubbles on the surface of yeast aggregates; this may decrease the 

density of these flocs and cause them to float upwards, thus reducing the 

yeast concentration in the tower. 

(4) Temperature and pH effects 

The model does not take into account the effects of changes in 

temperature and pH of the liquid medium upon fermentation kinetics. 

Means of incorporating such facets into kinetic models are discussed in 

Sections 4.5 and 6.3. It is possible that these parameters also affect 

size and structure of the yeast flocs, though any such effects are not 

fully understood at present. 

SMITH and GREENSHIELDS (1972) estimate that about 0.13 kcal of heat 

is released for every gram of sugar fermented. This thermal energy is
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sufficient to raise the temperature of a system by almost 9°C during a 

normal brew.  KLOPPER et alia (1965) and AULT et alia (1969) have found 

that wort entering a continuous beer tower fermenter at 15°C rapidly 

rises in temperature to 21 - 24°. During normal operation of such a 

tower cooling is necessary to maintain a steady temperature of 21°C. 

(5) The yeast sevarator 

The yeast separation stage at the top of the tower is omitted from 

the present model. It is thought thet the separator has little effect 

upon the operating cherasterietios of the tower, except to (1) increase 

the liquid residence time, and (2) retain a smaller size range of yeast 

flocs than would otherwise be possible. 

(6) Yeast viability 

Yeast viability was determined under various experimental conditions 

by AULT et alia (1969); they Pourid. that it varied considerably with the 

level of oxygen saturation of the wort. Since microbial viability 

affects speed of fermentation, this is an area in which further work is 

required. 

(7) Diffusion 
  

GREENSHIELDS and SMITH (1971) and SMITH anda GREENSHIELDS (1972) 

studied the diffusion of sugars into yeast flocs. They found that 

diffusion is not rate-controlling with yeast floes of less than about 

0.2 om in diameter and so this facet is not incorporated into the model.
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754 Concluding Remarks 

A mathematical model describing yeast and sugar concentration 

profiles in a tower fermenter is presented. Suitable choice of 

parameters allows the model to predict some of the phenomena observed 

during the operation of a production-scale A.P.V. tower fermenter and 

published in the literature. Limitations of the model are discussed in 

detail and help to highlight areas where further research may be of 

value. Like the batch beer simulation study (see Section 6.2), the 

model presented here is not useful for predicting taste or appearance 

of an alcoholic beverage; however, it is applicable to other anaerobic 

continuous tower processes involving microbial aggregates. With a 

better understanding of factors affecting size and structure of microbial 

flocs, the model will be valuable for predicting maximum throughput, etc., 

in tower systems.
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8.3 The Effect of Liquid Throughput on Biomass Concentration in 
a Continuous Tower Fermenter 

8.4 Schematic Representation of an Aerobic Tower Fermenter 
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8.1 INTRODUCTION 

SMITH and GREENSHIELDS (1974) have reviewed the application of tower 

fermentation systems to aerobic processes. In particular, work carried 

out by the T.F.R.G. at the University of Aston on aerobic processes 

involving yeasts, bacteria, and filamentous fungi is described. 

Aerobic processes carried out in tower fermenters require large 

quantities of air. Consequently, the presence of the gas phase cannot 

be neglected, as it is in the continuous beer fermenter model (see 

Section 7). Besides interfering with two-phase liquid-solid 

fluidisation, the gas phase promotes mixing in tower fermenters. In 

addition, oxygen mass transfer between phases is frequently the 

rate-controlling step for fermentation processes. 

In designing or modelling a particular process attention must be 

given to the following topics: 

(1) Overall Mass and Energy Balances. 

(2) Microbial Kinetics 

- substrate abilisation, microbial growth, 

metabolite production, interaction with 

diffusion processes. 

(3) Mode of Operation 

- batch, continuous or semi-batch. 

(4) System Geometry 

- aspect ratio, distributor designs, outlet 

section design.
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(5) Gas Phase Behaviour 

- hold-up, bubble size, break-up and coalescence, 

mixing patterns. 

(6) Liquid Phase Behaviour 

- physical properties, mixing patterns. 

(7) Solid Phase 

- physical properties, hold-up, degree of 

aggregation, break-up and coalescence of 

aggregates, mixing patterns. 

(8) Rate Processes 

- mags-transfer between phases (gas = liquid), 

liguid= solid), heat transfer. 

Some of these topics are considered briefly below to illustrate how a 

general model may be ecqitenes and to high-light those areas in which 

further work is required. Reference will be made to systems that have 

been studied at the University of Aston. 

8.2 MASS BALANCE CONSIDERATIONS AND KINETICS 
  

Three processes are considered: (1) yeast growth, (2) vinegar 

production, and (3) mould pellet growth. 

8.2.1 Yeast Growth (This section was developed as a result of 
discussions with Mr. S. D. J. Coote and 
Mr. R. A. Spensley at the University of Aston). 

8.2.1.1 Previous Work 

FRANZ (1968) was probably the first researcher to propose a complex 

Kinetic expression describing yeast behaviour. He distinguished
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between sugar utilised for the different metabolic activities: 

fermentation, respiration, and biomass synthesis. FRANZ was thus able 

to account for large variations in the yield of yeast dry matter (per 

unit mass of sugar utilised) resulting from changes in the ratio 

aerobic/anaerobic netabolisn. 

KOGA et alia (1968) developed a block-diagram model of a microbial 

cell based upon an ATP balance. Six key metabolic processes were 

identified and a balance between energy produced and energy expended was 

assumed. 

PERINGER et alia (19720, 1972b, 1974) derived a comprehensive 

mathematical model of the growth kinetics of the yeast Saccharomyces 

gerevisae.s The model is based upon an ATP balance and expresses 

analytically the dependence of maximum specific growth rate and growth 

_ yield upon dissolved oxygen tension and sugar concentration. The model 

accounts for a number of importent physiological aspects of yeast 

behaviour and gives good agreement with experimental results. 

Unfortunately, no account is taken of maintenance energy, but this is 

not a significant factor at low biomass concentrations. Though complex, 

PERINGER'S model requires knowledge of only eight parameters - three 

involving ATP yields and five for kinetic expressions. 

Publications regarding mass balance relationships for fermentation 

processes include those of MATELES (1971) and MINKEVICH and EROSHIN (1972). 

A later paper by MINKEVICH and EROSHIN (1973) shows how heat generated by 

fermentation processes can be calculated from the mass balance.
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8.2.1.2 A Basic Model 

A simple model for yeast growth based upon an ATP energy balance is 

presented. As mentioned in Section 4.2.8 yeast can function effectively 

using both aerobic and anaerobic mechanisms, either independently or 

simultaneously. The two modes of operation yield different quantities 

of ATP (MAHLER and CORDES, 1968). Under anaerobic conditions one 

molecule of glucose yields 2 excess ATP molecules via the Embden-Meyerhof- 

Parnas (EP) pathway. Under aerobic conditions rather more energy is 

derived from the sugar; EMP + the Krebs cycle (also kmow as the 

TCA - TriCarboxyclic Acid - cycle) yields 38 excess molecules of ATP from 

one molecule of glucose, and EMP + HMP (Hexose Monophoshate Pathway) 

yields 36 excess ATP molecules. A reaction scheme is shown in 

figure 8.1 below. An average value of 37 moles ATP per mole of glucose 

is used for the aerobic pathway in the present work. 

Figure 3:1 Glucose ltilisation by Yeast — Reaction Scheme 

CaHsOH +60, 

EMP g Ce Hi O¢ PiGuesean Pyruvate + 2ATP 

HM Pp 

Krebs Cort tO Cycle 
+34 ATP 

C0, + H20 

+ 36 ATP
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Fermentation of glucose by yeast can thus be represented by two simple 

overall chemical reactions, as follows: 

(1) Aerobic mechanism: 

CgHy, O% + 60,——+6CO. + 6H,0 + 37 ATP (a1) 

1805 “62g 2645 © 108g 

(2) Anaerobic mechanism: 

C4 Hp O, ———+ 2C,HsOH + 2CO) 4+2ATP 6.2) 

1803 925 88 

The reaction sequence for yeast growth on a mono-saccharide in an 

aerobic fermenter is represented schematically in figure 8.2. 

8.2.1.3 Growth 

BAUCHOP and ELSDEN (1960) studied the yields of energy-limited 

cultures grown anaerobically in a complex medium. They expressed yield 

Carp) as g.dry weight of cells per mole of ATP synthesized during the 

metabolism of a mole of energy substrate. They found that Y ‘arp ¥8s 

almost constant, irrespective of the organism or substrate, averaging 
+ 

10-2 g. For the yeast Saccharomyces cerevisae utilising glucose the 

yield was 10.5 g.dry weight/mole ATP, 

HARRISON (1967) and OLBRICH (1956) determined the composition of 

yeast dry matter on an elemental basis, as shown in table 4.1 (see p91). 

HARRISON suggested the following empirical formula for yeast: 

Ce Hi O35 N



2a. 

Fiowte +2. Schematic Representation of Yeast Growth 

in an Aerobic Fermenter 
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Assuming (1) a balance of carbon atoms, and (2) ammonia is the nitrogen 

source for growth, the overall reaction for the synthesis of yeast can be 

written as follows: 

Ce Hy Og + NHy + IS ATP—+CcHyo OsN + 241,04 £0, (22) 

1804 Wis 1449 955 85 
#1575 dey yeask 

* Assuming ‘that carbon, hydrogen, oxygen, and nitrogen comprise 92% 

of the dry weight of yeast (averaged figures of HARRISON (1967) ana 

OLBRICH (1956)), then 144¢ of O gy Ost is equivalent to 157g yeast 

(ary weight). This requires 15gmole of ATP. 

Equations (8.1), (8.2), and (8.3) can be combined to give the 

carbon balance for yeast growth. Let the masses of sugar utilised for 

respiration, alcohol production, and growth be a, by and c respectively. 

Overall balances for carbon and ATP can then be drawn up, viz: 

carbon balance: 

(a+b+e) CeH, 0, + (ba-c)0, + ¢ NH; ——__» 

(atbre)s, (hove -0.04e)9, 0108 g, 

2bCoHsOH + © CeHio ON + (6a42b) CO. + (Ga+24e) HO (94) 

Oi51b 9. O1B0e 9, (479+ 0145 b)g, (Or600 + 0:25) 9. 

(o-87¢ 9, dey wt-)
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ATP balance: 

0.2060 + O:0llb = O1080c + maintenance (@s) 

Maintenance requirements are often quoted in the form: 

g-glucose/g. organism dry wt./h 

CARTER et alia (1971) quote 0.018 g./gyh for the mould Aspergillus 

nidulans at 30°C. Other workers (e.g. BUTTON and GARVER, 1966) quote 

values close to 0.02 ge/gyh for many different types of organisms. 

Assuming aerobic metabolism of sugar utilised for maintenance purposes, 

equation (8.1) eneuaetee that 0.2g. of glucose produces 0.004 gmole ATP. 

Thus, for a system containing X g. of yeast equation (8.5) can be rewritten 

as follows: 

02060 + O:Ollb = O1080e 4 0:004.X.+ (8-4) 

where + is the time period under consideration in hours. Yeast growth 

is therefore defined by the carbon mass balance (8.4) and the ATP balance 

(8.6). 

8.2.1.4 Discussion 

The model is based upon two mass balances - one for carbon end one 

for ATP, Thus it would be useful for interpreting experimental data, 

particularly from systems where input and output streams are monitored. 

Application of the model to yeast growth in a stirred tank reactor is 

shown in Appendix IV.
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At present kinetic relationships ere not a feature of the model, but 

Michaelis-Menten expressions for glucose, oxygen, and nitrogen could 

easily be incorporated. 

Two possible inaccuracies of the model are as follows: 

(1) the work of BAUCHOP and ELSDEN (1960) concerned anaerobic 

systems only, and thus the figure of 10.5 g.biomass/gnole ATP quoted for 

Yamp Mey be inaccurate. PERINGER et alia (1972) use a figure of 

9.01 &-biomass/gnole ATP for a generalised growth model for 

Saccharomyces eae KORMANCIKOVA et alia (1967), however, 

determined values of 9.4 and 10.3 g-biomass/ gnole ATP for the aerobic 

growth of S.cerevisiae on glucose. 
  

(2) arp required for maintenance is not known exactly. Although 

many workers quote a figure of 0.02 @-glucose/g. ary wt.,h, it is likely 

that maintenance requirements vary with age, metabolic state, and level 

of metabolic activity of a cell. 

In conclusion it should be pointed out that a key feature of the 

model is its simplicity, and thus its general applicability. 

8.2.2 Vinegar Production 

Data are presented for the acetification of alcohol to vinegar by 

HROMATKA and EENER (1959), JONES (1970), and SMITH and GREENSHIELDS (1974). 

The conversion is effected by the bacteria Acetobacter and is growth- 

associated, i.e. acid production is proportional to biomass generation, 

The overall reaction can be represented by the following equation: 

CH,CH,OH + O7——» CH,COOH + HO + 116 heal (3-1) 

4bg 324 604 lag
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Oxygen requirements are approximately 10 e/’ hyg ary wt. bacteria when the 

fermenter is operating at 20-30°C and an acid concentration of about 

50 e/1 (HROMATKA and EENER, 1959; JONES, 1970). Calculations from the 

data of HROMATKA and EENER show that the production of lg of acetic acid 

is associated with the formation of 0.0016 g. of bacteria (ary weight). 

Monod kinetics (see Section 4o4o4) are normally used to describe bacterial 

growth. However, oxygen mass transfer often appears to be the 

rate-controlling step. 

8.2.3 Mould Pellet Growth 

Growth of mould pellets is often expressed by cube root kinetics. 

Assuming that the surface area of a spherical floc increases linearly 

with time we have: 

dx = a ; g-9) aie : 
Integration yields: 

cc= (aot 6,t)° (3.9) 

This expression was first used by EMERSON (1950).  PIRT (1966) proposed 

a model that can account for such kinetics. He suggested that mould 

pellets consist of an outer shell of growing hyphae and an inner mass of 

non-growing mycelium, the thiclness of the outer growing layer being 

limited by nutrient diffusion rates. PIRT'S calculations show that the 

growth-limiting nutrient is almost certain to be oxygen. He concluded
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that growth according to the model may lead to large differences between 

the metabolism of the outer and immer hyphae of the pellet. Hence the 

outer surface of the pellet may be generating new biomass whilst the inner 

layers are producing alternative metabolites, such as organic acids. 

Near the centre of the pellet autolysis will occur if the carbon 

substrate is unable to diffuse into this region, 

FREDERICKSON et alia (1970) show that diffusion-limited growth cen 

lead to the cube root growth lew. TRINCI (1969., 1970a, 1970b) carried 

out investigations into the growth of myoelial pellets. His experiments 

confirmed that equation (8.8) can account for pellet growth under certain 

conditions. 

Alternative mould growth models have been proposed by SHU (1961), 

TERUI et alia (1967), and MECEE et alia (1970). MECEE suggested that it 

may be advantageous to study mould systems from the view point of cellular 

differentiation. 

Oxygen Transfer into Mycelial Pellets and Flocs 

Oxygen transfer frequently controls the rate of growth of mycelial 

flocs and pellets (PIRT, 1966). This topic has, therefore, been of 

considerable interest to researchers. Early work on this subject was 

published by YANO et alia (1961), who derived equations accounting for 

the effects of diffusion and reaction (pellet effectiveness factors). 

Later work by ATBA and KOBAYASHI (1971) resulted in a more sophisticated 

model which gave better agreement with YANO'S experimental data. Other 

publications on this topic include those of PHILLIPS (1966) ,
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KOBAYASHI et alia (1973), and HUANG and BUNGAY (1973). MUELLER et alia 

(1968) investigated oxygen transfer into floc structures. 

8.5 GAS PHASH BEHAVIOUR AND OXYGEN MASS TRANSFER (GL) (see also Section 

8.3.1 Gas Hold-up ae 

(1) Air-Water Systems 

DOWNIE (1972) and SHAYEGAN-SALEK (1974) investigated gas hold-up in 

air-water bubble column systems. Their data suggest. that the 

following correlations may be appropriate for column diameters of 

15 cm or greater: 

he = 0:04 ug O<Ug< & emis (8:10) 

he = 0:20 Uc 7 5 emis (e411) 

For columns of diameter less than 15 em gas hold-up fraction may be 

greater than 0.20 due to slugging. 

(2) Fermentation Systems 

Gas hold-up in tower fermentation systems appears to vary with: 

(a) superficial gas velocity, (») surface tension of the fermentation 

broth, (c) biomass concentration, and (4) morphology of the microbial 

phase. At present it is not possible to quantify morphology and it 

would be difficult to include this facet in a model. The other three 

parameters, however, are easily measured and could be readily incorporated 

into a model.
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MORRIS (1972) presented data for the batch growth of Aspergillus 

niger on sugar solutions in tower fermenters. Results can be 

approximated by a correlation of the following form: 

he = p24 03-UG 1< Ug <6 als (8:12) 

Values of the coefficients ( : ) for different biomass concentrations Les 

are given in table 8.1 below. 

  

  

  

Table 8.1 Coefficients for the Gas Hold-up Correlation 

BIOMASS CONC. MORPHOLOGY g 2 3 

(¢/1) (P = pellet; F = filamentous) (s/cm) 

0 j - 0.06 | 0.03 

Bi P 0.05 | 0.025 

a P 0.04 | 0.02 

ic z 0.03 0.015             

8.3.2 Volumetric Mass Transfer Coefficient (GL) 

Values of the volumetric mass transfer coefficient, (k2)¢ 39 

can be related to the gas hold-up fraction, hge Such a relationship, 

however, assumes that co remains constant whilst interfacial surface 

area, a, is proportional to gas hold-up. 

KITAI et alia (1969) used the following correlation to predict ha
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values in a perforated plate, column fermenter: 

ek SO 005E ae 3 oi Wasim) OLS (e13) 

MORRIS (1972) investigated oxygen transfer in a tower fermenter 

containing A. niger pellets (8 g/1). ‘The following relationships 

provide an approximate description of his results: 

kia & O1035%Ug gs” O< ug SB emis (e114) 

kia % 0084 +0:0lleug gs) S< UG <5 emis (815) 

Wecoies eV ONG) ge! »UG?S emis 16) 

kya values are also affected by a number of parameters, including 

broth viscosity and surface tension (see Section Bed) « 

8.3.3 Gas-Phase Mixing 

Mixing in the gas phase can normally be neglected, i.e. plug flow 

is assumed. 

8.4 THE BEHAVIOUR OF MICROBIAL SUSPENSIONS (Liquid and Solia Phases) 

8.4.1 Physical Properties of Microbial Systems 

Perhaps the best work to date is that of JAMES (1973), who performed 

measurements with A. niger and flocculant yeasts. He attempted to 

quantify the structure and behaviour of microbial aggregates and 

fermentation broths so that their properties could be predicted in



various situations. Mathematical models of the structures of (1) a 

fungal pellet, and (2) a microbial floc are presented. 

JAMES also investigated the rheological behaviour of microbial 

suspensions. An excellent literature review is eeeeent ce besides 

results for yeast and A.niger suspensions; an expression of the form; 

bs pi Le 9) 

may be appropriate for A.niger (in both the pellet and filamentous forms). 

Publications of interest regarding rheology of microbial broths 

include those of DYINDOERFER and WEST (1960), TAGUCHI (1971), 

STERBACEK (1972), ROBLS et alia (1974), and LEDUY et alia (1974). 

Viscosity is an important factor since it affects both mixing and 

oxygen transfer in fermentation broths. However, it is not possible at 

present to predict with confidence the effect of changes in physical 

properties on system behaviour. 

8.4.2 Fluidisation-Sedimentation Phenomena 

JAMES (1973) has briefly reviewed the literature regerding 

three-phase fluidisation, and considered the effects of the gas phase 

on system behaviour. Although he carried out preliminary experimental 

investigations using suspensions of (1) yeast, and (2) A.niger, the 

results are descriptive and of Little value in predicting the behaviour 

of general systems. 

In the absence of further data, models describing aerobic tower 

fermentation systems are based on two-phase (i.e. liquid-solid)
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fluidisation theory, as described in Section 7.2.2. JAMES (1973) has 

presented extensive experimental data for two-phase systems containing 

various yeasts and A.niser pellets. 

Mould Growth Systems 

Discussions were held with Mr. R. A. Spensley and Mr. 8. D. Pannell 

at the University of Aston regarding mathematical modelling of a 

continuous system for the growth of A.niger. Traditional continuous 

culture theory (see Section 5) is not applicable to continuous tower 

fermentation systems since the biomass concentration in the effluent 

stream, Xgo is not necessarily the same as the average biomass 

concentration in the tower, Xp The relationship b= D does not hold 

and should be replaced by the expressions 

poxr = D.Le (8:18) 

Concentration of the microbial phase, Xp is solely dependent upon 

fluidisation-sedimentation phenomena, i.e. liquid superficial velocity 

is an important factor. JAMES (1973) found settling velocities for 

Asniger pellets of up to 0.71 cm/s. Thus for a column of 10 om diameter 

liquid flowrates of up to 55 ou?/s could be achieved with this morphology 

before there is complete washout of the culture. For a 10 1 fermenter 

this corresponds to a dilution rate of about 20 ieee It is therefore 

apparent that dilution rates well in excess of Py cen be attained in 

tower fermentation systems (depending upon the physical characteristics
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of the microbial phase). This is not possible in stirred tank 

fermenters; there is no way that specific growth rate, Bs can exceeded by 

the dilution rate, D, without washout occurring (except, of course, by 

artificial maintenance of a high microbial concentration in the fermenter). 

Recently PANNELL (1974) has confirmed experimentally that values of D 

much greater than Pm ere possible in tower fermentation systems 

containing A.niger. 

Biomass Concentrations in Continuous Systems 

When applied to tower Porucatet ion systems, the term "dilution rate" 

is often misused. For example, by halving the height of a column one 

can double dilution rate and yet microbial concentration remains unaltered 

(since superficial liquid velocity is unchanged). 

The relationship between biomass concentration and superficial 

liquid velocity is complex. Consider the fluidisation equation: 

Us _ 6 @W) 
Uy 

Vn . Cora (42) (8:20) 

Now, X= xXm(1-€) (821) 

where ee maximum biomass concentration (fixed by morphology) 

This oe otek t-te) | (22)
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Assuming that floc terminal velocity is independent of superficial liquid 

velocity (an over-simplification since liquid physical properties, and 

the size and structure of the flocs may alter) we can predict the 

relationship between liquid throughput and biomass concentration in a 

tower. Results are presented in figure 8.3. 

8.4.3 Mixing in the Liquid and Solid Phases 

Liguid Phase 

Liquid-phase mixing in tower fermentation systems may be described 

by the backflow stirred tanks model (see Section 2A) Backmixing 

coefficients can be calculated from the volumetric gas flowrate, as in 

Section 2.5. During some microbial processes there is a change in 

volumetric gas flowrate; in such systems the backmixing coefficient 

varies with axial position in the tower. 

Solid Phase 

In the case of the microbial phase much depends on the size of 

aggregate. For single cells and small aggregates the suspension can be 

considered to be pseudo-homogeneous. Such an assumption may, however, 

introduce error into a model since no account is taken of froth flotation 

of the microbial phase. JONES (1970) and KITAI et alia (1969) reported 

this phenomenon when operating tower fermenters for bacterial processes. 

KITAI et alia have proposed a model incorporating flotation of the 

microbial phase. 

For large aggregates (> 0.1 cm. in size) fluidisation and mixing 

effects are very difficult to describe. Under some conditions it may be
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Frquce 8:3 Biomass Concentration tn a Continuous Tower Fermentors 
the Effect of Liquid Throughput Rate_ 
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Fi 4. Schemate Representation of an Aerobic Tower Fetmenter tauce ‘ 
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reasonable to assume no mixing of the solid phase: at the other extreme 

the mixing may be of the same intensity as that in the liquid phase. In 

the latter case, perfect mixing is approached at low throughputs. 

For the case of fluidisation of the microbial phase it would be 

nost difficult to simulate the system unless one assumes no mixing in the 

solid phase. If microorganisms move from one local environment to 

another the effects of adaptation and de-adaptation should be considered. 

In addition, fluidisation calculations become complex due to changes in 

the physical properties of interstitial floc fluid. 

8.5 A GENERALISED MODBL FOR AN AEROBIC TOWER FERMENTER 

A generalised model for an aerobic tower fermenter is presented 

below. Consider the fermenter as a series of perfectly-mixed vessels, 

as shown in figure 8.4. There is forward flow and backflow of the liquid 

phase, and forward plug flow of the gas phase. The following calculation 

th 
sequence is suggested for the n” segment: 

(1) Milcdciuation#sensmenta sion phenomena 

Calculate solid phase hold-up from fluidisation-sedimentation theory. 

Some assumption must be made regarding floc/ colony structure. Liquid- 

phase composition and gas flowrate must also be assumed. 

(2) Mixing 
Liquid baclmixing coefficients can be computed from gas and liquid 

flowrates, as in Section 2.5. 

As an approximation, assume no mixing in either the gas or 

microbial phases.
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(3) Rate-limiting step 

This determines reaction rate and may be due to: 

(a) oxygen transfer from the gas to liquid phase, 

(b) liquid substrate concentration, or 

(c) mass transfer difficulties into or out of microbial aggregates. 

Each of these rates should be calculated; the minimum gives the 

rate-controlling step. 

(4) Mass Balances 

Mass balances for the liquid, gas, and microbial phases can now be 

dram up, assuming the rate-limiting kinetics determined in step (3). 

New liquid and gas compositions can thus be calculated, and also growth 

of the microbial phase. 

(5) Other considerations 
  

(a) Heat generated may be caloulated from the kinetics mass balance. 

This affects the physiological properties of the microbial phase, and 

also oxygen solubility in the fermentation broth. 

(>) Viscosity of the fermentation broth can be determined from biomass 

concentration and morphology. This affects mixing, gas hold-up, and 

oxygen transfer. 

(c) Aggregate structure may be affected by changes in volumetric gas 

flowrate, liquid composition, or biomass concentration. However, 

changes in morphology are difficult to predict. 

It can be seen that solution of such a model requires a complex 

iteration scheme. There are many interacting variables, and an additional
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complication is the backflow of liquid between segments. 

Dynamic Modelling (see also Section 5.3) 

With the exception of the backflow stirred tanks model (Section 2.4) 

and the batch beer sugar utilisation model (Section 6.2) the models 

developed in the present work cannot be used to simulate dynamic 

responses. The general aerobic tower fermenter model can be modified 

to account for transient responses by making one of the following 

assumptions regarding each aspect of the models 

(1) an immediate response ‘to disturbances, 

(2) a delay due to the vessel time constant, or 

(3) a time lag due to biological adaptation. 

All steady-state equations must be modified to include accumulation 

and/ or time constant terms.
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LIS? OF SYMBOLS (Section 8) 

EXPLANATION 

mass of sugar utilised for 
respiration 

mass of sugar utilised for 
alcohol production 

nass of sugar utilised for 
growth 

dilution rate 

hold-up 

volumetric mass transfer coefficient 

fluidisation index 

time 

superficial liquid velocity 

floc terminal velocity 

biomass concentration 

biomass concentration in effluent 

biomass concentration in tower 

total biomass in system 
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Greek Letters 

Bi 

€ 

BB 

pe 

Subscripts 

G 

L 

EXPLANATION 

constant 

voidage 

organism specific growth rate 

viscosity of fermentation broth 

gas-phase 

liquid-phase 

maximun 

initial 
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UNITS 

various 

-1 

g/omes
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SECTION 9 

ACHIEVEMENTS AND RECOMMENDATIONS FOR FUTURE WORK 

Introduction . 

The thesis illustrates the value of working with a multi-disciplinary 

research team. Knowledge, expertise, and experimental results acquired 

by a number of members of the Tower Fermentation Research Group have been 

utilised to analyse fermentation processes and to construct mathematical 

models of these systems. The models developed have been useful in: 

(1) suggesting new areas for experimental investigation (e.g the 

high flowrate work with continuous A.niger systems), 

(2) high-lighting areas where more research effort might be useful 

(future work - see below) and 

(3) the scale-up, design, and optimisation of tower fermentation 

systems (see Section 8). 

Achievements 

(2) An alternative to the axial dispersion model has been developed. 

The new model assumes that a bubble-column can be represented by a series 

of perfectly-mixed regions linked by both forward- and back-flow of the 

liquid phase: it closely approximates the axially-dispersed plug flow 

model and is more amenable to simpler solution techniques. Mixing 

parameters for both models can be predicted by en empirical procedure 

which relates a new mixing parameter, w, to changes in process-operating 

parameters. 

(2) A theoretical model has been developed to describe oxygen transfer
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in a system in which the liquid phase is well-mixed and the gas is in 

plug flow. It is show how this model can be combined with the backflow 

stirred tanks model to provide a description of oxygen transfer in bubble 

columns and tower fermenters. 

(3) A comprehensive review of deterministic microbial kinetic models 

has been undertaken... A particular feature of this section is the critical 

discussion of means of modifying kinetic models to account for variations 

in process parameters. 

(4) Continous culture theory has been outlined and discusseds 

modifications to existing theory to account for transient responses 

resulting from changes in system parameters are briefly reviewed. 

(5) The kinetics of sugar utilisation and the physical behaviour of 

yeast during batch beer fermentation have been analysed and a model 

developed. The model incorporates novel features for (2) dealing with 

multi-component substrates, and (b) accounting for the adaptation of 

microorganisms to new growth environments. 

(6) A model of the A.P.V. continuous beer tower has been developed. 

Simulation studies with this model show that a number of different yeast 

and sugar concentration profiles can be generated by choosing different 

values of the operating parameters. 

(7) A general model for aerobic tower fermentation processes has been 

outlined: consideration is given to a number of design features of such 

systems. One aspect of this model has been used to demonstrate that it 

is possible to operate tower fermenters containing microbial aggregates



266. 

at much higher flowrates than previously thought possible. 

Future Work 

(2) This thesis forms a basis for simulation studies of many tower 

fermentation processes. It should now be possible to develop 

preliminary models for a number of processes involving yeasts, bacteria, 

and filamentous fungi. 

(2) In order to develop detailed models of tower fermenter systems a 

greater understanding of factors affecting the size and structure of 

microbial aggregates is required. The author recommends that further 

research should be carried out in this area. 

(3) Models of fermentation systems are often limited by lack of 

imowledge about the effects of changes in process parameters (e.g. 

temperature and pH). The author believes that more fundamental 

research into the mechanisms which control microbial cells would be 

beneficial.
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APPENDIX I SOLUTION OF MATRIX DIFFERENTIAL EQUATIONS 

Consider the equation 

C= AcC+z (2-24) 

Steady State Solution 

Here we have Acie a= 10 

with solution cf 

Tf zg = © we have Aco = O 

For ¢ to have a non-trivial solution, the determinant of A must equal 

zero and the solution is given by the eigenvectors of A. 

Consider equation (2.27): © = Arc 

Intuitively, the steady state solution for an impulse injection of m units 

of tracer to any point in the system is given by: 

a Co = Nv lenen 

A steady state solution to equation (2.24) can be obtained for the 

case where tracer is injected continuously into the top of the column by 

considering the steady state mass balances around each tank shown in 

figure 2.2.
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For tank 1 we have? 

NurCo + 9:02 = prey 

For c,=O we hove: C,= 4.c, = fie, 
P 

For tank 2 we have: 

PCy + 450g = prln + 4.en 

Buk PGi = 9.02 

therefore q.¢3 = pice 

On eer= ete Fic, 
P 

For tank n we find that Cy= f. Cn+1 

For tank N we havet 

PCat + esc, = WL tVE) Cy + 9: Cy 

Buk P-Sn- = qa: cA 

thas Cy = ee eeeac 
(vutve)



Unsteady State Solution 

Here we have iol = A.c +Z 

Taking Laplace transforms: 

S.c(s)-¢(o) = A.c(s) + z(s) 

Rearranging? 

c(s) =_¢lo) + 

re) 

IN (s) 
  

o we
t 1 

(>
 

4
 

Inverting: 

E(t) = P(t), ¢ (0) +f 6(e-0).2(C). dv 

where: (+) = ee {st- A] 

Now: 

Gut) = exp[A -t)] 

= i Ales) a TA oa)oe ot 
2! nt 

Let h=(t-to) , then: 

Gch) =e A Wa AL he ow yee AER 
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(2:24) 

AY (t-t,)"y...
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Provided z # £(t) then the recursive solution can be written: 

toth 
c(teth) = exp[A-h]. ¢ (te) + fex[A (t-t)].dt.z 

to 

even elt) + [-A'. ae Zz 

= eo ct) + ' Tees -I].z 

= Oh) c(t) + Alh).z (2.23) 

a) a a a 
- 2! at 

ond Ath) = A'TSQ)-E] (2:31) 

= hte As HAW peg AP he 
2! 

Reh eeeefre rere 
3h (ni! { 

Thus the solution of equation (2.24) is given by equation (2.29) and can 

always be solved, even when there is no inverse of A, by the following 

procedure? 

(4) generate A(h) using equation (2.31) 

(ii) calculate ¢(h) from 

G(r) = T+ A. Ath) 

(444) apply equation (2.29) recursively, starting at t = to.
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APPENDIX IT DERIVATION OF THE DISPERSION MODEL AND ITS 
BOUNDARY CONDITIONS 

Consider an element of width 6x om at an axial distance x om from 

the top of a bubble column of length L and cross-sectional area a, as 

shown in the figure below. let there be upward flows of liquid %y, and 

G88 Vg, entering at the base of the colum, and resulting in a miform 

liquid hold-up fraction hy through the column. Consider a constant flow 

of tracer VE of concentration Cy entering the top of the column. 

Wty vy 
Cour Ve it 

  

  

6x. 
    
        

Schemotic of o Bubble Column
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Mass balance on component ¢ over element 

IN: by bulk flow vife+ ac Sx] 

=, <0» hu. de 
ox 

by diffusion 

OUT: by bulk flow = V,.C 

by diffusion —Db,-a-h,. a ie oe | 
ax ox 

ACCUMULATION =) hoo. Se se 
at 

Apply the law of conservation of mass 

IN - OUT = ACCUMULATION 

Mis [e+ de fe) =e DetOsheweey Nic 4 
ox dx 

+ Dah. d fer de-&] = hy. ade. de 

ox aw pe
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Simplifying: 

Vike 4 Dah Ve = ha. de 
ox doc de 

therefore: Ue, dc Be Dix teey = de 
he = 32e ant at 

Boundary Conditions 

(i) ¢ (x,0) = 0 

(43) Bottom of column 

        

ee 
Lose 

Vi he 

[ee 
C4 SE Sx bx 

VL 

mo) 

Schemat’e of Column Base
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Mass balance on component c over element 

IN: by bulk flow = Wis oO 

by diffusion = =D Ou, hy . de 

ax 

OUT: by bulk flow = Vi.C 

by diffusin = O 

ACCUMULATION = fpr. S2es de 
ot 

Applying the law of conservation of mass? 

SD athe te = Wetee ath a Sxl a 
ox dt 

Let gx—-O and Simplify » then: 

de(bjt) _ Ur. cL) 
d0¢ herds
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(444) Top of column 

  

  

  

Cour 

(Vive) Ve Ce 

sx] ct i826 

| Schematic of Top of Column 

ML he 

    
Mass balance on component ¢ over element 

IN: by bulk flow 

by diffusion 

tracer input 

QUT: by bulk flow 

by diffusion 

a 
u 

" 

yis[e+ 3.8] 

0 

Ver St 

[uct ]-c 

dL a hod [e+ af] 

ox ox
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ACCUMULATION = hangs. do 
dt 

Applying the law of conservation of mass? 

vis [e+ de 2] tyice —frreye}c + dah. d fox de. gx 
ox = ox Ox 

i aye One Sse 4 ac 

ot 

Let S$x-—--O and simplify , then s 

c(t) = _Ve Jeon — CC 
ot Drache
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APPENDIX IIT FINITE DIFFERENCE SOLUTION OF THE DISPERSION MODEL 

The partial differential equation describing the dispersion model iss 

Ue, de Dinocee eee Ae Om 
Peakigtot oh gee Be @) 

This is a PAROBOLIC equation, which is conveniently solved by the method 

of CRANK and NICHOLSON (1947) , who use the nodal computational molecule 

pictured below: 

Ar 
oe 

mt) (unknown) 

At eo (Intecmediae node] 

© © O- m (known) 

n-l n n+ 

Computational Molecule 

Using central differences to approximate x at the intermediate 

node yields: 

dcx, t) . Cmtisn -— Cmin 

at At 

similarly: 

2 e(xt) fo (Cnty mat = Cyat, met 4 (Cntiym = Snot m) 

ox ‘2 D-Aoe Qbx 

and 

   Scot) = i (Cos mss > 2c 
dac* 2 

a (Cas,
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Substitution into the dispersion model, equation (2.1), gives: 

(Cr,mat — Caim) oes ae [ Ccnsesmes c Cnet,m+t) + (Cnsim— Conrm)] 
At Achy Ase 

  

oe be [(caesme = Len met Ba Cn-1,ta+!) + (Cn+im ~ Lenin + en) 

2(A>)> 

Rearranging? 

  
Crtt,met | Ae + De 4 Cnymel ~\ De 4 Ent, may De Me 

Ah Doc 2 (Ax)* At (Ax) 202) 4ih dx 

aie SUL Dies Caym| De Lapa fp arian Dee 
= ne es a a i 4 hyde 2 (ax)* 

ors Pe Cnet mei +-9+ nme oT Comey = Smyn (ar.1) 

  

where =] Ue be 
CE 

P lea a 

sat 2 be 
} ea es



  

Ee | te ie 
LO== hye Ae 

and Sm = %.Cntim +R.Casm + Vi Cay ym 

wheres KO =] Ue we 
4h dx  — 2(ax)* 

es [ep = ik 

Moe f Ue eee 

Fh dx — 2 (ax)* 

Boundary Conditions 

(3) c (x,0) = 0 

(43) 2.c(L,t) = BE Ott) 
ox Derhy 

central difference approximation gives: 

Cue — Cuer — ~Uc+Cw 
2A Durhy 

Or: Cutt = Crt qe Cw 
Behe 

279.
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i 3 oor Ve . C(O) =¢ (443) : cot) = Ee [ ‘J Soc Sine 

central difference approximation gives: 

Cree Cen ie’ Ve (a- Ce) 

QArxr Doha 

or: Co = Cy ~ 2Aave. (¢1~C4) 
DBehy a 

Method of solution 

  

Att = Oall ae values ere known (in fact ors O0,1¢neNn ) 

and thus Sy ym values can be evaluated from equation (mei) s. The set of 

equations described by the left hand side of (II-1) forms a tridiagonal 

matrix, which can be solved by any of the standard methods for on ymtl 

values (i.e. t = A t). The method of solution can then be repeated 

indefinitely using on mth to compute Cn m2 Giese = At); etc. 

Reference 

CRANK, J., and NICHOLSON, P. 
(1947) Proc. Cambridge Phil. Soc. 43 , 50



281. 

APPENDIX IV MASS BALANCE FOR YEAST GROWTH IN A WELL-MIXED VESSEL 

Consider a perfectly-mixed vessel of volume V, as shown in 

figure AI.1. Substrate feed, concentration 8, and density er enters 

the fermenter and overflows at a volumetric flowrate u. Concentrations 

of substrate, product, dissolved oxygen, and biomass in the fermenter 

are Sy Py Cy, and x respectively. Density of the overflowing medium is 

Re Air is passed into the vessel at a volumetric flowrate q, and 

exhaust gases leave at a flowrate Yor Gas hold-up fraction in the 

vessel is hg 

  

      

‘. @ So 
ie | / - = 

$ 
: 6 

SP sce 2 
x 

he 

I 

Fipuce AT-I Schematic of Yeast Growth Vessel 
  

The following assumptions are made: 

(1) there is oxygen limitation, 

(2) Michaelis-Menten kinetics can be used for sugar utilisation, 

(3) there are no diffusion problems, and 

(4) 2 steady-state exists.
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Mass balances for the substrate, oxygen, yeast, and ATP can be draw 

up as follows (see Section 8.2.1.3): 

(1) substrate mass balances 

Ulse—s) Ske oo. Nh he A) 

eas aa . A 

     



Gas and liquid flowrates are summarised by tables IV.1 and IV.2 below 

Mable IV.1 Liquid Composition Chart f or the Yeast Growth Fernenter 

  

  

  

            

  

  

  

  

1,0 C oy 2° 6 C oo TOTAL 

In (e/ s) upy-us, us 0 405 

OUT(2/s) u gus +0460, 40.25, us ~a-b-c 0.51b up=up,-0.4 -0.29 b= 

-O75¢ 

Table IV.2 Gas Composition Chart for the Yeast Growth Fermenter* 

Ny Oy C0, TOTAL 

In (1/s) | 0.8 a, 0.2 a 0 ay 

(2/s) | 0.9010, 0.2570, ° 1.1589, 

our(i/s) | 0.8 G1 | 042 4, -06831, 40.03, | 0.831, 406277, 910.277, 4 056 

(e/s) 0.9014, | 0.2574, -1.07,40.04, | 1-47 ,*0-49 4, | [.158q, 40-4, 40.49, 

$010 bo.             

*Notes For table IV.2 

Assume that oxygen, nitrogen, and carbon dioxide behave as ideal gases. 

Thus 1 litre of air (80% Nos 20% 0, by volume) contains 0.257g. oxygen 

and 0.901g. niggogen at 30°C, 760 mm. He. ’ 

Also, lg. co, occupies 0.565 1. at 30°C, 760 mm. He 

1g., 0, occupies 0.776 1. at 30°C, 760 mm. He 

ge N, occupies 0.889 1. at 30°C, 760 mm. Hg 

 


