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SUMMARY

A ten stage 1aboratory mixer-~settler has been designed,
constructed and operated with efficiencies up to 90%.
The phase equilibrium data of the system acetic acid-
toluene-water at different temperatures has been determined
and correlated, Trials for prediction of these data have
been ihvestigated and a good agreement'between the
experimental data and the predictions obtained by the
NRTL equation have been found. Extraction processes
have been analysed. A model for determination of the
time needed for a'countercurrent stage-wise process to
come fo steady state has been derived. The experimental
data was in reasonable agreemént with this model, The
discrete maximum principle has been applied to optimize
the countercurrent extraction process and provéd to be
highly successful in predicting the optimum operating
conditions which were confirmed by the experimental
results,

The temperature has proved to be a prosolvent for
mass transfer in both directions but the temperature

profile functioned as an anti solvent.
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1. Introduction

Liquid extraction is the mass transfer operation
in which a solute is distributed between two immiscible
phases (74) . The process may be carried out in a number
of ways . In most instances y, the solution to be treated
is contacted intimately with a suitable immiscible sol-
vent which preferentially extracts the desired components.
Separations of this sort are essentially physical transfer
operations in character , and all the components remain
unchanged chemically . Nevertheless , the chemical nature
of the liquids strongly influences the extent of separat-
ion possible , since the distribution of & solute depends
on the extent of nonideality of the solutions involved
(47) . Furthermore , the nonideality may be aitered to
influence the distribution more favorably , for example ,
by changing the temperafuré , by addition of salt to
"galt out" an organic solute from a water solution , or
by adjusting the pH of the solution (47) .

Liquid extraction is an indirect mass transfer
operation because it utilizes a solvent , where-as dis-
tillatiwon , for example., is a direct mass transfer oper-
ation (74) , but because liquid extraction results in a
new solutian which must in turn be separated , distilla-
tion is usually considered initially as the separation
process . However , liquid extraction separates primar-
ily according to chemical type , and is therefore capable

of  separations which are impessible by ordinary




distillation . Even solutions which can be separated by
distillation , but which are expensive to deal with in

this manner may frequently be separated better by liquid
extraction (47) .

1.1, Fields of application

Liquid extraction is widely used in many fields as
extractivg:meﬁaiiuxgy , heavy inorganic chemical industry
as phosphoric acid and bromine , water desalination ,
petroleum and petrochemical industries , coal tar indus-
tries , and pharmaceutical industries . Review of these
processes is found elsewhere (48 y 14, 75) and this
thesis will be devoted to the principles which are common

to all the examples quoted .

1.2, Extraction equipment :

Many types of contacting equipment have been deve-
loped . They can be broadly divided into two categories:
i) Stage-wise (discrete stage) contactors .

ii) Continuous (differential) contactors , as listed

in Table 1.1.

1.3, Choice of contactors :

Generally in selecting the best unit for a particu-
lar application one nust consider three main criteria ;
i) The number of effective contact stages required.

ii) The throughput .
iii) The residence time .




TARLE 1.1.

Type of

agitation

Nene

Rotary

devices

Pulsed

CLASSIFICATION OF CONTACTING EQUIPMENT

Stage wise contactors

Simple mixer-settler
(50,74).

Purp-mix mixer settler
(67).

Stacked-stage mixer
settler (41).

Individual stage
centrifuges (41,74)

Pulsed mixer settler (41).

Continuous contactors

§S

Wetted-wall towérs (74).
Spray columns (41,74).

Baffle plate colums
(74).

Packed towers (74).
Scheibel column (44).

0ld shue—Rushton
colum (16).

Multistage mixer
colums (41,74).

Podbielniak extractor
(41).

Luwesta (41)

Rotating dis-—contactor
(41,74).

Pulsed colums (41,74).




Each contactor has certain desirable features which
may meet a special need . Some of these are : high effi-
ciency , high capacity , low hold-up or low residence
time , and the ability to handle extractions where one
Phase has a very different flow from the other or where
emulsification occurs .

A problem occasionally encountered is that the rate
of flow of one of the liquid phases is much greater than
that of the other . This is a serious limitation in many
of the extractors , particularly when the ratio of flows
is 10 to 1 or greater . This is a less important problem
in mixer-settlers since they can handle such wide flow
ratios wi?hout difficulty , although in some it is practi-
cable to recycle the phase with the lowest throughput to
reduce the disparity between the flow rates . Furthermore
mixer-settlers are inherently simple in design and const-
ruction and are easy to operate . Because of these featu-
res mixer-settlers have found widespread use . However
there are some disadvantages to their use in some applic-
ations ; the most important of which is that they require

large floor space .

In Table 1.2 is summarized the most important design

considerations and the process parameters which should be

borne in mind before making a final choice of a contactor.




TABLE 1.2. FACIORS DETERMINING THE CHOICE OF A CONTACTOR

Factor

1. Number of stages reqhired :

_ i) Few (2-3) stages
ii) (10-20) stages

2, Capacity (through-put)
i) Low or moderate
ii) Intermediate and high

3. Solvent residence time
i) Short
ii) Ionger

4, Phase flow ratio

i)'@ d less than 0.1 of the
flow

ii) @ d greater

5. Physical properties
. g
i) Small (--A 9')

Contactor

- all types

Spray towers (100 ft. height)
mixer-settlers

Spray or packed colums
RDC, pulsed colums, or mixer-
settlers

" Centrifugal types

1. Mixer-settlers (settling and
phase separation depend an the
rate of coalescence of the
dispersed phase)

2. Differential contactors (the
residence time is a function of
the meandroplet velocity and

not on the coalescence rate).

Mixer-settlers (30)

Other types

Non—agitated contactors




Contd. TARIE 1.2
- o -
ii) Large (n)

iii) High viscosities

6. Direction of mass transfer

i) Fram solvent to aqueous

phase

ii) From the aqueous phase
to the solvent

7. Phase dispersion and hold up

i) If the phase of the highest
throughput is to be
dispersed

ii) If a low hold up of one phase
’ is required

8. Slow 1;eactions

9. Presence of solids in
one or both feeds

| 10. Overéll performance

i) Performance index =
mass of superfacial flow
rates at flooding

HTU
Performance index =

Sum of the volumetric
phase flow rates at
flooding

Total volume of one stage

ii)

Mechanically agitated contactors

Mechanically agitated contactors

Mechanically agitated contactors

Little information is available

Difficulties mayv be encountered in

- column contactors due to irreqular

shape of the dispersed phase
Centrifugal contactors

Mixer—-settlers

Pulsed plate colum, Luwesta
centrifugal extractor, and
Graesser contactor

For continuous differential
oontactors

. For stage—wise cantactors




1.4, Process optimization :

Before a Process can be optimised it is necessary
to specify a single variable which must be a maximum
{or , in some cases , a minimum) when the process is
operating . This optimised quantity may be , for example
the production rate or the profit . When a chemical pro-
cess is to be optimised there are almosf certain to be
limiting condifions which ¢annot be changed to any great
extent . In liquid extraction processes for example the
optimum number of stages and sclvent to feed ratio , are
dependent on the selectivity of the solvent as well as

the costs of the materials and equipment .

1.4.1. Solvent selectivity :

Two important parameters for the comparison of sol-
vents in liquid-liquid extraction processes are the solv-
ent power and selectivity (2 , 74 , 187) . The solvent
power (or capacity) is the solubility of the solute in
the extract phase in equilibrium with the feed and is
determined by the tie line going through the feed compo-
sition (189) . Somekh (188) stated that the solvent capa-
city increases generally as the molecular weight of the
solvent increases . This causes the extract ends of the
tie lines to be stretched out resulting in a higher sol-
ute content in the extract , Weimer and Prausnitz (192)
determined the selectivity of a solvent by the ratio of
the coefficients of the hydrocarbons dissolved in the

solvent and feed . Good selectivity is obtained when




this ?atio is much greater than unity . Somekh (190)
stated that the deviation of the equilibrium curve from
the y = x line is a measure of the solveht selectivity .
As the deviation of the curve from that line increases
selectivity increases ., Woodle (187) inter-related both
the selectivity and thé solvent power in the following
way + Thus if s is the volume fraction of 0il in solvent

phase and R is the solvent to o0il volumetric ratio then

Where 1>n >0

He stated that the larger the value of a , the greater
the solvent power ; the larger the value of n , the gre-
ater the éelecti?ity . He also sfated fhat the value of
the constant "a" should be mainly a function of temperat-
ure , increasing as the temperature is increased until it
reaches a maximum value . Fenske et al (2) stated that
unless the solvent has relatively large solubility under
the conditions of good selectivity the solvent suitability
is limited because excessive solvent treatments may be
necessary .

Many workers (2 , 3 , 187 _ 193) have studied tﬁe factors
that can improve selectivity . Somekh (188 -191) discus-
sed the effect of the molecular weight of the solvent ,
temperature , anti solvents and solvent power O selec-
tivity . He stated (190) that the aromatic selectivity

of the glycols decreases with increasing temperature



and that there is Probably an optimum temperature range
within which it is desirable to operate ; probably near
the lower limit of this range . Reeves (12) derived two
eQuatidns for the calculation of the raffinate and extr-
act outlet temperature in a column contactor . He claimed
that both outlet temperatures should be below zero but
gave no information about the temperature of the inter-
mediate stages . He also stated that a temperatuie grad-
ient between extraction stages is necessary only when the
number of stages is small . When a large number of stages
is required the extraction may be conducted at constant
temperature without product loss , but his mathematical
treatment did not consider the segond derivative which
would have confirmed the optimum . Also there was no
experimental work to support the hypothesis . Fenske et al
(2) stated that if the solute is completely miscible with
both solvents it cannot be obtained pure by liquid extr-
action unless some way is found to change the solubility
behavi&? as the concentration of the solute increases in
the extractor . He suggested three ways to produce a
purer component ;

i ) Lower the temperature successively in the ext-
ractor as the solvent phase becomes progressively richer
in the extractable component .

ii ) Inject an anti-solvent along the main solvent
flow path to gradually reduce the dissolving power of

the solvent as it flows towards the extract end of the

extractor .
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iii) Introduce another solvent , incompletely
miscible with the main solvent but having a good solu-
bility for the material being extracted , at the extract
end of the extractor flowing counter currently to the
main solvent . The disadvantage of this double-solvent
system is that two solvents , instead of one , must be
circulated through the process and separated at approp-
riate points in the system . Fenske et al (2) recomended
the use of liquid'ammonia as a pro-solvent in hydrocarbon
processing because of its good solvency and selectivity
for separating several hydrocarbon types . Furthermore
they stated that a three - component system comprised of
water , liguid ammonia and monomeﬁhylamlne enable a great
variety of hydrocarbons to be separated . Hutton (193%)
recoqgnded using water as a second solvent with dimethyl
formamide to over come some of its disadvantages in aro-
matic extraction . Somekh (191) reported that , although
the addition of the anti-solvent water improves solvent
selectivity , it drastically reduces capacity . There-
fore only small propertions of water should be added .
Other anti-solvent material could be added which increase

the area of immiscibility so that feeds of higher aroma-

ticity can be extracted and higher purity aromatics can

be obtained (191)
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2._Stage-wise Contactors (Mixer-Settlers)

2.1, Introduction

Mixer-Settlers are the oldest form of multiple con-

tact equipment and although most tower-type extractors

were devised to improve upon this type of equipment ,

mixer-settlers offer certain advantages .

1)

2)

3)

4)

5)

In contrast with countercurrent continuous-cont-
act extractors , in mixer-settlers the degree of .
dispersion or intensity of turbulence may be est-
ablished at any desired level through mechanical

agitation without fear of "flooding" or reducing

_the ‘capacity of the equipment . However unsettl-

aple emulsions resulting from excessively fine
dispersions must be avoidéd .

Any proportion of the two liquids may be handled
easily with either phase dispersed . Also the
ratio of the two liquids in the mixer may be conit-
rolled independently of the ratio of the flow
through the cascades as a whole .

It is claimed (74) that suspended solids are more
guccessfully handled by mixer-settlers than by
most other extractors but these should have spe-
cial arrangements for interstage pumnping .

The common horizontal arrangement of multistage
cascade is especially useful when the available

headroom is low .

The horizontal arrangement makes it possible to




2.2

6)

1)

12

add additional stages at any time should that

be neceessary .

Continuously operated mixer-settlers may easily
be shut down for relatively long periods of time
without very much affecting the steady state co-
ncentration which is useful in case of power cut.

A high degree of approach to equilibrium (stage

‘efficiency) is almost always possible and this

. makes for reliable design .

8)

Reasonably reliable scale-up from small to in-
dustrial size is possible for at least the sim-

pler designs .

Mixer-Settlers also have some disadvantages such as:

1)
2)
3)
4)
5)

Large floor space .

High investment .

High power costs .

Large holdup .

Inter stage pumping may be required .

Mixer-Settler Equipment

The function of a stage is to contact the liquids

for mass transfer to occur and for equilibrium to be

approached ,

The operatio

and to accomplish separation of the phases.

ns may be carried out batch-wiée or with con-

tinuous flow .
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1. Mixers :
These are either :

a, Flow or line_mixers with or without mechanical

agitation .
b. Agitated vessels with mechanical or gas agita-
tion .
2. Settlers :
These are either :
a. Non-mechanical settlers :
i)'Gravity
ii) Centrifugal (cyclones)
b. Mechanical settlers (centrifuges)
Settlers are sometimes provided with settler auxi-
liaries sﬁch as |
i) Coalescers or baffles are most frequently used.
1i) Separation membranes . Those should be open
meshed and wetted by the dispersed phase .Their
disadvantage is that they retard the operation
and 1imit the throughput .
iii) Electroétatic equipment . These are seldom
used due to explosive hazar:zds ; also since water

must be one of the phases this limits the appli-

cation .
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2.3, Mixers :

In the design of mixers for liquid extraction , the
object is to establish the best size and shape of vessel,
method of agitation , internal constrﬁction and power
application to bring about the best rate of extraction
at the lowest cost . Full details of the various impell-
ers and their design are given in references (66) and (74).
The mixing tank is usually a vertical cylinder with a
smooth internal surface but baffles may be fitted .
Mixing in a vessel is influenced by :

i) Degree of turbulence .

ii) Rate df circulation , which can be expressed as
the time required for passage of the entire con-
tents through a given area-usually the peripheral
area swepted out the agitator blades or the
orifice of a jet (66) .

The degree of turbulence in an agitated vessel can
be correlated with an impeller Reynolds number . Provided
thét the fluid behaviour in a mixing tank is isotropic
the flow is turbulent when the Reynolds number is greater
than 10000 . Between Reynolds numbers of 10000 and appr-
oximately 300 is a transition range in which flow is
turbulent at the impeller and laminar in remote parts of
the vessel . When the Reynolds number is less than 300
the flow is laminar (47 , €6) .

2.3.1. The effect of the agitator :
In géneral the agitator has the following effects :
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i) Promotion of mass and heat transfer between
phases (74) .
ii) Reduction of concentration and temperature
differences (47) . |
iii) Production of large interfacial area and small
droplets (66) .
The degree of dispersion is a measure of the ability of
the mixer to achieve a homogeneous dispersion . The term
complete dispersion as defined by Van Heuven and Beek
(164) describes a situation in which no large drops are
found in any parts of the vessel . A homogeneous disper-
sion is one in which the’ conéentration of droplets is
uniform tbroughout the whole vessel . The degree of dis-

persion can be measured by the drop size distribution (55).

2.3.2, Drop size distribution :

Generally in countercurrent flow equipment in liquid-
liquid extraction studies the dispersed phase exists as
discrete drops (77) and in order to achieve a useful
analysis of the extraction data the assumption is often
made that the drops are of uniform size . This permits
one to estimate the interfacial area and the mats transfer
coefficient on the basis of the average drop size from

which is obtained the mass transfer rate

N = K.A.AC 2.1

However , it is well known that the distributors

commonly used in extraction contactors generally deliver




16

a rather wide distribution of drop sizes . Moreover ,
beyond the inlet there are the competing effects of the
generation of new drops due to shear through turbulence
in the bulk flow and droplet coalescence due to drop in-
teraction effects . Depending upon the characteristics
of the particular contactor there will be a balance of
these processes so that at a distance considerably remo-
ved from the feed inlet two limiting situations may arise;
a distribution of drop sizes and drop residence times
(1ittle drop interaction) , or a size distribution of
drops all essentially of the same age (equal probability
of repeated coalescence and redispersion among drops of
all sizes) . This size distribution may be considered to
be bounded by an upper limit or méximum stable size (77)
and a lower limit or minimum size depending upon the
break-up processes prevailing . |

The maximum drop size in a turbulent ligquid is gover-
ne by the Weber number which is the ratio of the dynamic
pressure of the'liquid which tends to break up the drop
and the interfacial tension forces that tend to resist
rupture . Thus , when two immiscible liquids are agitated
a dispersion is formed in which continuous break-up and
coalescence of droplets occur until , after a short time,
a dynamic equilibrium is established between the break-up
and coalescence processes . This results in a distribution
of drop sizes wnich , together.with the mean drop size ,

depends on the type and extent of agitation and the
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physical properties of the liquids . If the extent of
agitation is sufficient to maintain a uniform level of
turbulence throughout the vessel the mean drop size and
drop size distribution will be the same throughdut . Oth-
erwise clusters of drops of different size will exist in
different parts of the vessel . However y for every phy-
sical system and set of conditions there must be a stable
drop size . Drops larger than this will tend to break-up

whereas smaller drops will tend to coalesce (75) .

2.3.3. Prediction of droplet size :

Droplet sizes in fully baffled stirred tanks have
been studied extensively . Theoretical analysis of drop-
let break-up have resulted in predictions of minimum ,
mean and maximum droplet diameters (56 , 58 , 78 , 141 ,
149) , Caution is needed in using thése correlations
since they do not generally agree with each other due +to
the different systems and equipment used . These correl-
ations have been mostly based on the theory of local iso-
tropy by Kolmogoroff (58) and by Hinze (141) . Turbulence
in stirred tanks is definitely ﬁot isotropic but isotﬁ?y
of the main flow is not necessary for loca}'isofropy to
exist . Kolmogoroff makes only two assumptions for local
isotropy @ |

i) A high Reynolds number of the main flow .

ii): The width of the fluid ejected by the agitator

should be larger than the scale of the energy

dissipating eddies .
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Both conditions apply frequently in stirred vessels .
In the dispersion of two liquids by turbulent agitation
break-up is not the only mechanism taking place but coa-
lescence of droplets might also occu (17 , 58 , 140) .

Methods of measuring coalescence rates in agitated
tanks have relied mainly upon following the rate of spread
of a tracer due to coalescence and mixing in the drops |
of the dispersed phase . Madden and Damerell (56) followed
the spread of Sodium thiosulfate among water drops dispe-
rsed in toluene by measuring the rate of reaction with
iodine in solution in the continuous phase . Miller et al
(17) followed theAspread of a2 dye in an organic phase dis-
persed in water . On the other hénd Groothuis and
Zuiderwegh(57) measured coalescenée rates by feeding
two organic liquids with densities greater or less than
the continuous water phase continuously fed to an agitated
tank , and measuring the amount of the light phase conver-
ted to heavy phase as a result of coalescence . Howarth
(143) stated that the tracer may modify coalescence behav-
ior to an unknown extent .

In the absence of specific factors prevent%ng coal-
escence (protective colﬁﬁds , surface active agents ) ,
it is assumed that coalescence and break-up of drops
proceed simultaneously but independently . Eventually a
mean drop size is established which remains constant and
is determined by the two opposing processes coalescence

and break-up . If the impeller speed is changed , the
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mean drop size will also change until it reaches the new
steady state value associated with the new impeller speed.
The addition of small quantities of simple ectrolytes-
which are considered to be surface inactive - to the
continuous phase was found to cause a marked reduction

in coalescence frequency (143) . Increasing temperature

aids coalescence by promoting film and reducing inter-

/

facial tension (143 , 197) .

Madden and Damerell (56) derived a model consider-
ing coalescence and break-up and stated that the mean
droplet diameter in a dispersion was 70 % of the maximum

size predicted by Hinze (141) .

_ ~(9 0.6 -0.4 _
Ay T C(pc) E ‘ 2.2

Where C = a const. = 0.25 for a propeller or a turbine
agitator .
Sprow (54) found that considering coalescence and
break-up .
d = 0,38 d 2.3

mean maXe.

2.%.4, Measurement of droplet diameter

Several methods have been used for measuring drop
size . These are :i- .

1) Light transmittance (24 , 25) . While ideal for
the determination of average drop surface area does not

yoeéld catisfactory size distributicn data and must be
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largely restricted to dispersions having drop diameter
greater than 50 microns (24) .

2) Light scattering technique (55) . Light passing
.through a dispersion is scattered and there is a relation-
'ship between the intensity of light scattered at any angle
from the incident beam and the size of the particles that
causes scattering (55) .

3) Photomicrographic methods (55) . These require
the preparation of slides and necessitate the addition
of drop-stabilizing agents to the dispersions . Dynamic
photomicrographic methods pose a serious problem of field
depth through windows on the sides or bottom of the tanks.

4) Electronié particle Counter (54) : Sprow (54) used
a coulter.bounter to measure the drop size distribution.
This instrument determines both the number and size of
emulsion particles suspended in an electrically conductive
continuous phase by forcing the emulsion through a small
aperture between two electrodes . The resistance between
the elctrodes changes as a particle passes through the
aperature and this change is converted to a voltage pulse
in the instrument . These pulses are approximatgly propo-
rtional to particle volume and therefore the diameter
corresponding to a particle count can be determined .
Coincidence corrections must be applied to account for
thé probability of two or more particles traversing the
aperture simultaneously . The instrument must be calib-

rated with particles of known size and the continuous
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medium must be moderately conductive . The use of .elect-
ronic counting provides a rapid and accurate (54) method
for determination of drop size distribution but necessit-

ate the addition of undesirable conductive materials to

the dispersion (55) .

2.%.5., Effect of temperature on droplet size distribution:

The droplet size distribution is very sensitive to
temperature changes . Valentas and Amundson (140) found
that for a temperature change from 30°% to 70°C there was
a decrease in interfacial area by 18 % . Maximum drop
size varied with temperafure . Over the temperature range
considered the coalescence efficiency increased two fold

with a corresponding increase of 50 % maximum drop size .

2,3,6, Power for agitation

The power for agitation is dependent upon the follo-
wing factors :

1) Type of impeller .

2) Speed of rotation .

3) Physical characteristics of the fluids .

4) Shape of the container .

5) Relative location of all component parts of the

systems such as baffles , coils and supports .

white et al (79) stated that it is possible and advanta-
us to correlate the performance of mixing impellers Dby

geo

the use of dimensional analysis . Rushton et al (69) stated
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that the most useful correlations of impeller performance

and its effect on mixing can be made by plotting Np Vs.

NRe to give a characteristic curve of the impeller .

For example See Fig 2.1 .

Physical properties of the system , the impeller
dimensions , its speed of rotation , the vessel diaﬁeter ’
the liquid depth , and the number of baffles influence
the power required for agitation . A detailed account of
these factors and their effect on power requirements is

to be found in Reference (70) .

2.%3.7, Mixer Efficiency :

A decisive factor for evaluating the efficiency of
a mixer is the drop-size distribution attained after a
certain time . A measure of the homogenizing effect of
the mixer is either the standard deviation of the comp-
osition of samples withdrawn after the specified time or
the so called degree of mixing . Fox and Gex (83) define
the degree of mixing as the uniformity of composition
which is desired in the finishing mix .

Sleicher (21) calculated the mixer efficieﬂcy in
terms of Murphree efficiency and extraction factor .
Chapman and Holland (84) determined the mixing efficiency
from the time to disperse a given quentivy of dye solu-
tion throughout a vessel containing a given volume of

1iquid . Davis and Colven (101) determined the mixing
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efficiency by a heat transfer technique . The difference
in temperature of the two phases after mixing compared
with the temperature difference before mixing was used
as a measure of how efficiently the two phases.had been
contacted . Danckwerts (85) developed the idea of hold-
back and segregation based on the residence times distri-
bution function and from which the mixing efficiency can
be calculated . Cerro and Parera (102) used the residence
time distribution function as a criterion to measure the

degree of mixing .

2.%.8. Mass transfer rates :

In general it is assumed that the process of mass

transfer in liquid-liquid systems'consists of three re-
latively simple steps ;

diffusion of solute molecules from the bulk of the raff-
inate phase to the interface , passage across the inter~
face and diffusion into the bulk of the extracting sol-
vent . Accordingly , calculation of the mass transfer

rate in extraction requires a knowledge of the resistance

to transfer in each phase .

2.3.8.1. Mass-transfer Coefficients

The rate of mass transfer in any process depends on
the coefficient of mass transfer , the interfacial area

and the driving force and is expressed by the general

rate equation 2.1 .
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The mass transfer coefficient K embodies the charac-
teristics of the laminar-and turbulent-flow regions of
the flows of each phase and the molecularAand eddy dif-
fusivitiés in whatever proportions they may occur . Two
major theories are applied to explain mass-transfer coe-
fficients : viz the film theory and the penetration or
surface-renewal theory (74) . In practice neither the
film nor the penetration theory provide an entirely sat-
isfactory description . Mass transfer of solute occurs
across the interface separating the immiscible liquids
and will continue until the chemical potential , or act-
ivity of the solute is the same in both phases and equi-
1ibrium is established . The concentrations of the solu-
te in the two phases are not the same although the con-
centrations in each phase could be uniform . Generally
there will be a concentration discontinuity at the in-
terface . In an actual extraction the two phases are
not in equilibrium although equilibrium will exist at
the interface . That is , it is generally accepted that
there is no resistance to mass transfer across the inter-
face but there will be resistance to mass transfer in
each of the phases so that at steady state there will

be a rate expression for each phase . Thus :

NA=kR(CR‘CRi)=kE(CEi'CE) 2.4

The relation petween the individual coefficients of mass

transfer is given by
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1 + 1 5.
KR kR mk 5

In terms of the overall mass transfer coefficient ,
the rate of mass transfer of the solute between the lig-

uid phases , NA , is described by equation 2.1.

Mass transfer of a solute between a dispersed phase
and a continuous phase can be considered as a transfer
between systems of spheres and surrounding liquid . A
promising start towards a theory for mass transfer in
such systems is the study of mass transfer between a
single sphere and surrounding liquid ; since the rate
expression for mass transfer from an isolated sphere
occasionally will approximate the_rate for a sphere in
a multisphere system (135) .

Mass transfer between a single drop and surrounding
£luid is usually divided into three parts :

1) Mass transfer inside the droplet .

2) Mass transfer through the interface .

3) Mass transfer outside the droplet through the

surrounding fluid .

2.3,8.2. Mass transfer inside the droplet :

Dispersed phase coefficient :

There are three distinct stages that must be consid-
ered in the study of the mechanism of solute transfer to
or from 2 drop in golvent extraction processes . These are:

i) Drop formation at the nozzle or spray tip
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ii) Drop movement through the continuous phase

iii) Drop coalescence at the interface

Numerous investigations (43 , 80 , 81 , 96 , 122)
have been undertaken in the constant velocity region .
Stages (i) and (iii) , often termed end effects are some-
times neglected in practical extraction . In fact end
effects may sometimes effect the transfer to a consider-

able degree and should be taken into consideration .

2.3.8.3%3., Mass transfer during drop formation

Attempts to measure the amount of solute extracted
as the drop is formed before its release from the nozzle
was first made by Sherwood , Evans , and Longcore (133 ,
'195) , Théy reported that 40 - 45 percent of the solute
is extracted before the drop leaves the nozzlé . West
and Robinson (130) used similar equipment and similar
procedures to those used by Sherwood et al (195) and
reported that only 14-20 % extraction occured during
drop formation . Nandi and Viswanathan (144) reported
that 45 % extraction in spray columns takes place during
drop formation . A comprehensive study about the end
effects in an extraction column have been done by
Johnson and Hamielec (96) .

The conditions under which solute transfer is occu-
ring during the formation of a single drop from a sutmer-
ged nozzle in a stationary solvent phase are probably as

follows (80) . while the drop is in the process of being
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formed the interior must be in rapid motion and of rela-
tively uniform concentration . The surrounding continu-
ous phase undergoes viscous displacement due to the ex-
pansion of the drop . Hence , there is no film in the
drop , or rather a "film" of infinite extent surrounds
the drop . Mathematical analyses of this mechanism is
given in references (80 , 96) .

Heertjes et al (94) by assuming Higbie's equation
(134) for transient diffusion into the surface of a drop
as it is formed developed the following equation for
mass transfer during formation :

%
CO - C1 _20.6 (Dt) 2.6

¢ - ¢C 3

Whileé Licht and Pansing (80) proposed the fdllowing

expression
%
CO - C1 _2.9 (Dt) 2.7
¢* md
CO - m

While these two models indicate that the extraction during
drop formation depends on the drop size and time of for-
mation , Licht and Conway (43) and Licht and Pansing

(80) found that the percent solute extracted in their
column was independent of drop size and drop formation
time . They concluded (130) that the amount of extraction
occuring during drop formation is sufficiently small

so that the experimental results do not detect the varia-
tion.of this extraction with drop formation time and

drop size . Finally experiments carried out in these
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laboratories indicated that about 10 % of the mass trans-

fer occurs during drop formation under extraction condi-

tions .

2.3.8.4, Mass-transfer during passage through the contin-

uous phase :

Many workers (43 , 80 , 81 , 96 , 122 , 136) have
studied extraction mechanisms during the flow of the
drop through the continuous phase . The mass transfer
process depends on whether the liquid inside the drop
has | |

I . no internal motion .

II. internal circulation .

or

III. The drops oscillate .

Each will be discussed .

I. Rigid drops . Solution of the unsteady - state

diffusion equation (80 , 81 , 122 , 136) for a quiescent,

homogeneous , spherical drop of diameter 4 and constant

diffusivity D is

c -¢C s -
° 1=1-—6-2 L L, exp(-4TRBE 2.8
c -2¢C T n=l n? 42
O
from which .
k. = -9 .1n & } (1 .exp (-ATInID.t, 2.9
a - 6t. T n=1 nz. d *

TI. Drop with jnternal circulation : The liquid inside
a drop moving in a viscous continuous phase tends to

circulate due to the shear stresses at its interface
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(18 , 126) . As a result of this circulation the transfer
rate is increased by a factor proportional to Prandtl
number compared with the rigid drop (136) . Circulation
increases with drop size and the viscosity ratio of the
two fluids . The Reynolds number at which circulation
begins within the drop decreases with increasing visco-
sity of the continuous phase (19) . Garner and Skelland
(22) suggested a correlation for the critical Reynolds
number for determining the onset of circulation , but

it is rather unreliable since circulation is highly dep-
endént on the purity of the fluid and on the presence

of surface-active impurities (126 , 135) . The lower

the interfacial tension , the lower the transition
Reynolds number (23)., and the higher the overall coef-
ficient . For a drop with a high surface tension and
appreciable surface tension gradient at the interface
circulation is greatly retarded . For a given system ,
the effect of surface tension gradient increases with
decreasing drop diameter , and below a certain size
circulation is reduced or arrested with the transfer co-
efficients approaching the "rigid drop* regime , Accor-
ding to Savic (160) - in the presence of surface active
agents an jmmobile cap forms at the rear of the drop

and circulation is confined to the front part , since
velocities in the vicinity of the rear stagnation point
are relatively small .

An interesting point regarding the aging of
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circulating drops was also observed by Deindoefer and
Humphrey (161) . Experiments showed that the transfer
coefficients of drops 1-2 sec. old were in agreement
with those obtained from the theories of Higbie (134)
and Boussinesq (18) whereas coefficients of drops 6 sec,
0ld were close to those predicted by the rigid drop the-
ories . This could be due to the accumulation of surface
active material on thé surface of the drop .

Internal circulation is believed to also reduce
the thickness of the outside boundary layer thereby ap-
preciably increasing the transfer coefficient of the
continuous phase .

The qquations of fluid motion inside and outside a
drop with circulation under viscous flow regime have been
solved by Hadamard (136) . Kronig and Brink (127) emplo-
yed'these functions and derived equations for temperat-
ure distribution and heat transfer inside a drop with
internal circulation . Their eguations were similar to
equation 2.8 and based on the assumption that the time
required for a liquid particle to pass around a stream
line within the drop énd return to its starting point
is very much smaller than the time constant for diffus-
ijon . Disregarding outside film resistance they obtained

the following equation for. the transfer efficiency

& - C | v

1 3 ) a2 _ An,64 D.t

e~ t78 ) PP (- Anffp et ) 2.10
R =

from which the mass transfer coefficient becomes
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6t 3 A2 exp (- )\n.6d.D.t) 511

Weet (130) derived a simplified correlation , which

is :

k. =1.13 p ( 5

d c 2.12

rf"IU

)

e

III. Oscillating Drops . Handlos and Baron (129) super
imposed a turbulence due to random radial motion upon a
circulatory pattern . They derived an expression which

they assumed would represent an oscillating drop . Alth-
ough Stagnant droplet data gave good agreement with the
Newman relationship 2.8 and fuliy circulating droplets
agree witn the XKronig and Brink expression 2.10 mass
transfer coefficients for oscillating drops deviate sig-
nifficantly from the prediction of the Handlos and Baron
model (129) . Rose and Kint.ner (122) studied five orga-
nic-water systems at Reynolds numbers greater than 200
where oscillations of droplets would most likely occur .
They reported that oscillatory motion causes interfacial
stretch and its accompanying variation in the driving force
n a very large increase in the rate of.mass trans-

results i

fer . They found & satisfactory agreement between their

data and their model (122) . Angelo , Lightfoot and

Howard (1) developed a model which they claimed to be a

generalization of the penetration theory which gave sli-

ghtly lower predictions of mass transfer rates than that

of Rose and Kintner (122) which they considered a special
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case from their general model . They claim that their
model is much simpler than that of Rose and Kintner .
However , this model (1) needs the calculation of an
amplitude factor which is very difficult to assessand
1imits its application . |

Rose and Kintner's correlation is :

k g= 0.45 (Dw)15 2.13
where
b 1
w= (&) (———) 2.14
+ :
4 3pd 2pc
0.225

and b = 0.805 4

A summary of the correlations derived for the dis-

persed phase is given in Table 2.1 .

2,%,8.5., Resistance to transfer at interface :

Interfacial resistance mechanism (80) assumes that
there is undefined resistance to solute transfer at the

interface between the continuous and dispersed phase .

This resistance may be in the form of a chemical or phy-

sical barrier to the transfer of solute molecules . The
resistance offered by the interface to mass-transfer
could be due to a reduction in the circulation by the
formation of an absorbed film of impurities , dirt or
surface active material . The interfacial resistance

might be influenced by temperature changes at the inter-

face owing to differences in the heats of solution of the

solute in the two phases (74) . This can alter the local
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distribution coefficient and the physical properties
affecting the coefficient . ‘

Kintner (151) stated that if a chemical or thermal dif-
ference along an interface causes: an interfacial tens-
ion gradient violent flow in the direction of low inter-
facial tension will result . This is termed the Marago-
nic effect and such an effect can increase the mass tra-
nsfer rate by 10 times or decrease it by 50% according
to the system and this could be interpreted to be an

interfacial resistance (151) .

2.%.8.6., Mass-transfer outside the droplet -

Continuous phase Coefficient .

hHanson (75) stated that , although the vafious
factors during the different stages of drop life have
been recognized for the dispersed phase , it is less
true for the continuous phase . Transfer from the bulk
of the continuous phase to the drop interface can be
considered to take place across a laminar film moving
over the drop surface . Outside this film the continuous
phase 1is well mixed and at the bulk concentration and
temperature . West (80) suggested the following-model
to predict the continuous phase coefficient :

0.5
N, = 1.13 (Pe ) 2,16

Treybal (118) also developed a correlation to estimate
the continuous phase coefficient but it does predict

values that were inconsistent with experimental
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measurements of overall coefficients .
The continuous phase mass transfer coefficient has been
studied by many workers (92 , 94 , 126 , 131 , 137) for
drops in which the 1liquid inside is circulating . Some
correlations obtained were empirical (92 , 126) while
others have some theoretical basis . A summary of these
correlations is given in Table 2.2. The most widely acc-
epeted formula is that of Garner , Foord and Tayeban
(137) which is :-
K, .4 =126 + 1,8 Re¥*? 5c04% 2,17
Eg—_— )
This model was based on the postulation that internal
circulation thins the boundary layer around the droplet
to a thickness between that for a‘solid sphere and a
sphere in potential flow as implied by the penetration
theory o

Some of the factors affecting the continuous phase

masthransfer are summarized in Table 2.% (40 , 97 , 100).

2.%3.8.7. The distribution Coefficient :

The Nernst distribution law (82) is limited to cases
in which the molecular weight of the solute is the same
in each phase and that the two solvents must remain immi-
scible even after the addition of the common solute .
Then Nernst expanded his distribution law to include
cases of association or dissociation . One of the first

systems investigated by Nernst was the distribution of
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acetic acid between water and benzene . The expression ,

, |
(C§ / C, ) was found to be much more constant than

(C1 / C, ) in concentrated solutions .Neither ratio was

found to be constant for the low concentrations studied.
ihe distribution of acetic acid in.different solvents
 was. studied by many workers (80 , 147, 148 , 175 , 181,
' 182) . There is a general agreement that the distribut-
ion of acetic acid in a solvent varies with concentrat-
ion due to association and splitting up of the acid mol-
ecules . According to Farmer (178) the degree of assoc-
iation or dissociation of the acid differs from one
solvent to the other .

The éistribution coefficient can be determined from
an accurate knowledge of phase-equilibrium relationships.
These data can serve also for the determination of the
gquantities of solvent required and the driving forces
determining the rates of mass transfer .

If the activities can be correctly expressed as functions
of concentration , the equilibrium can be predicted .

With the present state of knowledge (47) , it is not

generally possible to do this well enough to rely upon

the predicted equilibrium for extractor design but for

purposes of choosing possible solvents and in the absence

of data it is possible to make useful predictions of the

general trend of the equilibrium and to check the relia-

bility of an available data .



45

Generally it should not be expected that very good agree-
ment is obtained between the thermodynamic and the exper-
imental data for every system . Joy and Kyle (132) stated
that reasonable predictions of liquid-liquid equilibria
for type 1 ternary systems from binary data alone cannot
be expected when the ordinary two-parameter activity coe-
fficient equations are used . Kenny (99) also found his
calculated results were not in agreement with experimen-
tal data . Some other workers (162 ,163 , 166) reported
poor agreement between calculated and experimental resu-
1ts for type 1 while for type II systems the data may be
. in good agreement .
The activity coefficients can be determined by using an
equation derived by integration of the Gibbs-Duhem equa-
tion (74) . The recomended equations for liquid-liquid
systems are Wilson's equation and NRTL equation (167 ,
185) .

Distribution coefficients for a given system can
be expected to change with temperature because of the
change in the solubility and tie lines compositions .
For some systems the effect of temperature on d;stribu—
tion may be slight (38) . Treybal (74) tried to regula-
rize the change in distribution coefficient with tempe-
assuming that the change in mutual solubility

rature by

of the solvents 1is negligible but his correlation is

difficult to apply -
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2.%3.8.8., Interfacizal area

The interfacial area , a factor which greatly affects
the rate of mass transfer in liquid extraction is very
much related to the drop size discussed above . Most of
the work (24 , 49 , 61 , 62, 63 , 64 , 65 , 68 , T2 ,

73 , 17 ) reported in the literature regarding interfacial
area has been obtained under conditions where no mass -
transfer occurs and a summary of the results published

on interfacial area , with the pertinent details of the
equipment used and the range of variables investigated ,

is given in Tables 2.4 , 2.5 . There it will be seen that
there is a considerable discrepancy concerning the effect
of variables such as speed of the agitator , dimensions

of the agitator , Weber number and dispersed phase hold-up.

The interfacial area has been estimated by a number
of different techniques . These may be summarised as :

1) By light transmittance (24 , 25, 63) .

2) By measuring the light produced by scintillators

activated by transfer across the interface of the

alpha and beta particles from radioactive disin-

tegration .
3) By photography(76) .
4) By electronic counting (e0) .
5) By using a sedimentometer (64) .
6) By 1liquid extraction accompanied by fast pseudo-

first order reaction (52) .
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TABLE 2.5

Factor

@d

AL

settling
time

concentra-
tion of dis—
persed
phase C

mixer diameter
T
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- A COMPARISON BETWEEN STUDIES TO SHOW THE EFFECT OF

- VARTOUS FACTORS ON THE INTERFACIAL AREA,

Verm, (63)

d decreases as

@3 decreases

q = K.N-l' 2
P

Little effect

smaller d at
lower o

“no effect

A=K, .4 "’
: s

Kavarov (64)

p=k g %%

A=K2 .Nl.ll

0.7
3

Little effect

Q0O
o
o~

A=K

Rodger (24)

A=K.NO' 72

a=d (K+0.08)

Increases

slowly

A=K . -0.38

increases
exponentially
with (A%/% c)

1

3
AR{t )
to

A=f (1)
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Trice and Rodger (25) measured the interfacial area

using a light transmittance technique ., The light trans-

mitted through a polydisperse system of transparent iso-

tropic spherical particles provides a measure of the in-
terfacisl area since light transmission is a function of
the total projected area . Conversely a correlation is
not possible if the scattered light energy is sensitive
to the particle size distribution . For a poly disperse

system consisting of Ni particles of diameter di given

size interval ,

3

4 = PN -4
sv ; N, .d4
Al ]

2,18

For a volume fraction of dispersed phase ?d , the
volumetric area §
6¢d

sV
This correlation is based on the assumption that the drop-

2.19

lets are spherical and are essentially of uniform size .
Rodger , Trice and Rushton (24) measured the inter-

facial area in two ways : photographically and by a corr-

elation developed between interfacial area and light tran-

smission . The interfacial area was determined from phot-

ographs taken through the base of the mixing vessel .
This technique is tedious , while the other techniques
also have limitations (24 , 25, 60 , 6% , 64 , 76) .

The correlations for estimating the interfacial aresa,

have been derived by dimensional analysis ; the most
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important dimensionless number being the Weber number .
These methods have many disadvantages . Calderbank (73)
pointed out that the correlations of Vermeulen , Williams
and Langlois (63) and Rodger , Trice and Rushton (42)
‘depend on the particular geometry of the system and the
refractive indices of the two phases . In the methods
based on optical instruments the introduction of the
probe into the system might disturb the hydrodynamics and
if the dispersion is non-isotropic , the measurement of
local value may not be representative . Vermeulen ,
Williams and Langolois (63) showed how the interfécial
area differs with position in the vessel , indicating
that the effect of coalescence and redispersion is not
clear . Férnandes and Sharma (52) stated that the coale-
scence frequency affédtsithe.final,estimatejof the..interfacial
area . They (52) suggested that the value of the interf-
acial area could be obtained by small scale experiments
by liquid extraction accompanied by fast pseudo-first-
order reaction but their method needs some other exper-

imental confirmations .

The available data in the literature indicates that val-

ues of the interfacial area in agitated liguid-liquid
L2
contractors are in the range of 30 to 800 ¢m / cm3 .

By contrast in a spray extraction column and rotating

disc contactor (52) the values are in the range of 1 to

1o cn? / Cm3 . Bquation 2,19 indicates that the intexr-

facial area can be calculated from the mean droplet
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size and dispersed phase hold-up .

The dispersed phase hold-up is defined as the volume
fractlon of the total liquid in the vessel which is dis-
persed phase . In the case of a batch operation this will
be the same as the volume fraction of the dispersed liquid
in the batch . In a continuously operated vessel the ratio
of the dispersed phase hold-up to volume fraction of dis-
persed liquid in the feed mixture is probably influenced
by such physical properties of the liquids as density ,
viscosity , and interfacial tension , rate of flow ,
shape and size of vessel , extent of baffling , type and
position of impeller . The dispersed phase hold-up can be
predicted.from the dispersed phase superfacial flow rate

and the mean residence time of the droplets in the extrac-

tor .
2,20

<t

Vd.

The residence time of the droplets in the equipment is a
function of the droplet size , the difference in density
between the phases , the viscosity and density of the

continuous phase and the length of travel between conse-

cutive coalescences (139) . In column type extractors ¢4

may be predicted from an equation of the form :

v v
Ya_Tec oy 2.21
¢d (l—¢d) S

wWhere the slip velocity » v§ , is characteristic of the

equipment .
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The interfacial area can also be calculated by know-
ledge of :

a - drop diameter
b - drop volume

¢ - number of drops .

The drop diameter has been discussed above . The drop
volume and number of drops are considered here .

Many investigators have tried to predict the drop
volumes for various flow rates of a dispersed phase in
a static continuous phase (93 , 119 , 120 , 121 , 179,
180 ) . Most of these studies have been based on the
assumption of spherical droplets . The volume of spheri-
cal droplet was best correlated by Scheele and Meister
(119) baséd on a two stage drop formation process . In
the static stage the dro§ is assumed to expand until the
buoyancy force balance the interfacial tension force .
During the second stage , when the drop is detaching .
from the nozzle it continues to grow . It was assumed
that there are four major forces acting on a drop during
formation at a nozzle . The buoyancy force due to the
density difference between the two fluids and the Kinetic
force associated with fluid flowing out of the nozzle act
to separate the drop from the nozzle , while the inter- -
facial tension force at the nozzle tip and the drag exer-
ntinuous phase act to keep the drop on the

ted by the coO

nozzle . When the 1ifting force exceeds the restraining

force , the drop bvegins to break away from the nozzle .
14
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At equilibrium :
Fp + Fg = Fg + Fp 2,22

This equation gives the volume of liquid on the nozzle
tip at equilibrium . If the drop broke off instaneously
at the nozzle multiplication of equation 2.22 by the
Harkins-Brown coefficient would give the volume of the
separated drop . That is

The drop volume after break off is given by :
moDy ZO“cQDN 4pQUN 4.5(Q2.D§.p.0) 1/3

2.23
+‘*n - :
g &p  DZg bp 39 oo T (G.5p) 2 )

V=

Where .

F = Harkins and Brown correction factor , which ca? be
1/3
obtained from Fig. 2.2 . The quantity Dy (F / Vg ) can i

be calculated directly from equation 2.23 when the drag
term is negligible . For continuous phase viscosities
greater than 10 centipoises the drag term is not neglig-

ible and the solution necess; ;itates a trial-and-error

~—

procedure .

The drop volume obtained py four workers (119 , 120 ,

121 , 9% ) is plotted in Fig « 2.3 .

wellek , Agrawl and Skelland (138) stated that at

low droplet Reynolds numbers droplet shape will approxi-

mate a sphere ; however , at high Reynolds numbers 4drops
i1l be aistorted and eventually drop break-up will occur .

w

The change in shape effects not only interfacial area but
e C

~ecent experimental and theoretical

also , as jnaicated by T
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studies (26 , 27 , 28) , the continuous phase mass trans-
fer coefficient . Drops moving in low viscosity liquids

| are first distorted to approximately an oblate spherical

shape . As the drop increases the eccentricity E of the
drop increases . The ratio of the area of an oblate sp-

heroid Aos to that of a sphere of equal volume A is

given by (29)

A /

os _ 1 .2/3 -173 L

A, T2 RS €2~ )% 1n (B + €2 1)7) 2.24
Where E__horizontal diameter of the droplet

Vertical diameter of the droplet

u
E=1.0+ 0. 0.98 c ,0.07
0.093 (Nwe) ( ny ) ‘ 2.25

To calculate the interfacial area , it is necessary to
get the volume of the corresponding spherical droplet by
equation 2.25 .

~ Volume , then to find A  from equation 2.24 .
As™ giameter
The number of the droplets can be calculated from the
dispersed phase hold-up ¢3 and the drop volume V

v 2.26

Then the total interfacial area can be estimated from :

- ; 2.27
A = n. Aos

2.%.8.,9. _The driving force :

. e DT ions nterphase mass
Most theoretical interpretations of interphase m

transfer presune that the process can be adequately des-

cribed by an Ohm's law type‘of rate expression irn which

St SS

'y
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the transfer resistance is independent of both the concen-
tration level and the direction and magnitude of the conc-
entration driving force (3%6) . This assumption is not valid
at very large driving forces when the effects of property
variations and interfacial velocity begin to affect the
mass transfer coefficient .

Some investigators (31 , 32 , 37) suggested that
activities rather than concentrations should be used as
measure of the driving force . Nevertheless , since act-
ivities are difficult to evaluate accurately in extraction
equipment , concentration is usually used to estimate the .
driving force . 3 q,

Some investigators (16 , 33 , %6 , 37) have noted i

change in mass transfer rate with a change of solute

concentration and have attributed this to a change in 5
the interfacial tension . Olander and Redd (36) reported

that the over-2ll mass transfer coefficient for the three

systems studied inereased sharply by factors of 1.5-4 as

the driving force was jncreased . In addition to high

solute concentrations causing greater interfacial turbu-

lence and hence higher rates of mass transfer (34 , 39) ,

Licht and Conway (43) reported that , for equal concent-

ration driving forces , the rate of mass transfer of a

common solute , such as acetic acid , depends upon whether

the solute 1is going from the organic phase to the water
(S - oY =

phase or in the opposite direction . This phenomenon is

presumed to be the result of hydrogen bonding forces
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being more intense when acetic acid is being extracted
from water than when it is being extracted from an orga-
nic phase . OverCashier , Kingsley , JR. and Olney (132)
found that the average mass transfer driving force itself
was affected by the degree of baffling in the mixer . They
stated that when baffles are present , axial flow is in-
creased , especially.with_the fropellers , and the enter-
ing feed streams are diluted with solutions closer to
equilibrium , thus reducing the average mass transfer
driving force . In the absence of baffles , end-to-end
mixing is dimtaishing and a swirling plug-type flow results
which better utilizes the driving force and permits mass
transfer gt lower agitation level .

The driving force in an extraétion process is measu-
red (200) , as with any diffusion process , by the distance
the system is from equilibrium . The difference between
tne actual concentration of solute in one phase and the
concentration which should be in equilibrium with that
of the other phase is the force tending to dissolve (or
release from solution) the solute . The algebraic sum
of these differences of concentrations causes the process
to proceed . Jeffreys (149) used Simpson's rule %o esti-
the mean concentration driving force over the whole

mate

process but if both the equilibrium curve and the opera-

ting line are straight lines the mean driving force is

best determined bY the logarithmic mean .

.n
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2.4, Settlers

A settler is a device in which phase separation is
accomplished ., Before discussing the analysis of the set-

tler performance and design it is beneficial to consider

the behavior of emulsions and dispersions .

2.4.1. Emulsions and dispersions :
‘The mixture of immiscible liquids resulting from
mixing is an emulsion or dispersion of one liquid in the
other . Emulsions and dispersions are usually characteri-
zed by the terms water-in-oil and oil-in~-water dispersions.
Dispersions are generally considered to be unstable or

temporary emulsions , the dispersed phase droplets of

which are -relatively coarse .

2.4.2, The phase dispersed :

The rate of extraction , the equipment size , and
power requirements may be affected by which phase is the
continuous one in £he resulting dispersion (9) . Either
type of dispersion can be made and maintained by starting

the agitator in the phase present and then adding the

phase to be dispersed . Ryon et al (10) reported that

either type can be formed and maintained even when the

ratio of dispersed to continuous phase is greater than

3:1 Quinn and sigloh (7) stated that the type of dis-

s
persion depends on the wvolume concentration of the two

liquids , their physical properties , and the dynamic
’

characteristics of the mixing process . They stirred

|
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liquid pairs in a closed vessel ., They found that the
phase which became continuous depended strongly upon

the impeller position and » at low stirring rates , thé
stirring rate itself . They also observed that for the
cyclohexane-water dispersion , both.phases were subdivi-
ded throughout tue tank and there was no continuous phase.
Selker and Sleicher , Jr (9) concluded from a more compre-
hensive study of the factors affecting which phase will
disperse when immiscible liquids are agitated together
that the range of volume fraction within which either of
two immiscible liquids may be continuous , which they
called the range of ambivalance , is primarily a function
of viscosity ratio , It is not strongly dependent upon
vessel characteristics and stirring speed and that within
the ambivalent range the phase which will be continuous
depends upon the starting procedure .

Quinn and Sigloh (7) used & conductivity probe for
measuring the value for the resistance of the dispersion.
For water continuous dispersion the resistance was rela-
4 for organic continuous dispersion the

tively small an

resistance was effectively infinite . This method was

used also by Selker and gleicher , Jr (9) . The continu-

ous phase could also be detected by the manner in which

the dispersion settled . It is possible also to identify

i cil water-soluble
the phases with dyes that are either oil oxr

(9) but most dyes are surface active and so their addition
u

may affect the behaviour of the dispersion .

=,

k
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Rodger , Trice and Rushton (24) in a study of inter-

facial area in concentrated dispersions reported some

qualitative observations on phase inversion . Their obser-

vations are contrary to the findings of Selker and Sleicher,

Jr (9) . Quinn and Sigloh (7) stated that at a fixed

volume concentration the dispersed and continuous phases

can be inverted by changing the impeller geometry and by

changing the rate of energy input . However Yeh et al

(8) reported that the phase-volume ratio at the point of

inversion is equal to the square root of the ratio of the
viscosities of the respective phases at the interface . w .

It could be concluded that phase inversion , which prob-

ably reduces the efficiency , may occur due to the change

in the flow rates , or sometimes to the addition of sur-
i.

face active agents which may influence the viscosity ratio.

2.4.%., Stability of Dispersions :

The stability of a dispersion represents the resis-

tance offered by the dispersion to coalesce (74) « In

order for a dispersion to separate into its phases in

bulk the droplets of the dispersed phase will first col-

1ide with other droplets which then flocculate or agglo-

merate ; eventually two or more flocculated drops merge

with each other by puncturing of the surrounding film .

Not every collision is effective in bringing about sepa-

ration of the dispersion and if the collisions are comp-

letely jpeffective the emulsion is said to be stable
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(74) . A stable emulsion is characterized by small drop
sizes of less than about 100 microns which is called
secondary dispersion . The presence of surface-active
agents , solid particles , or electrolytes may increase

the stability of the dispersion and hinder flocculation

and separation .

Meissner and Chertow (75) described the appearance
of an unstable dispersion during the time immediately
following cessation of agitation . As soon as agitation
is stopped the mixture separated by sedimentation and
coalescence into two liquid layers (primary break )
fairly rapidly unless the viscosity of the continuous
phase is large . Both liquid layers may then be clear ,
but one of them , and sometimes both , are cloudy owing
to a fog-like dispersion of a relatively small quantity
of the other phase . The cloud eventually settles out ,

leaving both layers (secondary break) clear .
Secondary dispersions are made up of droplets of
maximum size of about 100 microns and these may require

a long time to separate into two clear liquid layers by

simple settling . Fibrous beds are frequently used to

facilitate separation . The basic requirement is to

promote inter-drop coalescence until the resulting drops

can be separated as @& primary dispersion under gravity .

ioved ~ -
High separation officiency can only be achieved if drop

lets can approach and adhere to & packing surface and

ide there long enough for coalescence with an adjacent
res >
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or approaching drop to take place .

2.4.4., The design features of gravity settler :

Primary break of a dispersion is ordinarily - so
rapid that merely providing a period of some minutes
without agitation is sufficient to.permit phase separa-
tion . In batch process the mixture may be settled in
the agitation vessél . In continuous processes the mix-
ture is usually allowed to flow through a separation ves-
sel which is called a settler . Different types of gravity
settlers with different designs have been reported in
vliterature ( 47, 74) . Ryon.et al (10) reported that
the stage efficiency of a mixer-settler unit is greater
than that“measured in the mixer only depending on the
residence time of the dispersion in the settler . Phase
separation in gravity séttlers is characterized by a
uniform dispersion band at the interiace . Ryon et al

(10) suggested that the thickness of the dispersion band

could serve as an index to flow capacity for -various

systems . They reported that the thickness of the band

increases exponentially with increasing flow until the

settler is flooded . They arbitrarily selected the nominal

flow capacity of the settler for design purposes as one

half of the flow rate causing f1ooding of the settler

and reported that the depth of the settler is primarily

determined by the sensitivity of the interface control

4 Jeffreys » pavis and Pitt (75) studied separation
system .
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of dispersions in a single mixer-settler . They reported
that dispersion was wedge shaped , the length of which
increased with increasing dispersed phase flow and decr-
easing inlet drop diameter . However , it is more likely
that in continuous counter-current mixer-settlers where
the settlers are horizontal the dispersion band is of a
uniform thickness and its thickness depends on the inter-
face control system , Thé settler capacity may be greatly
related to the mixer capacity , the rate of agitation ,

entrainment and the economic factors .

2.4.,5, Entrainment :

If settling of a dispersion is incomplete , a port-
jon of one of the liquids is entrained in the other and
if the stage in question is one of a counter current cas-
cade the entrained or unsettled liquid is carried opposite
to its normal direction of flow . The net result is a
lowering of the overall efficiency (21 , T4) . Rowden ,
seuffham and Warwick (201) reported that the phase ratio
in the mixer has a major effect on the separation rate
They observed that a phase ratio of

and entrainment .

0il / aqueous 1 : 2 was the optimum ratio at ‘which organic

entrainment was minimum but this phase ratio may not be

an optimum ratio in the economic sense .

2,5, The stage and stage efficiency :

A stage consists of any unit or group of units where-

in mixing of the jmmiscible phases takes place , where
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mass transfer occurs and the_resulting dispersion separ-

ated and withdrawn . If the effluents from a stage are
in equilibrium , the stage is said to be ideal or theor-
etical . The fractional approach to equilibrium that may
be actuzlly realized is the stage efficiency (47 , T4) .
The Murphree stage efficiency may be expressed in terms
of extract or raffinate compositions . The overall stage
efficiency of a cascade is defined as the ratio of the
number of ideal stages to the number of real stages req-
uired to bring about a given concentration change .

Overcashier et al (132) used the following relationship 1.

|

for the counter-current stage efficiency . !\

my,~X, + b }
oy 7B

mly,~ ¥q)

(x2 - .xl)

)

=
I

2.28
log
Macmulin and Weber (5) derived an equation which relates

the stage efficiency +o the rate of extraction

1

E= - 2.29
1+ k.a.t.¢w

Effect of agitator speed and power , vessel size , rate
of flow , and phase ratio on the stage efficiency of

agitated extractors has been studied by Flynn and Treybal

(53) They concluded that the agitator power per unit

volume of total liquid flowing may be the most important

_ inme stapge efficiency . The svage
factor thav influence the stag y g

efficiency increased expontentially with the agitation

4 for the systems they studied . Coplan et al (71)
spee
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reported the same conclusion using a pump-mix mixer -

settler . However , Overcashier et al (132) correlated

the stage efficiency as follows

5 D n
— 3.18 x 10 .
E=]1 -« =X v ( a)
2.30
R 3'2.Cl37 | T

Coplan et al (71) observed that increésing-the speed of
agitation over its optimum value not only does not incre-
ase the efficiency but does increase the dispersion so
that settling is more difficult and capacity decreased .
Scheibel and Karr (194) stated that the efficiency of
Scheibel extraction column increased with increasing

the agitator speed to a maximum value and then decreases.
They attributed this decrease in the efficiency with the
further increase of the agitator speed to that under
these conditions the dispersion produced was‘so fine that
phase separation was incomplete in the packing .However
the decrease in the efficiency with increase in the agi-
tation speed suggeststhat»the drop size may be reduced,
probably from an oscillating to a circulating drop and
then to a stagnant 4rop which would largely reduce the

rate of mass transfer and hence the efficiency s

2.6, Mixer-settlers arrangements :

A mixer-settler unit consists of several stages

arranged for counter current operation , each stage

consisting of 2 combination of a mixer and a settler .
Additional equipment such as coalescing aids may be
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inelvded and variations in design are possible .
A possible special arrangement may be a common shaft for
all stirrers . Davis , Hicks , and Vermeulen (44) discus-
sed the advantages and disadvantages of each arrangement
and a summary of the main design features forvtwelve
types of mixer-settler is given in Table 2.6 . Hanson
and Kaye (6) stated that the Horizontal mixer-séttlers
are more versatile and have as high as 93v% efficiency.
The advantages of this type of equipment compared with
columns have been discussed in some detail by Coplan (71).
The characteristics of some of the Horizontal mixer-
settlers which have been described in the literature are

summarized in Table 2.7 .

2.7. Laboratory mixer-settlers :

Bench-scale laboratory extractions are frequently
made in glass to evaluate solvents for separating complex
mixtures and for assessing settling conditions to be
used in a commercial process prior to pilot-plant study
In addition , to devise the special extraction techniques
for analyzing complex natural and synthetic products .

Laboratory extractions may be done in equipment
g that used in 2 full-sized plant , specially‘

resemblin

on a continuous OT semi-continuous basis . The conditions

to be used jndustrially should resemble in every case

the flow-sheet solvent to feed rati

since stage calculations may not be possible .

os and number of stages .



67

As a preliminary study , on occasion it may be adva-
ntageous to carry out small scale laboratory experiments
and either of the following procedures may be followed

a ) A batch simultation of the continuous counter-

current multistage process may be carried out ,
or

b ) A continuous extraction in a miniature extractor

of known number of stages may be used .

The principal experimental problem in these systems

will be the maintenance of steady-state flow rates for

the feed and solvents (71 , 74) «
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3. Optimization

3.1 Introduction

The act of optimization frequently presents a.
mathematical problem of such a nature that a certain
function of several variables is to be maximised or
minimized with some constraints imposed on the variables.
Himsworth (196) considered that optimization in the

chemical field can be divided into:

(a) Static opfimization; in which the most suitable
state operation conditions of the process is to be
established without taking into account the
fluctuations in the process about the nominal

conditions.

(b) Dynamic optimization; in which the best procedure
for correcting the fluctuations in the process
about the nominal conditions is established. This

could be considered as an extension of the automatic

control analysis of the process.

Many techniques of searching for the extremal of a
function have been discussed in detail in relevant

references (15, 169, 170, 172, 173, 176, 196).  Among

the numerous attempts to find new powerful optimization

techniques, dynamic programming developed by Bellman (176)

and themaximum principle jerived by Pontryegin (202) are

probably the two most successful. Doust (173) reported

that Lee stated that the use of dynanmic programming 1s

1imited by the small number of variables it can conveniently

handle.
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3.2 _The Maximum Principle

This was based on the method of Lagrangian multipliers
of finding the maximum and minimum of a function under
constrained conditions in the field of the calculus of
variation (169, 170, 176, 202). A clear and concise
derivation of the Maximum principle was givén by Rozonoer

(203).

Many successful applications of the Maximum
principle to chemical engineering processes have been
reported (169, 173, 176). Howéver, Coward and Jaékson
(204) in studying the optimum temperature profiles in
tubular reactors have found cases in which there were
several profiles, all satisfying Pontryagin's conditions,
only one of which is the required, and cases in which there
were an infinite number of profiles, all satisfying the

conditions of the principle and all providing valid

solutions of the problem.

3.3 The Discrete Maximum Principle

Rozonoer (203) made the initial progress in

extending the Maximum principle for linear stagewise

processes, Katz (170) next extended it for non-linear

simple processes. Fan and Wang (169, 172) generalized

Katz's algorithm for complex cyclic and branched

processes and applied the result successfully to several

examples (176).  However, studying these examples show

that they have & VeIy simple nature which are not really

practical for example, in liquid extraction processes
’

they only tried (170, 172), to solve ine cross-current
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processes usually assuming a linear distribution relation-
ship. They have never discussed the counter-current |
extraction process which is widely used and never tried
the non-linear distribution relationship. Also in their
derivation of the discrete maximum principle (169, 170,
172) they neglected to check that the nature of the
stationary point of the Hamiltonian is the same as that
of the objective function. They usually assume that

both stationary points are the same which is not true

in all cases.

2.4 Statement of the Algorithm of the Discrete

Maximum Principle

Fan and Wang (169) derived an algorithm which they
clajimed could be applied to any multistage process. The

problem is to maximize

5
2L N
y =321 ©4%1 3.1

of a multistage decision process descrived by the

performance equations
i=1, ceoy

n n-1 n 5 302
X? = T (X ’ G )) n=l, eo ey N
1 i
f .
where xg = aj | 33

n
The sequence of gecision vectors 6, n=1,2, eees N

to maximise the objective function 3.1 is to be found.

, ) +ims .
The procedure for solving such an optimization problem by

the discrete maximum principle is 1o introduce an n
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7

dimensional covariant vector 2Z% and a Hamiltonian

function H™ satisfying

S
n__ n n - »
Hl= '2—1 7} . 1 (=} 1 M 3.4
n=1,2,000,N
n-1_ 3H> . :
Zi =Tml=l,2,noo’ S; n=1,2, ooo,N 305
*i
and Z? = Ci’ i=—’1,2, co ey S 306

The optimal sequence of the decisions o™ can then be

determined from the conditions for H® to be maximum

n
. oo, me1,2, 4 N 3.7
30

Both x and Z are considered as fixed in maximizing the

Hamiltonian.

Assuming a value for x§ both eN and xiN'l can be
obtained by solving equations 3.7 and 3.2 simultaneously.
N-1 N-2
Using equations 3.5, 3,7 and 3.2 @ and X; can
be obtained. By iterative processes xg can be obtained

. £
which 1is compared with Xj. The whole procedure 1is

o .
repeated until the calculated value of x; 18 equal to the

given x?. It is worth noting that, for each assigned
i

n _ .
value of xN, the corresponding values of 61 , n=1,2,4¢,X
i

calculated are the optimal decisions corresponding to the

f .
initial condition of X%y computed in each run of trial

calculations (169) -
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4. Analysis of Extraction Processes

In this section counter-current extraction proceSses
have been analysed to estimate the time required for the
process to come to steady state and to assess the optimum
operating variables ; for example the number of stages,

the:solvent/feednratio and the optimum temperature profile.

4.1. Time to reach steady state :

Very little work has been published to determine the
time needed for an extraction process to come to steady
state . Coplan , Davidson and Zebroski (71) in operating
8-stage pump mixer-settler withdrew samples for analysis
after approximately four times the holdup volume was fed
to the apparatus . They considered that such time would
be sufficient to reach steady state . Fenske and Long
(13) réported that it took about 5 hrs to make a 20 -
stage extraction with a lube -phenol system and about 1
hr., for a similar run on the n-heptane-methylcyclohexane-
aniline system to sbtain a reasonable size product sample .
Over cashier et al (132) used a single stage continuous
flow contactor for the system water-kerosene-n-butylamine.
Their efficiency-time plot shows sinoscidal 080111at10n

around 90 % efficiency starting at a time of 10 min .

The only mathematical analysis of a counter current mixer-

settler has been presented by Jenson and Jeffreys (196)

for an 8-stzge contactor . Their analysis concentrated

on the mathematical technigues . They did not discuss the
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implications of the different parameters . Therefore it
was decided to 2xtend the investigation in this study
assuming the extractor is to operate with efficiencies
less than 100 % to find out whether the efficiency has
an effect on the time required to steady state .

Fig 4.1 shows the stagewise counter-flow process . A

solute balance over the nth stage gives :

Fx_ . + = - —2
1t S SE TSyt 5 Yo & 4.1

Introducing the Murphree efficiency for the raffinate

phase (47 , 74)

xh_l-x
gpo_nl_n_ 4.2
X - X
n—-1 n
where
= * 4.
Yn m X, 3

Introducing eqﬁation 4.2 and 4.3 in 4.1 , taking the
Laplace transform , and collecting the similar terms
gives a second order finite difference equation
(Appendix 1) . It s-general solution is-

_ 4.4
x =Cr) +C T

The constant C, and C, are the constants determined by

the boundary conditions .

The method of residues (196) have been used to invert

.

equation 4.4 to get :

A )
x = % (AN+1— . Ly S(N+1) (C.Cosé = B.r)

e )

N+l_ D N n 2.0%2 sino.sin(N-1-n)e st 4

Ut
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where _
=1 2B(14a) - 4 2
S == (- C Cos<s 2 2
3 > =2 /(2B (142)-4C Cos?e)2+ ALAR COSO-CULAN )
BY 4.6
Y = /A +CS .7
_ nn _
6= (N+l) 4.8
_1 _F
A=1 E(1 %ﬁ) 4.9
+
B - ¢1E ¢2m
Sm 4.9
¢f2 (1-E)
C = S 4.11

4.2, Results and discussion

4.2.1. Bffect of the efficiency of an extractor on the

time to reach stealdy state :

The following data were used to test the analySis

F = 62.5 gm /min.
s = 10.962 gm /min.
6, = 0.75x0.877x 175 = 114.1 gm
oy = 0.25x1x 175 = 43.75 gm
 Mixer volume = 175 c.c.
m= 6" , n =8
x, = 0.14 gm of solute per gm of feed .

Equation 4.5 was programmed on a Honevwell 316 computer

using Basic 16 language . The program is presented in

Appendix 1 . The results are given in Table 4.1,

The values of the B'Ulstage were not produced because

the computer gave a signal of numerical underflow , dbut

the values of the concentrations at that time suggests
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that the value for the 8} stage would be between 6.5-7.5
hrs. It will be seen from Table 4.1 that the stage effi-
ciency of an extractor has no effect on the time requiﬁed
to reach steady state in the internal stages. It can also
be seen that stages 1, 7 and 8 are affected by efficiency.
The rgsults for stage 1 shows that , at lower efficiencies,
the time is longer .

The following studies were carried out using a 100 %

efficiency .

4.2.2, Effect of the number of stages on the time to

steady state :

Equation 4.5 vas used to estimate the effect of
the numbef of stages on the time to reach steady state .
Different values of N were used with the other data con-
stant and the results obtained are presented in Fig 4.2.
The results show that : As N increases , the time to
reach steady state increases , but the relationship is
difficult to predict whether it is exponential or other-~
wise . When the time was correlated against all the inde-
pendent variables by muitiple regression analysis the
1inear relationship between t and N gave better.results .

The results were also used to find out the relation-
ship between the time to reach steady state and the time

of f£illing the extractor . These results are presented

in T?ble 403 .

Finally the actual time to reach 95 % of the steady
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state concentrations is shown in Fig 4.3 . There it will
be seen that 95 % of steady state conditions are reached

in 2.5 hrs which is 35.7 % of the time needed to reach
full steady state .

4.,2.3._Effect of the phase Ratio on the time to steady

state .

Equation 4.5 was also used with the same data and
different phase ratios to assess the effect of the phase
ratio on the time to reach steady state . The results are
plotted on Fig 4.4, The curve shows that as the feed to
solvent ratio increases the time increases exponentially

until a constant value is obtained at a phase ratio of 8.

4.2.4, Effect of the dispersed phase holdup on the time

| \“

to steady state :

Equation 4.5 was used with the same data but with
different values for the dispersed phase holdup and the

results are plotted on Fig 4.5 . The figure shows an

approximately linear relationship between the time to

steady state and the dispersed phase holdup .

4.2.5. Effect of the capacity of mixer on the time to

steady state :

Equation 4.5 was used , with the same data and

different mixer volumes to find out the effect of the

volume of the mixer on the time to reach steady state .

The results are plotted on Fig 4,6 . The figure shows
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that the time increases linearly with the mixer capacity

as would be expected .

4,2,6, Effect of the eduilibrium constant on the time

to steady state :

Equation 4.5 was used , with the same data but With
different distribution coefficients and the results obt-
ained are plotted on Fig 4.7. The results show an expon-
ential increase of the time with the distribution coeffi-
cient m until a certain value is attained . This value is

characteristic of the other parameters of the process .

4.2,7, Effect of the feed concentration on the time to

steady state

Diffe:rent values of the feed concentration were in-
serted into equation 4,5 with the data remaining the same
and the results are given in Table 4.2 , and the time
for the final stage to reach steady state is plotted on
Fig 4.8 . The curve shows that as the feed concentration

increases the time to reach steady state increases expon-

entially then levels out at a certain value of X, . The

actual value depends on the physical end hydrodynamic

properties of the system and the design of the equipment.

The curve shows 1O substantial effect of the feed concen-

tration on the time to reach steady state when the dist-

ribution coefficient is constant over the whole range of

concentration for extract to final raffinate .
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4.2.8, kffect of the position of the stage on its time

to steady state :

It will be seen in Tables 4.1 and 4.2 that not all
the stages reach steady state at the same time . There-
fore equation 4.5 was applied with the same data , using
different values for the number of stages in the process,
and the results are shown in Table 4.4 . These show that
at N3 4 the pattern of the time to reach steady state
is the same . It will be seen that the stages reach steady
state in the following order :

i) Stages N/2 and (N+2)/2 generally reach steady
state in the same time with possibly (N+2)/2 sometimes
attaining -steady state first .

ii) Then stages (N-2)/2 and (N+4)/2 reach steady

N2
state in the same time with the N sometimes faster .

ml“‘i

iii) Then stages (N-4)/2 and (N+6)/2 reach steady

state in the same time with the NE4 sometimes faster .

iv) Stage 1 ; at which the feed is introduced reaches

steady state after all the internal stages .

v) The last to reach steady state is stage N where

the solvent is introduced .

The above pattern indicates that steady state is

first achieved as far as possible from the points where

the liquids are fed to the system . These are the posit-

jons of minimum disturbance in the middle of the extrac-
S ‘

tor . The steady state then propagates in the form of a
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wave in both directions through the extractor ; somewhat

faster in the direction of the feed stage j; which attains

steady state before the solvent stage .

For a-feed concentration X, = 0.133 in an 8 stage

extractor , the times to reach stéédy state in stages

1, 2, 3, and 4 are plotted on Fig 4.9 and for stage
B en Fig 4.3 .

The curves show that the curvature of the plots of the
middle stages is very sharp and increases as the stage

approaches the feed or the solvent inlet stages .

4.2.9, Regression Analysis :

Attempts were made to find a correlation by which

the time to reach steady state could be calculated dir-

IH!I1 \

ectly . The data previously obtained using equation 4.5,
was fed to ICL 1900 statistical analysis package xD33/22
using Fortran IV language . The results obtained are

shown in Table 4.5 . The package was also processed using
the smoothed data obtained from the previous plots between
t and the different independent variable . The results ,

as shown in Table 4.6 were insignificantly better . Init-

ially the relation between t and N was considered to in-

crease exponentially but this was not very satisfactory .

Following this the relation was considered to be linear

and the results are shown in Table 4,7 , where it can
be seen that they are significantly improved .

Thus , it could be concluded that the time to reach
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steady state can be estimated from the expression

t = 2.35 x lof4.VO.95 .¢O.66 1.19 0.83 1.31 0.1

4.12

and for practical purposes the time to reach steady state

is approximately

t_ = 0,
D 4t 4,13
Where tp is the time to reach 95 % steady state condit-

ions .

4.%, Optimum number of stages :

Although some work has- been done in optimization e
bf cross-current liguid extraction processes (169 , 170, b
172 , 173-, 176) very little have been published on count> i
er-current liguid extraction . Mitten and Nemhauser (14)
applied dynamic programming for the optimization of a
multistage counter-current mass transfer procesé while
Jeffreys et al (15) used the Hooke and Jeeves search
technique for the optimization of a solvent extraction
" process in which solvent is recovered by distillation .
Jenson and Jeffreys (196) gave a detailed cost analysis

of counter-current extraction Processes to maximize the

profit function with respect to the number of stages and

flow-rate of extracting solvent .

The analysis undertaken here follews the basic equ-
ations proposed by Jenson and Jeffreys (196) without

o 4 ir analysi h i
using the conptour charts 1n their analysis . The profit
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gy o+ PR .
furn~tion to be maximized 1s the difference between the

cost price of the solute extracted and the total cost of
the feed , solvent losses and recovery costs and the cost

of the equipment (stages) . The profit function is expr-

essed mathematically as

P = AC(xo - xN) - (aN + BB + yC x,) 4.14

XN is related to X by the Kremser-Brown equation

N o T &N+1 1 ) - .4'15

Substitution of equation 4.15 into 4.14 gives

SN-l

N+1

P = "XCXO(
S -1

) = (yCx_ + oN + gB)  4.16 "

For P to be maximum :

9P 3P
e — =0 4 l7
YT 0 and °B
. o sN(s-1)1ns -
. — S 4,18
and
N+1 _ .
8 _ SN+1( S +N(l-S) S) 4.19
Amx
o (SN+1—1)2
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Dividing 4.19 by 4.18 gives
N+1

B C_S(s ~ +N(-s) - 5)
o " m (s=1) 1nsS 4.20
C
B = —=
ue 5= uB 4.21
S
m B8 4.22

Substitution of 4.22 into 4.20 gives

N+1
B o= 2ot ALm8) oo 4.23
(=) (s-1) 1nS
o
and rearrangement of eguation 4.22 gives e
= S | | 4.24 e

mS

The righthand side of eguation 4.23 was evaluated for oy
any pair of values of S5 and N and the right hand side of

equation 4.24 was evaluated for the corresponding values

of S . The number of stages corresponding to this amount

of solvent approximately equals that given by equation

| 4.24 was considered to be the optimum number of stages .

This number N was used in equaticn 4.15 to obtain the
corresponding extractability Xy /xg

A computer program was developed for this algorithm

and the data obtained was fed into a regression analysis

package which gave the following correlation for the
ACKae Wieat- &

optimum number of stages .

-0.24. -0.08 <0.36
Xy =0 (8y0-41 () O

N = 38.6 (=) -\
XO
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The correlation coefficient was 0.978

Checking the second derivative with respect to both

independent variables, they were negative for all

values of N,

The effect of the various factors on the optimum

value of N have then been investigated and the results

obtained are reported below.

4.%.1 Effect of the phase ratio on the optimum number

of stages:

Fig. 4.10 shows that as the phase ratio incresses
the optimum number of stages decreases. This is the

reverse of what is normally known in the Mc Cabe-Thiele

diagram; " put from the ecomomic point of view, it can be Lo
seen that as the phase ratio decreases, implying that a i
larger amount of solvent will be required, it is more

economical to use this amount of solvent in a greater

number of stages to get a higher extractability and

vice versaj; which means that a larger consideration

of the extractability should be taken into account

in terms of the phase ratio.
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4¢3.2. Effect of the extractability on the optimum number
~of stages : ‘

Fig 4.11 shows that the extractability increases

K
(ioec—hl'

><O
which would be expected .

decreases ) as the number of stages increases ,

4.3.,%, Effect of the ratio of solvent cost to the equip-

ment cost per stage on the optimum number of

stages :
Fig 4,12 shows that the effect is very pronounced
and is increasing exponentially . The curve indicates
that as the cost of solvent increases relative to the

equipment cost per stage it is more economical to use a

large numbér of stages especially'when the phase ratio i

is small . !

4.3.4, Bffect of the distribution coefficient on the

optimum number of stages :

Fig 4.13 shows that the optimum number of stages
decreases exponentially as the distribution coefficient

inereases . It also shows that this effect is most pron-

ounced at m less than 3 .

 The effects of the different factors on the optimum

number of stages required show only the general trends

. in F i S
which would assessthe local optimum . For more rigorou

analysis ~ranstraints should have beex applied which would
oA L= = M aslks - -a

imply the use of Largangian method or Pontrayagin's maximum

principle .
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A.4  Optimum Temperature Profile:

Dehbign (205) and Aris (206) have independently
studied the optimum temperature profile in sequences of
reactors., They concluded that large increases in yield
may be obtained by use of an optimum sequence of temperatures
in cases of competing side reactions. However, it appears
thet the optimum temperature profile in a multistage
éountercurreht mixer-settler has not been considered
hitherto and in this investigation use will be made of
the discrete maximum principle initially proposed by Katz
(170) and developed by Fan and Wong (172).

4.4.,1 Derivation of the Algorithm

The problem is to maximize an objective function
described by the performance equations which are derived

from a steady state mass balance over the nth stage in

‘Fig. 4.1. Thus:-

. = « 26
Fxn_l + S i+l Fxn + Syn 4
- o2
Since Y, =, % 4.27
where m, is the distribution ratio for the nth stage and

can be expressed as a function of concentration and
temperature as follows:

a b .28
mn=an.Tn 4

Using equation 4.28 and 4.27 in equation 4.26, then
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Xpq= X + % (x 1*2, qb _ l+a

b
n . n Xn+l . Tn+l) 4029
n=1’2’ 00y N

at n=N, equation 4.29 is reduced to

= k l+a b
-l S Xt R Xy I 4.30

since XNel = 0.
By recurrence operation using equation 4.30 in 4,29
for n = N-1, ..., 1, the solution of equation 4.29 is:
L
*n =(;§F (X1 = %) )i 4.31
n n=l, 2, eeey N

The profit function which has to be maximised can be

expressed as follows:

P = value of extracted solute - (cost of equipment
(stages + heating/cooling units) + cost of solvent

+ cost of feed + cost of heat supplied) or,
P = .AF(xo-xn)—(aN +B8S+YF x5 + zf(Tn) ) 4,32
where the symbols are as given in the nomenclature.

The terms of the right hand side of eguation 4.32 can

be written as

where B, N

2 \i
and F(Tn) _ kl(T - kZ)L’ n:l,zy ceay N
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The 'heat cost! function was considered to have a

minimum value at normal temperatures where the least
amount of energy would be consumed., The 'heat parameter

. . 4
cost!, kl, was conslidered to acquire values in case of

heating different than those of cooling.

Equation 4,32 can then be written as
N

P = ) (AF(xn_l- xn) - (Bn + kl(Tn ; k2)2) ) 4,33
n=1

By defining a new state variable Pn satisfying

S 2
Pyo= P ot W(x - x) - (B + k(T - k5)7) 4,34
.n=1, 2, se ey N

and Po = 0.

the problem was then transferred into one in which PN is
to be maximized by the proper choice of Tn, n=l, 2, eeey N

for a process described by equations 4.31 and 4.34 with X,

given.
According to the discrete maximum principle (169, 170)
the sequence of decision variable T,, n=l, 2, ..., N must

be chosen so thet the following conditions are satisfied:

n n n = imum 4,35
HY = 27 X, + 4y P, @3X1m 4
s o 0,
X - Xy a
oD = py R —R S I Z L C AU
: 1 X1
n
i
3 _ l1+a
R(}‘n—-l XN)) ) = (B +kq (T ~ Xk )2)
n"l an 4‘-36

I

i
i
L ELER

(Y
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where the Z functions are defined as follows:

7,0k 2 and 7,7 2L |
1 ) ) = Ty 4.37
subject to the final conditions
N _ N
Z1 =0 and Z," =1 4.38
Thus
n-l1_,n
% = 7, =1 4,39
and R(Z,® _AF
¢ w1 B -2 4.40
1 K(1+ a)x2, 70
n‘'n

n .
From equation 4.3%6, for maximum u?, %%— =0
n

This gave the sequence of temperatures Tn as

ny 1

_ 1 2
T= 5 (ky + (kp + X, (1+2) 4.41

n=1, 2, ee oy N
A complete derivation of this algorithm is given in

Appendix III.

4.4,2 Results:

The algorithm was programmed in basic 16 language

and processed on & Honeywell 316 computer. The. program

is presented in Appendix I and the data used in the program

was:

F = 1260, S = different values, N = different values,

o

i

5,25 p/h’ B = 0.01 P/gm9 y = 0.2 P/gm) kl =

0 .
different values, ky = 20, 30 and 60- C.

k = 5(-19, a = - 0'4535, b = ‘002856
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The results showed that using the positive sign of the
squars rooted term in equation 4.41 would 1éad to a
temperature profile with the higher temperature, usually
less than k,, at the raffinate discharge and vice versa

if the negative sign in equation 4.41 was used. However,
since the negative value leads to solutions most of which
were unstable the positive sign was only considered to give
the solution of the problem. The results are presented in
Table 4,8, This table shows that many factors are
interacting to give the optimum results and changing

any one would drastically alter the optimum. Some of

these factors are distinguished as follows: Rt

4,4.2,1 Effect of the Feed Concentration:

Pable 4.8 shows each feed concentration has an it
optimum solution with optimum profit for a fixed value of .
phase ratio. However, at fixed values of the heat

parameter cost k; and number of stages N there was a o

maximum profit at a particular feed concentration,

4.4,2,2 Effect of the Number of Stages:

The results in table 4.8 also show that the number

of stages may be the one of the most important factors.

Thus for this system a process containing a larger

number of stages than 5 18 most likely to be unprofitable

if a temperature gradient is to be applied. That is
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4,4.2.%5 IKffect of the Heat Cost Parameter k, ¢

Experiments have been carried out to assess
approximately the effects of differences in the value of
the heat cost paremeter ky. A Churchill Chiller thermo-
circulator with a control range of -5 to 60° C was connected
to the jackets of a T-stage mixer-settler, (described in
Section 5), which were filled with distilled water and
agitated. A wattmeter was connected to the mains to

determine the quantity of electricity consumed under heating
di
or cooling contions over a range of 12° ¢ below or above

ambient. It was found that when heat was supplied to
the contactor it required 20 minutes for the distilled
water to rgach the temperature required while 60 minutes
were required for cooling. The wattmeter showed that

the quantity of electricity consumed in cooling was double

that required for heating. Although simulation of this

batch experiment may not be representing the actual

continuous mixer-settler process nevertheless it may give

an idea about the order of magnitude of the cost of cooling

relative to that of heating the contactor.

According to this experiment kl was considered to Dbe

O o
1 at temperatures below 9000 and 0.5 above 30~ C.

e results in table 4.8 shows that a profit

-
=

Analysis of th

of 124.843% units would be performed at temperatures below

30°C
performed above 300¢ with a 1.84% decrease in profit.

This suggests that although the cooling costs may be



97

higher then the heating costs, it would be more profitable

for such system to operate at a temperature lewer than

30° ¢.

4.4,2,4 Effect of the Phase Ratio:

Different phase ratios with different heat cost
parameters were fed to the program and the results are
shown in Table 4.9, The table clearly indicates that
when operating such system in a 4 stage mixer-settler
the phase ratio of 1:3 would give the maximum profit if
a temperature gradient was applied. Operating this system
with a larger number of stages is not profitable unless
the contactor is operated at ambient température. For a
feed concentration of 0.17 it is seen in Table 4.10 that
for 6 stages the optimum phase ratio is 4, for 8 stages the

optimum phase ratio is 5, and for 9 stages it could be

between 5 and 6. However, comparing the profits achieved

in 211 these cases, the most profitable is operating only

4 stages with 1:3 phase ratio either with or without a

temperature gradient.
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0.5

0.6
0.7
0.8

0.9

TARLE

0.01
0.05
0.10
0.14
0.20
0.30
0.50

0.70
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4, - . .
1 EFFECT OF MURPHREE EFFICIENCY ON THE TIME TO STEADY STATE.

4.5
4.5
4.5

4.5

4 - 2 EFFECT OF FEED CONCENTRATION ON THE TIME TO STEADY STATE.

Time to steady state in hrs. for each stage

2

1.5

1.5
1.5
1.5
1.5

1.5

3

4

0.5
0.5
0.5
0.5
0.5

0.5

5

0.5
0.5
0.5
0.5
0.5

0.5

6

1.5

1.5

1.5

Time to steady state in hrs. for each stage

1

4.0
3.5
4.0
3.5
4.0
3.0
3.5

5.0

2

1.5
1.0
1.5
1.5
1.0
1.5
1.0

1.0

3

0.5
0.5
0.5
1.0
0.5
0.5
0.5

0.5

4

0.5
0.5
0.5
0.5
0.5
0.5
0.5

0.5

5

1.0
1.0
1.0
1.5
1.5
1.5
1.0

1.0

6

4.0
5.0
4.0
4.0
4.5
4.5
5.0

5.0



99

4. 3 RELATION BETWEEN TIME TO STEADY STATE AND THE FILLING TIME

Time of
filling
tl min,

13,70
27.40
41,10

54,80

Time to
steady state

t2 hrs,

TARLE 4, 4 PATTERN OF STEADY STATE

TABLE
Number of
stages
N
2
4
6
8
No. of
Stages
N 1 2
2 1 1

10 X 2

12 X 3

1.5

4 5 6

0.5 1.5 4
0.5 0.5 1.
1 0.5 0.5

1 1 0.5

Time to steady state in hrs.

7 8

1.5 7

1 1.5
0.5 1

S

4,38
4,38
5.84

7.66

10

1.5
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TABLE 4.5 REGRESSION ANALYSIS FOR THE DATA PRODUCED FROM BEQUATION

Variable

TARLE 4 .6 REGRESSION ANALYSIS FOR THE SMOOTHED DATA — CASE (ii)

Variable

oz B oW v <

TABLE 4.7

Variable

=

Zz 2 W

be

45 - CASE (i)
Regression Partial Multiple
Coeff. Correlation Correlation
0.954301 0.96 0.646
0.6414865 0.71 0.948
1,1997742 0.81 0.922
0.6355532 0.77 0.935
1.3885674 0.83 0,915
0.0417706 0.14 0.974

Standard
Error

0.0599856

0.129414
0.175285

0.106242

0.190706

0.0621473

Regression Partial Multiple
Coeff. Correlation Correlation
0.9437589 0.96 0.646
0.6379756 0.71 0.947
1,2009027 0.82 0.921
0.6383645 0,78 0,934
1.3425672 0,82 0.918
0.0417718 0.14 0.974

REGRESSION ANALYSIS FOR CASE (iii)

Regression Partial Multiplg
Coeff. Correlation Correlation
0.9567142 0.97 0.666
0.6666497 0.77 0.954
1.1918152 0.85 0.932
0.838443 0.87 0.924
1.3174521 0.85 0.931
0.0999960 0.36 0.979

Standard
Error

0.0591046
0.127514

0.172711
0.104681
0.187906

0.0612346

Standard
Error

0.0515%05
0.111301

0.150835

0.0982951

0.164076

0.0534803

Remarks

Multiple -

correlation

= 0,974
Intercept term

= Exp (-8.2426672)
E.S.S.= 1.21029
Residual exror=
0.224564

Remarks i

Multiple
correlation

= 0,975
Intercept tena
= Exp (-8.1127529}
E.S.S.= 1.17501
Residual error=
0.221266

Refnarks

Multiple
correlation

= 0,982
Intercept term
= Exp(—8.353l37) ;
E.S.S.= 0,8%6261 §
Residual error= ‘
0.193247




Table 4.8 Res '
ults ;f thimization by the Discret
aximum Principle ©

O

Ko"C Ki Xg N Temp. grad.
30 1| 0.1935 4
30 RSt 2.1 175.973
30 | 9-16es | 4 1.4 144,652
o 1| 915 ‘ 1.1 124.843
=5 Tt : 0 288.856
25 S : 0 533.699
o0 L] 915 3 0.9 153.176
o0 1| 930 : 5.2 230.145
oo 1| 9-348 3 7.1 235.184
60 1| 0.3716 3 73 234.87
69 1] o937 3 8.3 230.773
e L] 0.396 1 3 9.7 219.376
60 L] o2 ° .9 165.866
60 L | 0-24 > l8.7 146.341
60 1| 0.332 5 22'2 526.557
60 T | 0.2751 | 6 183 =3968-225
60 | 0.5] 0.15 2 50 e
30 1.5 0.15 i 0.7 beeed
30 1.5 0.3 4 5.6 229-9
30 1.5| 0.355 4 9.3 262.238
30 1.5| 0.387 4 12.4 208.0%°
60 1.5] 0.197 2 1.8 iGO.OO
60 | 1.5| 0.254 4 4.0 233'552
60 | 1.5| 0.2627 | 4 4.5 202'OO
60 | 1.5| 0.302 4 6.7 193'g§§
60 |1.5| 0.15015| 3 1.6 144'24b
66 |1.5| 0.2538 | 3 2.2 212'192
60 | 1.5| 0.379 3 5.6 257.558
60 | 1.5| 0.394 3 6.1 256.794
60 1T 51 0.2549 | 5 6.5 164.62
0 11.5| 0.3049 | 5 12.7 2.7329
5 T 15[ 0.2595 | 6 10.2 58 8459
0 | 1.5| 0.273 6 12.2 -38.1718
30 5 1 0.363 1 0 366.766
30 =T 0.2978 | & 7.0 271, 00
30 5 | 0.352 4 6.7 264.3
30 2 | 0.38 4 7.7 230
30 5 | 0.415 4 10.6 144
30 5 | 0.434 4 13.7 50.66
30 = 15.304 1 1.6 555,34
30 5 | 0.384 4 3.5 319,459
30 5 | 0.404 4 4.1 311.676
30 5 | 0.455 . 5.9 254.657
30 5 | 0.5 4 7.9 143.01
30 5 | 0.305 3 1.1 290.157
30 5 | 0.35 3 1.6 324,649
30 5 | 0.384 3 2.0 345.63
30 = | ©.404 3 2.2 355,612
30 = | 0.4518 | 3 2.9 372.291

Contd:
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Contd. Table 4.8
© K X Temp. grad .
N - Profit
N
_3,8 g 8-224 5 1.0 280.965
. 5 5.2 240.252
30 5 0.402 5 6.3 188.874
30 5 0.431 5 8.2 65.061
30 5 0.443 5 9.0 -4,29173
30 5. 0.418 6 10.0 ~-121.563
30 5 0.446 6 12.8 -442,589
60 5 0.1498 3 0.2 123.229
60 5 0.252 3 0.6 216,257
60 5 0.303 3. 1.0 252,539
60 5 0.3507 3 1.4 278.121
60 5 0.2563 6 3.2 176.426
60 5 0.303 6 6.9 -21.0112
60 5. 0.2805 8 12.0 ~650.468
60 0 0.2584 8" 0 240.385
60 0] 0.27 8 0] 249,305
60 0 0.2428 6 0] 228.643
60 0 0.302 6 0 274.858
60 0) 0.361 6 0 313.173
20 0] 0.351 4 0] 373.869
20 0 0.3014 4 ) 315.266
20 0 0.2502 3 0 - 250.736
20 0 0.4003 5 0 434,434
20 0] 0.41 6 0 450,955
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Table 4.9 Optimum phase ratio

in a 4-stage mixer settler

R Ky K, X AT profit
-1 unstable solution

2 2 30 0.48605 2.8 530.33
5 30 0.4558 1.9 504.4

3 1 30 0.3005 8.1 240.672
1 30 0.176 1.6 156.174
1 30 0.158 1.2 134.425
2 30 0.173 0.7 153.965
2 30 0.157 0.6 133.808
5 30 0.178 0.3 161.081
5 30 0.1507 0.23 126.654

4 1 30 0.175 5.8 115.376
2 30 0.17 2.6 130.301
5 30 0.167 1.0 136.446

6 1 30 0.109 8.8 -27.0327
2 30 0.109 4,2 16.5617
5 30 0.109 1.6 40.5221

e

Lt
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Table 4.10 Optlgg@rgiiie'ratlo - for different number of stages
g-at ordinary temperature
N R X, profit
6 1 unstable solution
2 unstable solution
3 below Xo = 0.35
4 0.17 144.720
4 0.18 156.355
4 0.2 176.712
5 0.1305 88.53
6 0.1308 ' 56.785
0.0931 41,183
8 3 unstable solution below
x = 0.37
_ o
4 0.195 156.0
4 0.2 ©174.105
5 0.1358 87.54
5 0.1486 96.414
5 0.1717 111.159
6 0.0952 36.4737
0.1016 - 40.7816
0.129 57.68
0.149 69.07
0.169 _ 79.18
8 0.093 -8.34
5 i} 0,202 173.026
5 - 0.157 98.831
0.195 121.396
0.213 131.236
6 0.095 32.8687
0.1338 56.453
0.15 66.0129
8 0.107 10.97
0.152 30.22
12 0.101 -20.715
0.152 . =5.33
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5 + Experimental Investigation

The object of the experimental work is to develop a
laboratory mixer-settler suitable for advanced studies
of liquid-liquid extraction . The apparatus should be
simple to operate and inexpensive to construct'and yet
be suitable for the treatment of corrosive organic lig-
uids . In addition the temperature of each stage must be
easily controlled and changed and each agitator should
rotate at substantially uniform speed so that the phases
under-going treatment are intimately contacted .
The essential requirements were :
a) That the apparatus should be easily and rigorou-
sly cleaned .

b) That wide rangé of operating parameters , vis
flow rate and agitator speeds , should be attain-
able .

¢) That individual temperature control could be

prdvided on both mixers and settlers .

5.1. Apparatus Design !

The apparatus consisted of ten stages connected as

shown in Fig 5.1 . The phases within each stage were com-

pletely mixed whilst the flow through the systgm as a

whole was countercurrent . Two aspirators , each of 20

1it. capacity served as feed and solvent reservoirs and

were located at a ﬁ?ght of about 65 cm above the cells

h in Pig 5.2 to provide sufficient head for flow
as shown .

117
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via two flowmeters (Flowbits g3 /%'S 0 - 300 c.c.per
min. ) . Two similar flowmeters were included to deter-
mine the flow rates of the outlet streams from fhe appa-
ratus as shown in Fig 5.3, The extract and raffinate
were collected in two aspirators of 10 lit.each located
at the ground level .

The general arrangement of the ten stages is shown in

Figs 5.4 and 5.6 ,

5¢1¢1e The mixer

Each mixer consisted of a glass-jacketed cylinder
of 4,57 cm internal diameter and 11 cm height and was
provided with two inlet nozzles of about 1.8 cm diameter
for the two phases . A 18,5 cm long and 2 cm diameter
central glass tube surrounded the agitator and served y
to transfer the dispersion to the settler as illustrated
in Fig 5.5 . A small hole was drilled in the side of the

draught tube just below the neck of the mixer to balance

the pressure and enable the mixer to be filled . Initially
thé draught tube was connected directly to the horizontal
settler through a SVL joint with a P.T7.F.E. sealing ring

but this junction restricted the flow from the mixer to

the settler . Therefore the settler was lowered 6 cm and

connected directly fo the draught tube through a P.T.F.E.

tube The draught tube was provided with a vertical vent
as shown in Fig 5.6. The agitator was constructed from

a rod of stainless steel 10 cm long , 6tmm diameter and
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an Archimedean screw made of P.T.F.E. 18 cm long and 10
mm diameter fitted tightly over the rod as shown in Fig
5«4 . The grooves in the screw were 4.75 mm in height ;
Since mixing in the lower regions of the vessel was not
efficient two paddles were included at the lower end of
the agitator . '0veréashier et al (13%2) stated that the
best agitator design isany  impeller that has a diameter
about 40% of the vessel diameter and is centred in the
unbaffled vessel . Therefore the paddles were made of
stainless steel 1.9 cm long and 1.4 cm wide which is
about 40% of the vessel diameter . This was found to
vield a good emulsion and micromixing at speeds higher
than 1000 .r.p.m. . The agitator Was located as low as
possible to the bottom of the vessel to increase the
pumping capacity of the agitator fromlthe mixer to the
settler via the draught tube . The ten agitators were
driven by five Voss Instruments Ltd $/8 motors of 1/8
H.P. which were capable of speeds as high as 3000 R.P.M. .
Each motor rotated two agitators j; one directly connected

to the motor and the other through a flexible drive con-

~nected to the top side of the motor shaft . The -motors

were held on one side of the frame_as shown in Fig 5.7.

ic tacho- ,
The agitator§ speeds were measured by an electric tac

meter with a photoelectric probe for each motor connected

to a five-key point DOX to.indicate the speed of each

motor at a time as shown in Fig 5.8. Each agitator speed

was controlled by & variac transformerudirectly linked in
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series with the mains ang the motor . This was found to

be not satisfactory and therefore a gear box was designed.
It consisted of two brass plates containing 6 steel pin-
ions . Each pinion had 15 teeth'. The dimensions of the
Pinions are given in Fig 5.9. The pinions are comnected
together by a simpler roller steel chain as shown in Fig
5.9. A pinion and the chain are presented in ¥Fig 5.10 .
Fach pinion rotated a mild steel spindle which is suppor-
ted by 2 stainless steel bearings . Each motor connected
to the spindle via a flexible drive while another five
flexible drives transmitted the movement from the gear
bdx to the agitators on the other side of the frame as
shown in Fig 5.11 . |

The speed of each agitator was tested énd the maximum
difference between the speeds of each was about 6 % at
1800 r.p.m. and lower as the speed increases . At a later
stage , it was found more economical to use onlya i HP
series motor instead of the five motors .

Each mixer possessed a glass-jacket for ccoling water or

heating fluid . Dimensiohs of the mixer are given in

Table 5.1 .

i i ating units
Four Townson and Mercer thermostatic circul g

0 .
equipped with contact thermometers ( O - 100°c ) provided |

water at a constant temperature to the mixer-settler

jackets . Each unit had a capacity of 5.8 litres . The

connections of the circulating units to the different

steges are shown in Fig 5.12 . Copper distributors of
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1.5 cm diameter provided with a number of smaller tubes
of 6.3 mm diameter were used to supply the stages with
water from the circulators . Similar copper distributors,
provided with vertical vents , were used for the outlet

water from the stages to the circulators .

5.1.2. The Settler

Each settler was a'glass cylinder of 6.42 cm inter-
nal diameter and 1% cm long , and was provided with a
glass~jacket . The settler was supported horizontally
and connected to the draught tube of the mixer via a

P.T.F.E. tube . The settler contained two outlets of .

3
oy

the same dimensions as the inlets of the mixer . Two
P.7T.F.E. . valves were connected to each outlet ; one for ,ﬁﬂ‘

.1|“1

sampling purposes and the other for separating the stages .
and for adjusting the interface in the settler . The

connectioné ' between the settlers and mixers were made

of glass and P.T.F.E. tubes of 6 mm diameter .

The settler capacity and other dimensions are given

in Table 5.1 .

5.2, Equipment for preparation of feed and solvent :

fwo 50 lit. Q.V.F. spherical glass vessels were

mounted on a frame of 60 cm high and served as feed and

solvent preparation and storage vessels . A stainless

steel , Stuart Turner No. 10 pump , packed with P.T.F.E.

was used to circulate the liquids from and to each vessel
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for homogenization and to pump the liquids to the 20 litres

overhead reservoir as shown in Fig 5.2 and 5.13 .




123

Table 5.1 Dimensions of the mixer-settler

Item Mixer Settler
Inside diameter 4.57 cm 5.42 cm
OQutside diameter 6.60 cm 8.00 cm
Capacity 175 cc 300 cc
Jacket capacity 130 cc 175 cc
Length 11.0 cm 13.0 cm
Heat—-transfer area 158 sg cm 221 sgq cm
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6, Experimental procedures and Measurement Techniques :

6.1, Selection of the liquid-liquid system :

The system acetic acid-toluene-distilled water was
chosen for the investigation due to the following advan-
tages :

i) The solubility data is available (46 , 146) for

the system .at different temperatures .

ii) The equilibrijum constant varies appreciably with
temperature (46)which is a requirement in this
study . |

iii) The interfacial tension of the system is reas-
onably high at moderate concentrations of the

acid (152) which facillitates for fast settling.

6.1.1. Materials used

Glacial acetic acid , analar grade (Hopkin and

Williams) of density 1.048 - 1.05 gm/c.c ; analar grade

toluene (Hopkin and Williams) of density 0.864-0.866

gm/c.C. and distilled water produced in the laboratory

from an all-glass still ,
her purification of the materials .

were used . No attempt have

been made for furt

The toluene used in extraction runs was separated from

water using a one-litre separating funnel . It was then

distilled and reused . It was observed that an azeotrope

of tolueneewater was obtained at 84° and another azeot-

rope acetfﬁ?%oluene was ccllected at 105~108° ¢ .+ These

fractions were then mixed with some distilled water and
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agitated in a mixer specially designed for the purpose to
extract the acid from toluene . The toluene was then sep-
arated and redistilled . The fraction of toluene boiling

o -
at 110-110.5¢ was collected and reused for subsequent

experiments .

6.1.2. Densities :

Distilled water densities at different temperatures
were taken from Perry (47) . Acetic acid and toluene
densities at different temperatures were calculated by
the correlation recommended by Perry (47) .

(TC—TZ 0.29

D, =D )

2 1 VT

Mixture densities were calculated by the correlation
(47 , TA) :

Py = P11 T P22 6.2

The densities used are given in Table 6.1 &

6.1.%. Solubility data :

The ternary data for the system ecetic acid-toluene-

water was determined , using the cloud point method desc-

ribed in references (47 , 59 ,74) at %30 , 45 and 60%¢c .

The data determined and some of the published data (46 ,

146) are presented in Figs. 6.1 , 6.2 and 6.3 . The solu-

bility data of this work together with Woodman's data at

050¢c (146) were correlated with a correlation similar 1o

that of Hlavaty (198 , 199) .
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= +
Wa C + A il 1n X, ¥ A, %, 1ln Xy o+
X; X, ) Aj(x i-3
1 X.)
2 4=3 12 1 6.3
wiiere . ;s °
B -‘."J c - ” BA
Xl = o —=
and
o)
*2 7 w° _ 40 6.5
BB N BA

The K is an empirical constant from interval (0.1) ,

the value of which was determined by trial and error to
give the best multiple correlation coefficient and the
lowest residual error . The value of n was 5 . The same
statisticgl package used for the correlation of the time
to reach steady state and the optimum number of stages
was used to correlate the solubility data . The coeffic-
jents of the correlation 6.z at different temperatures
are given in Table 6.2, Another correlation was derived

to correlate the solubility data at different temperatures.

wc = C + Alxlln Xq + A2x2 1n x2 +
¢ i-3
x) %g ] Ajlxp = x)7 T+ BE 6.6

The coefficients ofb%%is correlation 6.6 are given in

Table 6.2 «
The distribution coefficient was correlated with the

following correlations using the same statistical package.

~0.45 - 0.28
m o= 5.19 (Xop) . (1) 6.7

- 0.78 - 0.51
20.2 (ch) . (t) -

=4
It

u.,”;,:.
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The multiple correlation coefficients were 0,985 and
0.951 and the residual errors were 0.0645418 and
0.113771 respectively.

The agreement between correlation 6,7 and all the
available experimental data are presented in Figs.6.5
to 6.9. These correlations gave accurate values at

X o greater than 1%.

Tie lines were determined, using a Smith-Bonner Cell,
and correlated by Othmer and Tobias relationship (45).
The tie lines are given in Tgbles 6.3, 6.4 and 6.5 and

presented in Fig. 6.4, and the consfants of Othmer and

Tobias correlation are given in Fig. 6.4.

The‘éix parameter NRTL equationn(185) was used to
predict the colubility data. The values of these
parameters are given in table 6.10 . These parameters .

were calculated by. the method proposed by Robinson and

Jenkins (207) at 30° C. Vapour phase association was
analysed using a special subroutine fol]Owing the

procedure of Null (185). No account was taken of liquid

phase association as it was assumed that this could be

accounted for by the activity coefficients. ‘The

agreement between the experimental and predicted data

is shown in Figure 6625 The figure shows a Very good

agreement in both phases up to the range of 55% acid

concentration. The disagreement in the higher rarges

may be ~ttributed to association in the liquid phase
nay =

which was not considered but which becomes significent

A
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at these concentrations where the mutual solubility of

all components is appreciable,

Tests have been made to assess the degree of
association of acetic acid in both phases using the
proton magnetic resonance and the infra red absorption
spectrum., These results are presented in figures
6,10 ~ 6.18 and the degree of association of acetic

acid was correlated by Marek's correlation (175, 181)

;-1 +7 1 4 4k | 6.9
1 +/ 1 + 4kx(2-x)

where k is a fictitious liquid phase association constant 3

expressed by the relation

log k = 3.8326 - 1922 | 6.10

The relation 6.10 was determined from experimental
dafa (181). The results are presented in figure 6.19.

The other symbols are given in the nomenclature.

The proton magnetic resonance was used to examine

the molecular constitution of the acid in pure toluene.

3]
s
(o

The spectrum obtained for the samples of 1 and 3 and 10

30% acid in +oluene was checked against the infra red

absorption spectrum. RBoth results were compatible and

figures 6.10 to 6.18 show that the position, shape and

concentration dependence of thepeak ascribed to the

carboxylic acid proton strongly suggest the presence

of 2 jimer-hydrogen bonded. The strength of the

hydrogen bond appears To te greater at lower concentrations.
ge
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m . .
Thus, 1t could be concluded that at ordinary temperature,

in an acid range of 1-30%, acetic acid occurs virtually
es a dimer in pure toluene; Unfortunately it was not
possible to use these methods at higher temperatures.
The spectrum for acetic acid in toluene saturated with
water shows a small shift of the hydroxy proton most
likely due to the presence of water, The shift was

approximately 0,75% and 1.9% in a 10% and 30% samples

respectively. (No allowances have been made for losses

due to extraction in the water phase).

Hence, the presence of water has a negligible effect
in the constitution of the acid in toluene and it could

also be considered as a dimer in the toluene phase.

The spectrum for acetic acid in water saturated with
toluene shows only two peaks (toluene was not detected
under these conditions). One peak may be clearly
ascribed to methyl (r = 7.5 = 7.8). The other is in a
likely position for, and may be sensibly ascribed to
hydroxyl proton. This means that there is only one
type of hydroxyl proton present, i.e, the protons of
the acid and water are indistinguishable implying a
| rapid interchange by hydrogen bonding. The position
of this peek changes with concentration, indicating a
L strength of this bomding. It is

change in the mea

likely then, that an extended structure in rapid

equilibrium of the form CHBCOOHO Hzo)n is formed

oud dtssociated with 2 further inter-association an
4 w0




143

dessociation where n decreases as the concentration of
‘1_' 3 . ‘ )
‘he acid increases. Toluene appears to have very

1ittle effect on this structure, probably slightly

weakening it.

Marek's correlation 6.16 indicated that the liquid
phase association k, depends only on temperature and
that X increases as T increases. It indicated also
that at constant temperature, k is constant irrespective
of the concentration of the acid. It follows that the
association factor Z in equation 4.9 is dependent only

on concéntration at constant temperature. As the

concentration increases, the association factor 7 decreases

which supports the trend shown above. Using the results

obtainedhfrom the proton magnetic resonance snd from
Marek's correlatioh a possible association factor for
acetic acid in water phase at 300 ¢ is presented in
figure 6.24, which may be used in the NRTL equation for
better prediction of the solubility data. However,
construction of a model taking into account liquid phase
association is being under consideration of Robinson and

Jenkins (207) and will hopefully give better prediction

in the future.
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6.1.4, Viscosities :

Acetic acid and toluene viscosities at different
temperatures were taken from Reid and Sherwood (157) .
Water viscosity was taken from Handbook of chemistry and
physics (184) .

Water phase and toluene phase viscosities were det-
ermined experimentally , at three concentrations and
two temperatures , using a U - tube capillary viscometer.
This data was then used to correlate the viscosities of
both phases over the required range of concentration

using Pamura's correlation (165) :

0.5 6.11

M= Xpopuy T oXpbouy + 2upp(XyX50905)
The mutual viscosity coefficient My, Wwas determined
experimentally using a number of known values of u, and
the average oi ﬁlzwas obtained at the temperature of the
experiment as required by Tamura (165) , 1wy, is constant
at constant temperature , but varies with temperature .
The viscosities of these mixtures were then calculated

over the desired range of temperatures using Archenius

correlation (47) , and the values obtained are given in

Tables 6.6 and 6.7 and Fig 6.20 .

6.1.5., Interfacial Tension :

The interfacial tension of the acetic acid-toluene-
water system was measured by DuNoy's method at 25°, 45°

and 50°%c . Samples of different concentrations of acid

were tho roughly mixed in a Smith-Bonner cell for 4 hours

e e
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at an agitator rate of 1430 r.p.m. , at constant tempera-
ture , until equilibrium was attained . The system was
then allowed to settle until the phases were clear and
then the interfacial tension was determined .

The results are presented in Fig 6.21 .

The interfacial tension data was then correlated using
the same statistical package used above and the correlat-

ion obtained was :

o =3.95 x ~ 079 &~ ©0-05
o 6.12

The concentration used in theAcorrelation 6,12 is the
total acid concentration in the system . If only the
concentration of the acid in a phase was known , the . i
total acid concentration X, could be calculated from "%

the following correlation .

X, = O.4xCT(l + 1.3247m) 6.13

This correlation has: been derived from material balance

relationships .

6.1.6, Diffusivities :

piffusivities of acetic acid in water and in toluene
at infinite dilution were taken from Perry (47)', Wilke's
equation (47 , 174) was used to calculate the diffusivi-
ties of the acid in both phases at different concentrat-
ions and temperatures .
The diffusivities obtained are presented in Fig 6.22

and Mables 6.8 and 6.9 .
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A computer program in basic 16 language for calculating

the diffusivities is given in Appendix 1 .

6.2« Calibration techniques :

- 6.2,1. Calibration graphs for measurement of the concen-

tration :

The acetic acid concentration in each phase was
estimated by two methods .
Titration of the acid using standard solutions of sodium
hydroxide in methanol . Thymol blue was used as an indic-
ator . This method necessitated the use of either large
quantities of low normality sodium hydroxide solutions
or alternatively a strong solution , preferably more than
1.0 normal . This was impractical because the presence of
the methanol inhibited the dissolution of the sodium
hydroxide in the titration mixture .
The refractive index method using Abbé.refractometer was
preferred because samples of small size were reguired .

A graph of concentrations Vs refractive index was

constructed for each phase . These graphs are presented
in Appendix 1 .

6.2.2. Calibration graphs for measurement of the flow

rates :
fhe flow meter for the inlet water-phase was calib-
rated over the range 20 - 300 c.C./m . But since in some
experiments the water-phase flow rate was less than 20

CoCe/M, The lower part of the tube was calibrated for

-~ g AP Iy Sy e v 3 A,
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flow rates of 0-20 c.c./m. using water saturated with
toluene .

Since the outlet water phase contained different acid
concentrations in different experiments and sometimes
during the same experiment , the outlet water-phase was
measured frequently during each run and the average was
recorded .

The flowmeter for the inlet toluene phase was calibrated
using a 15 % acetic~toluene phase . The outlet toluene
phase flow rate was also measured during each run . The
calibration graphs for the inlet fluids are given in

Appendix 1 .

6.3, Cleaﬁing Procedure

Since it is widely accepted that surface active
agents affect the mass-transfer rates (47 , 74 , 80 ,
1329 , 151 , 155 , 158) no detergents were used in clean-
ing the mixer settler or other equipment used in this
investigation .
The mixer-settlers were filled with distilled water after
each run and the heating/ cooling units were set at 60°¢c.
The agitators were started and the distilled wa%er was
allowed to flow through the extractor , until the water
discharged was free from any impurities . The equipment
was then emptied and dried by compressed air .
The sampling bottles were washed three times with hot

tap water , then rinsed with distilled water and dried

in an oven .




148

6.4. Preparation of ligquid phases :

The toluene phase was selected és raffinate and the
feed containing about 15% W/w of acetic acid was extracted
by the water phase . The acid concentration was restricted
to about 15 % W/W for the following reasons :

i) With a solvent to feed ratio of the order of 1:6
water phase concentration approaches 50 % acid-at which
the interfacial tension is low as shown in Fig 6.21 ..

If higher concentrations of acid in the feed were introd-
uced the concentrations of acid in the water phase would
- be very high and the interfacial tension would be corres-
pondingly very low so that it would be more difficult

to settle ..

ii) The 15 % feed concentration is a practical conc-
entration which gives a reasonable mass transfer driving
force .

iii) with such a feed concentration , there would be
a reasonable difference in outlet raffinate and extract
concentrations from the different stages , which would
be easier to determine with a small error . |

The feed was prepared by mixing the requisite amounts
of toluene , acid and water for saturation at the required
temperature in the feed reservoir using the pump for
circulation . A sample was withdrawn every 10 minutes
to check the concentration using the refractive index

method . It was found that 30 minutes was sufficient for

homogenization of the feed mixture after which a certain

-

A vl A
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amount was then pumped to the overhead feed reservoir .
The required amount of toluene for saturation was
added to the distilled water and mixed by é circulating

pump and then pumped to the overhead tank to be used as

the solvent .

6.5. Operating prdcedure

The mixer-settlers were first filled with the con-
tinuous phase after which the flow was stopped . The
heating / cooling medium was circulated from the ther-
mostat-baths which had been set at the desired temperat-
ure and when the temperature of the liquid inside the
mixer-settlers reached the required temperature and the
speed of agitation had been set the feed and solvent
were pumped in at the required ratio . The interface in
the feed settler was adjusted by controlling. the valves
of the outflow rotameters . The interface in the other
settlers was adjusted by the valves on the outlet water-
phase to the mixers . No other means of interface control
was necessary . Samples from each phase were withdrawn
periodically for measurement of the concentration .

At the end of each run the liquids flowing were - stopped ,
the stages were separated by closing the interconnecting
valves and the agitators were stopped . After allowing

sometimes for settling in the mixers , the hold-up was

measured . Sometimes the mixers were emptied immédiately

for measuring the interfacial tensicn .

i S
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-

R Yol 2 P AT AT




150

Table 6.1 Densities of the materials used ingm/c.c.
Temp Water Acetic Toluene | Acetic - Toluene system
| C , 10% 20% 30%

10 0.999728 1.05897 0.873248 0.89091 0.909592 0.928268
1> 0.999126 1.05401 0.869148 0.88673 0.905321 0.92391
20 0.998234 | 1.049 0.865 0.8825 0.901 0.9195

25 0.997077 1.04393 0.860803 0.878218 0.896628 | 0.915038

30 0.995678 1.03879 0.856555 0.873884 0.892203 0.910523

35 0.994061 1.0336 0.852254 0.869497 0.887724 0.905951

40 0.992249 1.02833 0.8479 0.865054 0.883189 0.901323

45 0.99025 1.023 0.843491 0.860556 0.878596 0.896636

50 0.96807 1.01761 0.839024 0.855999 0.873943 0.891888

55 0.98573 1.01214 0.834498 0.851381 0.869229 0.887077

60 0.98324 1.0066 0.829912 0.846702 0.864451 0.882201

65 0.98059 1.00088 0.825262 0.841958 0.859608 0.877259

70 0.97781 0.99528 0.820548 0.837149 0.854698 0.872247

75 0.97489 0.98950 0.815766 0.83227 0.849717 0.867164

80 0.97183 0.98364 0.810914 0.82732 0.844664 0.862007
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Table 6.2 Coefficients of the correlations of the solubility data

Coefficient Correlation 6.3 Correlation 6.6
25°% 30°c 45% 60°c

K 0.4 0.7 0.7 0.3 same values

C -.1556159 -.0126067 -.0167605 -.0919986 ~0.0062238

A; 1.2458249 -1.679265 -1.5752294 -.1235035 0.3192657

Az -2.2222352 -.2313011 -.2931241 -1.8785505 | =1.4897911

A3 1.9374113 0.0 - 0.0 0.0 1.2338204

Ay ~3.6135834 2.3929681 2.1054487 ~2.8475605 -1.0119546

As -.0050982 -1.4184949 -1.1887854 -.019909 -0.6161356

B - - - - -0.0011975

Multipie

correlation 0.999 0.999 1.000 0.998 0.924

coefficient

Residual .0100015 .0115516 .014306 0.0756873

erxror

.00452372




Table 6.3 Tie Line Data - Composition on Wt.3% basis
Date of DAKs Data of this work
At 30 (46) At 30 C
Solute Water Toluene Solute Water Toluene
Water Phase
16.50 83.50 0.0 23.013 76.7 0.287
24.25 75.45 0.30 29.152 70.5 0.348
31.50 67.80 0.70 34.302 65.1 0.598
40.9 58.25 0.85 38.186 60.9 0.914
46,00 53.05 0.95 41.476 57.4 1.124
55.10 43,60 1.30 44,64 54,0 1.356
63.50 33.50 3.00 47.218 51.3 1.482
66.20 29.20 4,60 49,469 48,7 1.832
51.45 46.6 1.95
55.7 41,7 2.6
59.8 37.0 3.2
62.45 | 33.9 3.62
64 .00 31,85 4,15
67.85 - 27.4 4,75
69.85 25 5.15
Toluene Phase
1.25 0.15 98.60 1.845 0.155 98
2.20 0.18 97.62 2.81 2.81 97
3.10 0.2 96.7 3.489 0.211 96.3
5.20 0.38 84.42 4,365 0.235 95.4
6.50 0.45 93.05 5.335 0.265 94.4
12.20 0.75 87.05 6.205 0.295 93.5
16.50 0.90 82.60 7.08 0.32 92.6
18.00 0.95 81.05 7.954 0.346 91.7
8.603 0.397 91.0
10. 200 0.4 89.4
12.530 0.47 87.0
14.63 0.57 84.8
16.09 0.61 83.3
12.29 0.71 80.0
22.19 0.81 77.0




Table 6.4

Tie Line Data - Composition on
% basis

Wt.

Daks. Data at 40 (46) Data of this work at 45°C
Acetic Water Toluene Acetic Water Toluene
. Water phase
13.75 86 .00 0.25 18.1023 81.55 0.3477
24,60 74,90 0.50 23.9690 75.5 0.5310
29.00 70.40 0.60 28.8665 70.40 0.7335
34.90 64.40 0.70 33.1042 66.0 0.8958
41.10 58.10 0. 80 " 36.5926 62.35 1.0574
45,80 53.20 1.00 39.0190 | 59.80 1.181
53.75 44,30 1.95 42.7150 55.85 1.435
62.50 33.1 4,40 45,202 53.2 1.597
65.50 29.0 5.50 47.377 51.0 1.663
- 55.992 40.5 3.508
59.70 35.75 4.55
64.618 27.95 7.432
Toluene phase
0.90 0.10 99.00 1.5424 0.3076 | 98.15
2.30 0.15 97.55 2.5589 0.3411 | 97.1
3.25 0.20 96.55 3.3200 0.38 96.3
5.20 0.25 95,55 4,1918 0.4082 | 95.4
6 .00 0.30 93.70 5.0636 0.4364 | 94.5
8.80 0.35 90.85 6.0311 0.4689 | 93.5
11.75 0.45 87.80 6.9986 0.5014 } 92.5
15.2 0.60 84.20 7.7726 0.5274 1 91.7
17.80 0.9 81.30 8.5950 0.555 90.85
12.9985 0.7015 | 86.3
15.7808 0.8192 | 83.4
21.7298 1.2702

77.0

153
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Table 6.5 Tie Line Data - Composition on Wt.% basis
Daks. Data at 60 C (46) Data of this work at 60°C
Acetic Watex Toluene Acetic Water Toluene
Water phase
13.00 86.45 0.55 12.194 87.45 0.356
22.00 77.30 0.70 17.8645 8l.7 0.4355
28.60 70.55 0.85 22.399 77.0 0.601
36.2 62.8 1.00 26.6996 72.5 0.8004
43.90 54,80 1.30 30.3791 68.65 0.9709
50.50 47.90 1.60 33.7241 65.15 1.1259
61.80 33.4 4.80 4.80 61.95 1.2679
64.0 29.1 6.90 39.605 - 59.00 1.395
42.219 56.25 1.531
53.9006 44,32 1.7794
56.87 38.50 4,63
63.1762 29.4 7.4238
Toluene phase
0.9 0.40 98.70 1.4183 0.4317 98.15
4.0 0.45 95.55 2.4324 0.4676 97.1
5.0 0.50 94,50 3.1914 0.5086 96.3
6.60 0.60 52.80 4.0606 0.5394 95.4
8.80 0.75 90.45 4.9298 0.5702 94.5
9.75 0.80 89.45 5.8973 0.6027 93.5
17.30 1.00 81.70 6.8648 0.6352 92.5
19.00 1.10 79.90 7.6474 0.6526 91.7
8.4683 0.6817 90.85
12.8628 0.8372 86.3
15.6103 0.9897 83.4
21.5103 1.4897 77.0
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Table 6.6 Viscosities (in Centi poise) of acetic acid in Toluene phase at different temperatures
Wt.% 5 10 15 20 25 30 35 40 45 50
tC

5 0.735 0.79 0.845 0.925 1.00 1.07 1.11 1.15 1.2 1.27
13 0.66 0.7 0.74 0.8 0.85 0.91 0.9%4 0.97 1.01 1.06
21 0.59 0.621 0.65 0.69 0.725 0.77 0.79 0.818 0.845 0.88
30 0.53 0.552 0.574 0.595 0.62 0.64 0.66 0.69 0.715 0.74
39 0.475 0.49 0.5 0.518 0.53 0.545 0.56 0.58 0.6 0.61
49 0.425 0.435 0.44 0.442 0.45 0.46 0.475 0.485 0.5 0.505
60 0.38 0.385 0.385 0.38 0.382 0.385 0.4 0.41 0.42 0.42
72 0.34 0.345 0.338 0.33 0.328 0.328 0.34 0.345 0.355 0.35
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Table 6.7 Viscosities (in centipoise) of acetic acid in water - phase at different temperatures
Wt.$ 5 10 15 20 25 30 35 40 45 50
£

5 1.41 1.46 1.495 1.55 1.56 1.64 1.70 1.82 1.9 1.93
13 1.2 1.26 1.3 1.37 1.41 1.48 1.55 1.67 1.75 1.82
21 1.0l 1.08 1.19 1.21 1.22 1.34 1.425 1.55 1.63 1.71
30 0.856 0.93 1.00 1.07 1.145 1.215 1.3 1.43 1.5 1.61
39 0.723 0.8 0.872 0.945 1.035 1.10 1.19 1.33 1.37 1.53
49 0.61 0.69 0.762 0.84 0.93 1.00 1.09 1.23 1.27 1.44
60 0.52 0.59 0.67 0.74 0.84 0.9 0.998 1.13 1.17 1.35
72 0.44 0.51 0.585 0.657 0.758 0.82 0.91 1.05 1.08 1.28
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Table 6.10 The parameters of the NRTL equation for the
System acetic acid - toluene water at 30°C

System Ti2 Ty X
Acetic acid-water ~1.2348 2.1523 0.2
Toluene-water 3.554 6.460 .0.198
Acetic acid-~toluene " 0.9169 0.7131 =-1.5747
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) at 252(: » m=1.24 . k=0.075 (Woodman) |

2) at 30°C, m=1.195, k=0.08! (Data ot this work)
3) at 40°C, m=l.125, k=0.105 (Data of this work)
4) at 60°C » m=0.961, k=0.1285(Data of thiswork)
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Fig. 6.4 Othmer - tobics correlations for the tie iines
of the system acetjc - toluene -~ water
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2) at 45°C
o 3) at 60°C
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Fig. 6.1G. . Association factor of acetic acid
| in the water  prase dgtermmed by
Marek's  correlation {175,181 )
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7. Experimental Results

The mixer-settler has been operated to investigate

the following:-

(a) Confirmation of the correlation of the time required

for the counter-current contactor to reach steady

state,

(b) Effect of the impeller speed on the efficiéncy. 

(c) Effect of the direction of mass transfer on. the

efficiency.

(d) Effect of temperature gradient on the extraction

efficiency.

7.1 Time Required for the Mixer-settler to Reéach Steady

State:

Effect of the number of stagés, position of the
stage, impeller speed, direction of mass transfer,
efficiency and temperature on the time required for the

contactor to reach steady state has been studied.

7.1.1 Effect of the Number of Stages on Time To Reach

Steady State:

The results of operating the equipment with 2,4,6
and 10 stagés are presented in figurés T.1 to 7.7, The
phase ratio of 1:3 was adhered to in most cases, since
it waé appropriate up to 6 stages, but higher phase

ratios were used in order to assess the maximum possible

flow rate. Acetic acid in toluene was extracted by

water with the agitators speed maintained at about 1800
tage of the precess

YoM, The temperature of each s
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s 0
was maintained at 30°C + 0.5°C. It can be seen in

figures 7.1 to 7.7 that the time required to reach steady
state, for the extract phaée, is not in all cases the seme
as that for the raffinate phase. Fig. 7.8 indicates that
the time for the extract phase to reach steady state is
longer, irrespective of the direction of mass transfer.
Fig. 7.8 also shows that there is a linear relationship
between the time required to reach steady state and the
number of stages; confirming that predicted by the

model in section 4.1.

7.1.2 Effect of the Direction of Mass Transfer on the

Time Required to Reach Steady State:

Equation 4.12 shows that the time required for a
counter current contactor to reach steady state increases
as the distribution coefficient increases. This has been
confirmed experimentally. Acetic acid in water was
extracted with toluene with 4, 5 and 7 stages operating.
The phase ratios were chosen to give higher efficiencies
and to decrease back mixing and prevent flooding of the

apparatus. The results obtained are given in figures

7.9 to T.l4. Fig. 7.8 indicates that extraction of

acetic by water from toluene, where the distridbution

coefficient is large, requires a longer time than that

required if extraction was performed in the other

. . . Ao~ Te ~ e o~ = | .
directior confirming that predicted by the model in

section 4.1.
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Tele3  Effect of the Agitation Speed on the Time

Required to Reach 3teady State:

.The Pilot plant was operated with 4 stages to
extract acetic acid from toluene by water at 30° C and
at agitation speeds of 2100, 2550 and 2850 rpm, and the
results obtained are presented in figures 7.15 to 7.20.
In these figures it can be seen that at lower agitation
speeds, disturbances in the system are more pronounced
so that this delayed the system acquiring steady state

conditions.

T.1l.4 Effect of Temperature on Time Required to Reach

Steady State:

Figures 7.21 to 7.28 summarize the results of
operating the equipment with 4 stages at 45 and 60° G ana
at agitation speeds of 2400 and 2550 rpm, These figures
together with the results at 30° C show that as the

temperature increases the time to reach steady state is
reduced.

7.1.5 Effect of the Position of a Stage on its Time

Needed to Reach 5tate:

The time required for each stage, in an N stage
process, to reach steady state at different temperatures

and agitation speeds for extraction of acetic acid by water

from toluene is given in table 7.1. This table shows that

the intermediate stages reach steady state conditions

faster The solvent stage is the last to reach steady
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state. Some discrepancies to this conclusion were

cbserved when the brocess contained only 4 stages and was
operated at 2850 rpm.  However, the trend shown by the

model in section 4.1 is substantiated in table 7.1.

7.1.6 Effect of the Efficiency on Time Required to

Reach Steady State:

Pig. 7.29 shows that as the mixer-settler operates
with a lower efficiéncy, the time required for acquiring
steady state‘is ionger;' Fig. 7.30 also confirms this
trend. .TbiS‘figure shows thét the percentage extracted
is post likely to be the best test of attainment of steady
state conditiohé and not the concentration or the stage
efficiency. The concentration, as shown in figures
7.1 to 7.29, was greatly affectedAby any disturbance to
the system; for example, sudden changes in the speed of
agitation or changes in the flow to or from the equipment.
For this reason the percentage extracted will be taken in

most of the following analyses as the measure of the

efficiency of the contactor.

7.2  Effect of the Impeller Speed on the Efficiency of

the Mixer-~settler:

Fig. 7.31 shows that the percentage extracted increased

experimentally with the impeller speeds when acetic acid

+ o .
was extracted from toluene by water at 30" C using 4

stages and 6 stages in the mixer-settler under similar
p= s -

operating conditions. The data were correlated with the

same statistical package as before, and the correlation
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obtained was

E = 0.5515n 0+02 _g0.06 . 7.1

The correlation coefficient was 0.977 and the residual

error was 0.00270528,

7.3 Effect of the Direction of Mass Transfer on the

Efficiency:

Figure 7+32 shows that although 6 stages can bring
about 97% extraction of acetic acid from toluene when
water was used as a solvent, the same number of stages
could hardly achieve 7% of the extraction if toluene was

used to extract the acid from water.

T.4 Effect of Temperature on the Extraction Efficiency:

The results of studying the effect of éhanging the temperature
of.the extraction process with mass transfer in both directions
are given in Table 7.2 and Fig. Te33. A comparison has been
given between data derived from phase equilibria and data
obtained from a 4-stage mixer-settler. The trend in the
solubility date indicates a decrease in efficiency with rising

temperature. In the mixer-settler the reverse trend occurred,

especially when extracting acetic acid from water by toluene
Table 7.2 shows that, according to the phase equilibria the

best operating conditions which would result in the highest

possible extraction efficiency would be to apply a temperature

gradient on the stages at 30° C at the solvent end rising

to 60° C at the feed stagee. Operating a 4 stage mixer-

settler with the solvent stage and the neighbouring one at 30°C
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and the other two stages at 60° C actually gave the lowest

extraction efficiency., This is discussed in section 8.

T.5 Effect of the Number of Stages on Mass Transfer

Coefficient:

The mass transfer coefficient has been calculated for
extraction, performed with 4, 6, 8 and 10 stages, of acetic
acid from toluene by water. The results are presented
in Fig. 5.%4, Average values for interfacial tension,
dispersed phase hold up and droplet diameter was considered.
It was tried to determine the droplet diameter photographically -
but the emulsion was so fine at the speeds of agitation | '
used that no satisfactory prints ﬁave been developed. The
mean droplet diameter was then calculated by Kolmogoroff's
law (148) and by Hinze's equation'(149). The droplet
diameter calculated by Hinze's equation was 3 times that |
calculated by Kolmogoroff's law. The latter was considered
to be more satisfactory since it was more likely representative
of the actual droplet diameter in the contactor, A detailed
calculation of the droplet diameter and mass transfer
coefficients is presented in Appendix IV. The average
mass transfer coefficient in 6 stages was found ;o be
higher than that calculated by the stagnant drop model and
just below that calculated by the circulating drop model.
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Table 7.2 Percentage extracted in both directions of mass-transfer at different temperatures

Temperature °%c .

Percentage Extracted

Acetic » water

Acetic > Toluene

From Solubility | Mixer-settler | From Solubility | Mixer-settler
data data data data
30 96.148 93.8 11.96 4.00
45 92.0 94,20 11.8 11.00
60 89.045 99.07 11.667 22.19 .
30- 60 , -
X aop 96.55 91.97 12.248 -
60- 30 | o
o aim 94.4 90.20 11.32 -
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8. Discussion

8.1 The system Acetic Acid-water-toulene

The solubility data of this system was available in
literature (46, 146) at different temperatures. However,
Dakshinamurty et al (146) introduced two analytical
expressions to calculate the binodal curves at any
temperature in the range of 10 to 60° C. They claimed
good agreement between their experimental and calculated
data. Unfortunately on checking their expressions
negative values were obtained. Therefore it was
decided to determine experimentally the ternary data
for this system at different temperatures and to correlate
and check these data thermodynamically. Hlavaty's (198)
correlation fitted the data extremely well. However, a
computer program using trial ard error technique, should
be developed for calculation of the binodal curve at any
temperature (199). Association of the acid introduced
pecularities in the physical properties of the system
especially the interfacial tension as is shown in figure
6.21. Smyth and Roger (148) observed a similar behaviour
in the dielectric constant of acetic acid. They found

that the dielectric constant increases with temperature

instead of decreasing. They attributed that to the

1 .
s . .‘
strong mo§ecu1ar association, known to occur in acetic

: i i he aci i igquid
2cid. The degree of assocization of the a2c¢id in a2 liguid
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or 2 vapour phase most likely change with concentration
and temperature. Many workers (150, 175, 181, 185)

. reported that correlations for the molecular weight of

the acid should be introduced in predicting the

solubility data.in order to take account of the acid
association in the phase under consideration. Marek (181)
stated that the failure of the usual correlation methods
for such systems may be explained by the use of a

constant mofecular weight of the associating substance .
throughout the whole composition range. Theuse of the

NRTL equation to predict the solubility data proved to

2y e e T

be extremely good up to concentrations of 55% acid using
only association parameters in the vapour phase. The
-disagreement between the experiﬁental and predicted data

at higher concentrations necessitates the use of a suitable
association factor for the liquid phase. As a possible
start an association factor of 2 in the toluene phase and
an association factor given by figure 6.24 may lead to a
better agreement in thehigher.concentrations.between

the predicted and experimental data. However this is

beyond the scope of this investigatiorn and will be

recommended for future work.,
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8.2 The Mixer-settler Performance:

As high as 90% stage efficiency has been achieved by
the egquipment, However, on the average only about 80%
stage efficiency was obtained under the different operating

conditions, This may be attributed to the following

factors:

(1) Mixing was extremely‘vigorOus so that the mean droﬁ
size was of the order of 400 microns (see Appendix IV).
Therefore in ali probability on a number of occasions
the mass transfer was to stagnant drops so that
equilibrium was not achieved in spite of the large
interfacial area,  Furthermore, the small drop size
requireda considerable time to settle and separate in
the settler and it is likely that there was some
entrainment of the very small drops, thereby reducing
the efficiency. It could be assumed that a settler
capacity 2.5 - 3 times that of the mixer would provide
sufficient time for such dispersion to separate more

efficiently and this would lead to higher stage efficiency.

(2) Back mixing from the mixer to the preceding settler
was pronounced, especially when large phase  ratios
were used. It is recommended here that, in future
the optimization technique using the discrete
maximum principle developed in section 4 be applied
before operating the equipment in order to ascertain
the optimum number of stages with the associating
optimum phase ratio. It has been confirmed

experimentally in this study that at such phase
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ratios, back mixing was minimum.

(3)  Although agitation rate in each stage was the same,
the control of the speed was not very good, especially
at speeds lower than 2000 rpm.- The variations in
the speed of agitation brought about surges in the
flow to and from the system and also in the flow
rates between the stages. This can be detected
in the concentration profiles in figures 7,1 to
7,28, In addition deviations of the speed of
agitation from the preset value also led to
entrainment and back mixing, Since speeds higher
than the controlled value caused more heavy phase
to be drawn in to the mixer bringing about
entrainment of the toluene phase in the water phase.
Variation in the speed of agitation may be reduced

considerably by using a feed back control system.

In conclusion it may be stated that if the above
modifications were introduced this mixer-settler eguipment
could prove to be a very highly efficient and suitable
laboratory extractor, since it contains a temperature
control facility which is very desirable in most liquid-

extraction studies.

8.3 Time for the Mixer-settler to Reach Steady State:

In spite of the difficulties described in Section
8,2 it is clear fronm the concentration profiles in figures
7.1 to 7.28 that the pattern of the approach to steady
state has been confirmed experimentally. The intermediate

stages reach steady state in a shorter time than the end
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stages thereby confirming the model which predicted that
the solvent entry stage is the last to écquire steady
state, Serie abnormalities may be shown in Table Tela
This table shows that in some cases the solvent entry
stage is not the last to reach steady state. However,
since the solute concentration in this stage is usually
smaller than that in the other stages, changes of the
concentration with time in the solvent entry stage may
not be pronounced., Accordingly, for practical
determination of time to reach steady state, it is
recommended that samples are taken from the feed stage to

assess this tinme.

Not all the factors affecting the time for the counter-
current contactor to reach steady étate, which were referred
to in section 4, were tested experimentally. The factors
tested ; the distribution coefficient; the number of
stages, the position of'the stage in an N-stage contactor
and the efficiency as a function of the speed of agitation
showed that the model is fairly representative to the
behavioﬁr of such equipment. However, the liquid system
used may offer some difficulties in applying thig model
when the distribution coefficient cannot be easily linearized.,
This was the case for the acetic acid-tolvene-water system
where the fime for the contactor to reach steady state only

agreed with the following relation

= . 8.1
tp 2.5 t

and not with the relationship 4,13, Additional study must
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be done with other systems to confirm relation 4.13 or

8.1. However, since this mixer-settler is relatively
very small and the disturbances were many, as discussed
above, it could-be assumed that the steady stete conditions
might have been reached faster in the absence of these
disturbances. This could only be confirmed if these
disturbances are removed or if other types of mixer-
settlers are tried to check whether relation 4.13 or 8.1

is actually determining the time for a countercurrent

extractor to reach steady state conditions.

8.4 Effect of the Speed of Agitation on the Efficiency:

The extraction efficiency increased exponentially
with the speed of agitation as shown in Fig. 7.31. Taking
into consideration the relationship between agitation speed
and drop size it follows from Kolmogoroff's law (148)
that since as, the speed of agitation increases the drop
size decreases with a consequent increase in the interfacial
area but the mass transfer coefficient may still remain in
the circulating and oscillating drop model range. In
addition the increase in the speed of agitation may also
increase the driving force so that the net result will be
an overall increase in the mass transfer rate and therefore
an increase in the efficiency. Continued increase in
agitation speed results in a certain speed being attained
at which the driving force becomes constant but the drop
size will decrease to that of the smallest spherical drop
bringing about 2 constant mass transfer coefficient determined

by -the stagnant drop model. Increasing the agitation speed
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beyond these limits may not have any effect on these

velucs of mass transfer coefficient, interfacial area and
driving force, and hence the efficiency remains constant.
Fig. 7.31 shows that contactors with different number of
stages have different maximum agitation speed at which
the maximum efficiency is attained. This wvalue, however,
depends on the contactor and the physical properties of

the liquid systems.

8.5 Effect of Temperature on the Extraction Efficiency:

The solubility data determined in section 6 for the
water-acetic acid-toluene system indicated that as the
temperature increases, solubility of the acetic acid in
both phases increases, but the distribution coefficient
decreases. This suggests that carrying out the extraction
of this system at low temperatures would give higher
efficiencies, but figure 7.33 shows that extraction
efficiency increases appreciably by rising temperature.
Valentas and Amundson (140) reported an increase of 50%
in the drop size due to a twofold increase in the coalescence
efficiency over a range of temperature from 30 to 70° C for
the system they used. The acetic acid-toluene-water system
is known to be abnormal and undergoes association and
dissociation to different degrees at certain concentrations

and temperatures, and since figure 6,21 shows that in the acetic

acid concentration range between 0.1 and O.4 raising the

temperature from 25 to 50° ¢ leads to an increase in the

{pterfacial tension of about 8.8%.  Therefore the
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coalescence rate would be expected to increase with rising
temperature, It follows that the mass transfer rate
could also increase through increase in the drop size and

lnception of circulation and oscillation,.

The actual performance of the mixer-settler showed
also that the higher the temperature the better the liquid
flow and consequently the lower the back mixing and

entrainment,

8.6 _Effect of Temperature Profile on the Extraction

Efficiency:

The phase equilibrium data predicted an increase in
extraction efficiency if a temperature gradient was applied
in which the feed end should be at the higher temperature.
Table 7.2 shows that application of a temperature gradient
on the mixer-settler equipment would not give a better
efficiency and that isothermal conditions, especially at
high temperature are preferable, This may be attributed
to the pecularities in the water-acetic acid-toluene
system,  Since, as discussed above, the interfacial tension
is relatively sensitive to changes in temperatures,
instituting different temperatures in different stages in
the process may lead to different drop sizes and coalescence

rates which may lead to lower efficiencies.,

Optimization of the mixer-settler prcocess by the
discrete maximum principle showed that application of a

. - S 4~ -
temperature profile may be profitabie for a small number

of s
profitable to operate isothermally at low temperature

tages (less than 5) but that generally it was more



conditions. It should be borne in mind that this
optimization technique used the data produced from the -
solubility data. Accordingly, the distribution
coefficient correlation 6.7 suggests that the distribution
coefficient increases as the temperature decreases and
hence higher extraction efficiencies will be attained at
lower temperatures. The optimization technique did not
take into account the effects of temperature on the drop
size and mass transfer ccefficient and hence on the
efficiency. However, an increase of 7% in extraction
efficiency when the process was operated at 60° ¢ may

be offset by the costs of heating/cooling units, consumption
of electricity and by the necessity of providing the mixer-
cettler with jackets. Therefore it is possible that this
optimization technique has given the appropriate answer

of operating the mixer-settler at ambient. However, for
more accurate results the optimization program would have
been provided with the additional information of the effect
of temperature on drop size and mass transfer coefficient

which would be associated with the distribution coefficient
in the form
l'!ln = f(Xn, Tn, kn) . 8.2

8.7 The Discrete Maximum Principle Technique:

Reveridge and Schechter (206) stated that it is

imoortant to note that the modified objective function

(the Hamiltonian in the maximum principle) canrot be

tested in the usual way %o determine if the stationary

. e PR s a
point is a maximum or a minimum. This, incidentally, is
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a point missed in most applications of the discrete
maximum principle, where it is falsely asserted fhat
sufficiency conditions can be used to test the Hamiltonian
function. The success of the method of Lagrangian
multipliers is, basically, attributable to the fact that

A X, vanishes for all displacements of interest, However,
there is no reason to suppose that A 2Xn will vanish even

if a Xy does, Therefore, while A H is entirely equivalent

to AP, it is not possible to assert that A 2H equal AZP.

Since AQP'is to be investigated in the region of the
stationary point, the original objective function P, and

not the fictitious one, H, must be considered in determining
the character of the restricted objective function. It is
generally true that the modified function H can be used only
to determine possible locations of any optimum, and the task
remains to ensure that it is an optimum. The technique used
here took this point into consideration by feeding the data
obtained for the location of a possible optimum into the

original objective, and then taking the values which gave

the maximum profit to be the optimum values.,

It is also a usual practice to linearize the distribution
coefficient function in order to avoid difficulties arising
in the computation process (170). However, in this work,
the distribution coefficient correlation 6.7 has been used

in the optimization technique without linearization.

Conszidering the previous points, together with the fact
that the results obtained experimentally, largely confirmed

the data predicted by applying this technique while totally



rejecting the data predicted by the classical optimization
technique presented in section 4,3, it could‘be said that
the discrete maximum principle offers a very powerful
technique for optimizing a counter current extraction
process giving in advance an accurate prediction about the

optimum operating conditions.

8.8 Optimum Operating Conditions:

Thefplégsical optimizing technique presented in section
4,% would give an optimum number of stages of 7 if the phase
ratio was 1:3 as calculated by the correlation 4,25, If
the number of stages used was 4 the optimum phase ratio
would be 1l:1. The discrete maximum principle showed that
for a maximum profit to be obtained only 4 stages of the
mixer-settler are required with a fhase ratio of 1l:3 under
the optimum operating conditions. The technique also
provided the feed and solvent rates to be used under such
conditions., Experimentation confirmed that operating 4
stages with a phase ratio of 1:% was the most suitable
while higher phase ratios brought about flooding of the
contactor, back mixing and entrainment also took place
with a substantial loss in the efficiency of the extractor.
Alternatively, operation at lower phase ratios would be
uneconomical. Bxperiments with 7 stages were undertaken
with different phase ratios and the experimental optimum
For 10 stages it was 1:6.5 as had

was found to be 1:5.

beeﬁ predicted by the discrete maximum principle technridue.
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Conclusion

This work is an attempt to construct a laboratory

mixer-settler suitable for advanced studies in liquid-

ligquid extraction. The main conclusions are summarized

as follows:

(1)

(2)

(3)

(4)

Different design and physical properties factors
affect the time required for a mixer-settler to come
to steady state. Further studies on the same mixer-
settler and other types of mixer-settlers with
different systems should be carried out to draw a
more general conclusion whether the correlation
proposed suitably fits most countercurrent extraction

processes.,

Association and dtssociation of acetic acid highly
influence the physical properties and the solubility
data of the system. It was found to be a function
of concentration and temperature in the water phase

but was approximately constant in the toluene phase.

¥xtraction of acetic acid by water from toluene is
nighly efficient. As high as 99% of acetic acid
could be extracted from toluene by water. °~ However,
extraction of the acid by toluene from water may need
a large number of stages and high temperature to get

a recsonable extraction efficiency.

Phase equilibrium data is not reliable to predict the



(5)

(6)
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operating conditions of a contactor since many other

factors affect performance, vis: speed of egitation,

messvtransfer coefficient, interfacial tension, ...
etc., which can only be provided by the actual

experiment on the extraction equipment.

Temperature is a prosolvent in extracfion of acetic
acid from water or toluene but a temperature profile
appeared to be an anti solvent in the same process.
Therefore isothermal extraction of acetic acid is

recommended.,

The discrete maximum principle proved to be a very
powerful technique in optimizing a countercurrent

extraction process. It is capable of providing the

optimum operating conditions‘required in the feasibility

study stage.
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(1)

(2)

- (3)

(4)
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Recommendations for Further ¥ork

Studies were initiated to confirm fhe model to predict
the time required to reach steady state by studying
the effect of relevant factors on that time.  Some
other factors remain to be studied; such as: the
mixer capacity and the dispersed phase holdup using

other types of systems.,

The settlers could be replaced by larger settlers of
2.5 - 3 times the mixer capacity to allow for better

settling, thereby attaining higher efficiencies.

Association and dessociation of acetic acid in liquid
phaseé should be further studied at different
concentrations and temperatures. .Such study would
Provide for better prediction of acetic acid solubility

data.

The discrete maximum principle optimization technique
should be used for other systems where the distribution
coefficient can be correlated as

a b

m= k.X ° T
in order to investigate the effect of the physical
properties parameter; k and exponents a end b on the

optimum operating conditions.
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5  PRINT " DIFF.OF Ae=W+AT DIFF.CONCe"

19
15
20
30
50
55
60
73
89
90
100
119
120
130

148

150
169
1793
1806
135
190
195
269
2985
210
215
228
225
230
335
3449
345
350
355
360

365,

379
375

DL “\(’2."}):6(2@): SC26Y, TC28),UC20)
FOR I=1,14 °~ T o T

READ A(I),GCID . o
S(1)=G(I)'—4.<((.16$9£LETG6)*A(‘IF)+(oIL31672E-Q7)*( 1-AC1)3))

CPRINT ISACIISSCL)

NEXT I -
1=1
FOR J=1,38
READ T(J)Y,UCJ)
DCJI=SCIIRT(JY Z7UCI)
PRINT 13J3TCJ)»UCJI»D(D

" NEXT J

STOP :

DATA -7832913‘@2;-892;-16393413"@1;039[&)a25733E"Gl: «e897
DATA c 3614460015904 4761913—@1;-911&;- 664327E-0 1, « 19
DATA _;747-33113""01;;913};1611714)0.91')0.128.368.) v91 ’ i
DATA 171429, d915,¢2318 35, «911,4236342, «91°

DATA .'27758,'.913,'.325531,'.9(38 C . C -
DATA 278,1+41, 8'6;1o2)29lli10@1;3@3)0856: 312,723, 32254 61
DATA 3335¢52» 345, o444 T T ’ CT t
DATA 27%5 1«46, 236;1626:294310’38:3@3: 93,312,480, 322, ¢ 69
DATA 3337s59,345,s50 .0 7 A T o
DATA 273;'11:[195) 286;103129411019:3631 1,312, «372

DATA 322)0762.0.3331_0,67)31153.0 585 _. ; e '

DATA 278514555 23651637 29451210 333, 1.875 312, e 945, 322, ¢34
DATA 333}-74;'345:; 657 T T ’ T T
DATA 2785 1.56, 2365141, 294,122, 3035 1145, 312, 19035
DATA 322}-93;'333;'-8[1;3‘4510753 ’ o I

DATA 278;1:6‘/4)28'6.;1-118) 294:1-34;303:10215; 312,11

DATA 322, 15,333,495 345,082 S

DATA 2735 175236510 55,294, 1425303210 3,312,119

DATA 322, 139, 33'31.0.99"3: 345, o1 o o

DATA 2785 14325 O 65 Lo 67»2945 155, 333, 16¢43» 312,133

DATA 322)1;23}333;1;13) 3455185 T T

DATA 27"3}1029:'336:-1075:2911:'1063) 383, 1 5» 3125 137

DATA 329,127, 333, {17, 345, [« 23 I o ’ ’

DATA 2735 1935 23 6 1:825'294) 171,323, L 61,312, 1453

DATA 322}1;44}333} 1¢355 345?1';23“ T IR

Y L)

D7
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Pﬁ{ﬂ?_” DIFFUSIVITIES OF ACETIC ACID Iil TOLUENE AT DIFTLRLJT couc.
6 Dii <°));GC20);A(? >,o(93> T( o>,U<29)

3 F0R I=l,14

3 NEAD I LGCDD L ' o P

39 ACLI=CRCIdZ120) /7¢I /71200 +¢ ¢ 1aB=XC1))/292)) o

473 SCIY=GCI)%( (e 4366450 ")7)»1\(1)4-( 4732‘2513-57)*( 1-ACId))

50 PRAT 1.XCI), ACIY, SCDD
55 NEIT 1.7 - . L o L .
69 1I=1. L F RS | ' o
70 FON J=1,3 , s e o ,
00 DEAD TCAH LUy . SR . : : A
|© 97 D(JI=S CI)ETCI) Z1CI) : . . \
' 166 PRINT I3 J'”(J) G(J);D(J) ' - >
! 115 HEIT J
g 123  5TOP : : : Lo .
| 139 DATA 556552, 1055 05065 15,4 574,2356535255,6596, 30,0 6115 35,0629
147 DATA A3, e 645, 4556 5675 555 ¢ 63 65 355 ¢ 7135 63s 0751 65; 08041 70: 075
15% ATA 07):-735: 23650 66, 2975459, 3%3, ¢ 53 “A‘ B o {
163 DATA 312, 74755322, 425, 33350 33, 3455434 B :
173 DATA 2735479,2365,7,29%4, 621,353,552 ’ ‘ ' ' .
134  DATA 319,'49;399,;435,333,.335;345,.3a5 . N :
194 ATA 2735, ¢305,2365 674529454 65,303,570 .~ . _ . o
] 2943 ATA 3125652322560/, 333;0335:3/15;‘0 333 . ’ oL Z
2106 DATA 273,925, 2 56)08.029-/1)‘0.,69)3'33.0 « 595 e
220 DATA 312,¢513,322, 422,333,433, 3%45,0¢33 .. _. o .
235 DATA 2735152365 e55,290,4725 4 3033,462° ] ' i \ ;
243 DATA 312, 53,322,445, 333,0332,345,43256 S g
253  DATA 2735 1e87,2365491529%,4775, 3035464 RERRE :
263  DATA 3125545, 322, ¢ 40, 33354335, 34554323 . .- S %
277 DATA 273, 1e1152365¢9452945479,353,0666 - ' ) |
2375 DATA 312+456,322,4755333,44,345,.340 . .
2079  DATA 27351e15,2365,¢97:29454315, 343, 69 : - . |
v 393 DATA 312,.53,322,.435,333,41,345,.345 - . A L
3145 DATA 273,142,238, [+01)294, 345, 383,4715 .. .
320 DATA 312546,322,+5,333,442,3455,¢355° P . : . . o
33% DATA 273,127,236, 160652945633, 3335674 0 _ , . A .
. 343 DATA 312,.61,322,505,333,+4214345,435 . e - ;
' ‘ ’ .
. : .
. / . Y '
L, ‘
' ‘. 0 \.‘. . .
‘ . i . .“; )
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SLYT M 3OTI6. OF A CCOUITER GUAML ECTR. BYCTLE Al PRIICH™

e e e
AL i DN, D

.( V)= 55-32

LCi)= :

AC D=0 T2+ (263 {CH kF) /CLLxCTHA) )
TCi)=e 35 (2+CACTIT5))

i= i+l

Cu)=ae TN =Y
NERES ,
PO ol=isls-1

L+l {=1+2

Iy I=1 TAHLI 30T 114
HEDEIGIGOREGERVDEIGEGOREED

L=l HCL/T) « ((C TG L+ k(T(L) 1) -

0TS 1238

i)

i

2CL)=k(2CL)=F)/CL x<1+A)«<.<d>rA>x(*(u)rB))
u(i)-(:-)r°+<°«0<'<1>*<V-'<L>>/< 1sc1+A)))
TLi)=e 3k (A2+CACIIITD) : 0

Jo1T I ' !
I=ls{=l-ltL=1+1

SCI)=ClCLY P L+ ) R(TCLY I

F= - 1C 1)

PULIT D o

FOT I=1,1 ' B
2CI)=Cax i+, l~—41n‘5+-3L—Jl/xF+>)/:
0= {1 e (TCI)={2)1 2

{=1-1
IF 1>l TAEI 597D 159  _
HESE

"(J’.)"( D +F«CI( {)-n(l))-(,_,(l)i-{(l))
3I0TD 152

NI FFRCICH = IS CECDH +HCI) )
DL PT I3 I, Z2CI)TCLYLPAD) ' '

JLiT 1

TFOATG( ) <. LE-73 TIAEY  30TI 239
CD=ICHE /133 N
30T 49 T -

ST 0 '

AT 1252,0420, lSv; -¢ /1?35, - 2356, 5. 13

C LD/ RCCICLY 1L 1+’\))k("(b)f'3))

o= (1)+(J/“)<((‘(I)T(1+A))~(T(I)fub- HSSPINE
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DULT MEIIT C0UC. USIOG MUNDIINER EFFICIRICES"
':u:. ;(5") SPICSM)I L ZCSM , QCEPIL TSI GCHBAY 03T - ¢S
DI LC53Y,PC55), ROSHILTICSTY s UCST) 5 10C 58) 5 SC 5635 V¢ 56)
oI AC2T), u(‘..");C("']);D(5"5);]"("’])).](553.' R
=17 -

TG l=1,73

ey = d, 1 a/0

¢ >-er<'<x>>
"D =EITCCC-I0 2. 14) /C Vv
I=17
T=1/10 X
ACI)=l=e 5T="0100 :
TCIY=C 1.7 T+24205) /57
CCI)=3.905:C1=2) /67
i ,
RIS P : : R ’
e ty=C AT IYRC LEACTY ) = Al (DI T2IRCCINI/CITCIND 12D

ety =€ anCAnC CICD I 2 RACTI=CLEACTD Y 9))/((“(1))"")
I )*(("({))10+G(‘{))1._>"

JCD=C-FODFEADI /R

DD =ACD) C(I)sJ( O)te5 ;
:J‘_»... L o -
TR 1i=T,12 - /,
T=I/2
PRIIT T o

I=1% i
DUINT I l .
FOT %=1,0

5¢=%
oM =1, ' - i
RIS DL <<°(">)r<V+°>> INEILIARSE (ZCP(J(K)VT))
rreery = Can () 5 ¢ CC I 1) = BEINPERD) ‘
U Iy=CC =10t ¢TI NI K
mC=SCORYCD T ‘ -

T

S0 =CCACIINITCI=CCACTIITH .
:ct);(<~<1>>f0)41' ' L

Py =e?Ge LA(DCO ZECH) Vo
ity =T+ e D S 1A SCHD g - ,
w07 L BCKILTCKY T T 0
T .
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5 PRINT " MUTUAL VISCe.COEFF. OF ACITIC ACID ~WATER AT 25 Ce"
7 s=® . . - - . . - ’ .
10 FOR I=l,4

.15 READ X(I),W(I)

0@ Y(I)I=1-KCI)’ _

"5 MCI)=6Fe4%kKCI)F1463%YCD)

3¢ FC1)=063¢axX(I)/MCI) _ o S L

35 GC(ly=1-FCId> o .

45 LCIY=2#CKCII*YCII*FCII*GCIIITeS

50 U(I>=<vc15-<(xc1>*F<1>*1;1>+cY<1>*G<1>*.89>>)/L<1>

6@ PRINT I;XCIVsV(I),UCD ) L ' ) ‘

65 S=S+UCI)- " T ,

70 NEXT I

75 S1=5/4 | T

77 PRINT S, Sl S \ .
8@ STOP o

9@ DATA o361446E-@1;‘1.114;.649278-61:1.334- A
180 - DATA'o1283§8;'1o599:o27758:v~lo.9¢11 e '




235

5 PRINT ' VISC.0F ACETIC ACID =WATER AT 25 Ce"

6 DIM ACEG):T(QG) VCBG)oF(ZQ)aL(ZE):S(2Z)JU(2®)
7 Y=3.21049

19 FOR i=1,14
15 READ ACI)
53 . TCI)=1<ACI)"
73 VCI1)=6344%ACI)+1468%TCT) _ 3
80 FCI)=6344%AC1)/VCIY - -
9% LCI)=1-F(I1)" . :
95 SCIY=CACII*TCII*FCII*LCI) TS
100 U(I)-l.I*A(I)*F(I)+.89*T(I)*L(I)+2*Y*S(I)
185 PRINT IFACIY,UCI) . °
116 NEXT I
128 - STOP = o : - 1
" TRBRYGIDATA «78329E=02,+163934E-1,+25788E=01,+361446E-01,0476191E=-01,
143 DATA .7473313-31,.xz7143..128368,.171429..2@1835,.236842 '
150 DATA .27758..325581'




5
10
15
23
37
59
55
60
70
80
90
107
110
129
139
140
150
169
179
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RINT ' DIFF.0F Ae=WeAT DIFF«CONGCs"
DIM AC20),G(20),S¢(208), TC208),UC208)
FOR I=1,14 =~ =~ - -
READ ACI),G(I)

SCIN=GCLII*C (ol 6O9AE~DE)¥ACII+Co 431 672E-07I%(1=ACI)))
PRINT IACIYSSCID T ' S

NEXT I

I=1

FOR J=1,8 S -

READ T(J)»UCJ) . o . ‘
DCJI=SCII*T(I) ZUCIY :
PRINT 15J3TCJ)»UCJ)»DCJ)
NEXT J S
STOP - e .
DATA «73329E-0250892s 01639 34E~01, 894, ¢ 25788E=081,4897
DATA J3614468-®11.9®AI.4761918-015.9145.6@4@27E—Z1f1919

DATA <747331E<015+9135¢ 104714, ¢91541283635491 T
DATA 171429, e915,.2018 35,9115 236342f 0_91 )
DATA «277534+913,+325531,0903 ~ ° :
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APPENDIX II

Determination of the time to steady state of a stage-

wise countercurrent extraction process at different

efficiencies:

A solute balance over the nth stage in Fig. 4.1
gives |

dxn dyn
Y1P1%pa1 * U2 BVpg1 T UpPi¥p + WPl *0y g t02 g 1

The Murphree efficiency for the raffinate phase is given

by:
E = Xn-1 = *p 5
T X - X%
n-1 n
since
Vo= m o 3
from equations 2 and 3
n - E
° _ m(x =x_1(1-8) ) ;
. . yn - E
and Ynel = E
Dividing equation 1 by u,P, and taking its Laplace
Transform we get,
, -dx o, AT u.p
- U.] P1 - il n 2 n 1Py -
= X - - a - . =T + X =0 17T
Yn+l U0 X,~ In U, 0o at Upeo dt Tu,e, Tn-l

2
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Using 5 and 6 in 7:

S _ u
o (3 - % (1-F) ). 271 = m -
E ‘““n+l n( ) ) Usp *n” B (an ¥n-1 (1-E)

“ils F -2 BS(X -X. . (1-E Lo
2P m Uspy EYn “n-1 -E) ) )+ Us0 o, *p1 =0

Collecting the similar terms and dividing.by'(%) :
— : u, p. E E
X_ .-~ ( (2=-E + i1 + !
n+l uzpzm) u2p2m 292)b) xn
o (1-E) -
+ ( (1-E 4= r2 ) X
T, 0 )+( 5, )S)Xn_l-o 8
putting:
u,p-E
2 o
E
u¢1 + ¢2 = B &
2r2™ U2
#(1-E)
=
Uor 2 |
Equation 8 becomes
X - (1 + A + BS) En + (A +CS8) iﬁ_l =0 . 9

n+l
This is a 2nd order finite difference equation, its general

solution is:
-Jz = n + 02 rzn 10

where:

+BS)E (14+44BS) 2 = 4(A+CS
v, T, = (1+A+BS) X Y( +2+ ) 4(A+CS) 11
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I‘1+'I'2=1+A+BS 12
I'11‘2=A+CS 13

Cl and 02 are constants determined by the boundary

conditions:
at n = O Xn = —2 = 1 + 2
= - - N+1 N+1
atn = N+ 1 =M X =0= qf "+l
Hence
X
0 ‘
€1 = AN+ 1 14
0.1
S(1-( =) )
T2
rl N+1
XO(FE_) .
Co =~ . N+ 1 5
1
S(1-(==) )
To
.°. Equation 10 becomes
n N+1 n N+1
- X, (r1 T, - Ty eTy ) L6
=. . N+1 N+1

In order to invert eguation 16 to the time domain,
keeping in mind that ry and r, are functions of S, the

method of residues must be used.

Po simplify the nomenclature, put
N+1 n i+l n
- I’2 .I’l ha Ii;:w .1‘2
£(s) = N+l R¥T

17
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Since equation 13 ensures that if |r2|is large, then|rq|

is small. Hence it is clear that as |r,|+ = , T(s)- 0;

2
and the only singularities of T(s) arise from the poles of
the denominator (since the numerator could become infinite
if lr2| became infinite). These zeros occur at:

(1) s =0

: ' N+1 _ _, N+l
(ii) when ry = r,

Now, to find the residues at these poles, the following
formula is used:
(1) =/ -1 st T(s) = ] (residues of est.T(s) ) 18

t

Equation 17 is multiplied by e°

‘N+1 _n N+1 _ n '
st Tp T3 _T -T2 st
e®"f(s)
- wro N41 N+1
b(r2 -

rl )

The residues of equation 19 have to be found at

the different poles:

(i) The residue at S =0

The residue is determined by L'Hopital's rule (196)

_ Xa
R(a) = g'(a) . 20
‘where R(a) residue at S = a
F(a) numerator of T(s) evaluated at s =a

g'(a) differential coefficient of the denominator

of F(s) evaluated at s=a

Now,

N+1 n r N+1

n st
F(a) = (I‘2 ,rl - I °r2 )
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g'(a) = (x 1. N+1 N+l N
2 )e1l +8 ds(rz r, 1y elo
But from 11
(rl,r2) _l+a+0% ‘/(1 + A + 0)°- 4(A +0)
8=0 2
0.0 rl = l
1‘2 = A

N+1

A
AN+1

- AR
- 1

o'+ R(o) = 21

(ii) To find the residues at r1N+1 = r2N+l :

Sirce Ty and r, are the roots of a quadratic equation
with real coefficients, they must be equal, or riutual

complex conjugates.

Therefore, putting:

ry =T e-ie y Ty = relt 22
and since
iy_ -1y iy -1y
e 2? ' = sin 6 & = Z £ = Cos ¢
W T, - ry = 2 i r sin ©
r, + Iy = 2 r Cos @ 23
ry Ty = re
. N+l _ o Nl oo g L sin(ua1)e 24
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N+1
for r{""" to be equal to r2N+1, sin (N+1) e =0

«*e (N+1) 8=k v , K is an integer

e 8 = (F1), k=0, 1, ., Nl 25
From 13 and 23, we get

r =/ + C5 | 26
and from 12 and 23, we get:

1l + A+ BS = 2r Cos 8 | 27

.*. (1+ A + BS)?
2 Cos ©

- CS=A

S0lving this equation gives:

s o1 (.280+2) - 4¢. Cos®,
a > .
(ZB(1+A)—4C.Cosze) + 4(4A0082%- (1+A)2 28
B
Now, the residue of F(s) is to be found at a value of s

determined by eguation 28.

.

Puttiqaf(s) as a function of r and 6 :

r.N+1ei(N+1)ecrn.—ine_rN+1.e-i(N+1)ern.elne

() ! 8
S(rh+lel(N+lb L i(N+1) 8)
PN o4 sin(N+4l -n)e
S.rN+l;21 sin(N+1) o
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. St — n
e o €77, f = sin (N+1 - n)q st
(s) Sosin NIk 8 | o 29

F(a) = r, sin (§+1) o . ot
when s is defined by equation 28 and r by equation 26,

g'(a) = s(N+1) Cos(N+1l)g . %% + sin (N+1)e

QJ,QJ

)
5 could be found from equation 27 as follows:

2r Cos & = 1 + A + BS
2/A + CS Cose= 1 + A + BS

"« 2K+ 05 . (- sine) L ——
e o 2/A + . -Sn6)d8+20086.2m = B

Hence.
Q:.Q. !C Cos 6 -~ B. r) ) i o
ds ~ 5 2 3
r- Sin ©
.. g'(a) = s(i+1) x (-1)K, (& Cosb = B.7)
| 2r sin o
- ("l)KoZoI‘n+2°Sin(N+l - n)esin 6 est 31
R(a) = s(N+1) (C.Cos 6~ B.r)

putting 21 and 31 into 18 gives the inversion of Eﬁ as

AN+1_ AR ) (- 1) 624 rn+2.51n g sin(y+l-n)e. st
*n = %o (—N_TT * %o Z g (M+l)c,Cos 6 - B.r) -

K=1
32

It should be noted that for each value of X = 0, +ee, N

there are two values of s and that the values of K >N+l
will give repeated values of 5.

Bquation 32 is the complete solution to the problem,
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APPENDIX ITI

Optimization of a Countercurrent Extraction Process by

the Discrete Maximum Principle.

(a) Using Fig. 4.1, a steady state balance on the nth

stage gives:

FXn—l + 8V = Fxn + 8y, 1

Since y_ = m X, 2

and m =k x>, qP 3
n n'® "n

Using equations 2 and 3. in 1

: v . Kk l+4a 4 b 1+a b
X =X + 3 (xn oIV~ x o7

n-1 n n n+l n+l) 4

at n = N, egquation 4 is reduced to. the form

k oy 1+ gD , 5

N1 T Xyt R *n N

By recurrence operation using equation 5 in equation 4

for n = N"‘l, XEXE) 1

(b) The objective function which should be maximized is

the profit function

P = value of extracted solute- (cost of equipment +

cost of solvent + cost of feed + cost of heat supplied)

o

P = )F (xo - XN) - (aN + BS +YFx  + ky f(Tn) ) 7

The terms of the right hand side of equation 7 could be

written as follows:

gyt o i B S R T ] TR Wi % 2L



)
X = -
o Xy 1 Xn-1 *n
N
(aN + gS + nyo) =) B
3 n
where A
B =aN+3S+YFXQ
n N
and
: _ 2
cost of heat = kq (Tn —_k2)

Equation 7 can be written in the form

N .
- 2
P = 12 m(xn_l -x)) - (B, + Kk (Tn -k,)%) 8

Since the summation of the right hand side of equation 8
forn=1, 2, ve.y N gives PN’ equation 8 could be
written as follows
' 2
P, f Pn-l + xF(xn_l - xn) - (Bn + kl(Tn- k2) )
9
with Pov= 0 |
(c) Now it is required to maximize PN by the choice of
the optidnal sequence of temperatures Tn,
fOI‘n=l, 2, o0y N.
According the discrete maximum principle; the

Hamiltonian which should be maximised is-

n n n
L
R l+a, , n -
an
L |
1+a 2
(k}; S(x,q = %) )T = (By + Xy (Tp- kp)€) ) 11

n

I i T i i+ e e

oy




The adjoint functions Z's are given by

(i) Zln-lz % - ]z'l ( Rb (X -X ) )l+a
- +a n-1 N ¢
n-1 kT, | KT
+ 2, F(1 - i (R ( ’ 113 -t R
2 l+a p{Xp 1~ X)) )7 . T
an an

Using equation 6 reduces equation 12 to the form

1 = + Z ( }\F(l— ) 13 .
k(1l+a) xi.Tnb 2 k(1+a) xi. Tnb §
s . n"l - Hn - n
(1) 2,70 = 5 =% 14

'Equations 13 and 14 are subject to the final
conditions of the process and since Py 1s to be

maximiged  the final'conditibné could be defined as: b

2.8 =0 ana 2N =1 15 ,}

1 2

Using equation 15 in equation 14 gives

zzn’1 =z, =1 16

Using equations 15 and 16 in equation 13 gives

w1 RZ7 - aF)
7

= F . 17
1 a b A
k(1+a)xo.1°

' n
(d) For maximum H*, oH _0

X e e W ek - - i

n
From equationvll
1 .
— =] m b=1
. Zln : R £ ) l+a Rb T " (%, 1=%y) )
K T — X - [ ~
= T7a -1 N - b
g Kt
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1
kT wp 2D =2k (T -ky) = 0
n
| 18
Using equation 6 in equation 18 gives
b xg’a R(xn_l— xN)
il . - M=
(T+a)T, n (AF = 277) = 2 k(7 - kp) 19

further reduction of egquation 19 by use of equation 6 gives

o xn-a l+e
_ ny, _
)T, * o v (WF - 297) = 2 k(T -kp)

b(AF - 2,7) x

. L n
*e (I+a) T = 2 k(T - kp) 20
b(F - 2.7) x
. 2 m ) 1 n
* Tn - k21n - 2 k1(1+a) 0 21
1
2b(AF - Zq) 2
. Y ___]; 2 1 n
<. T, =5 (kx (kp + k (1+a) ) ) 22

(e) The algorithm of the solution was set as follows:

1l - Xy was assumed and TN was calculated from equation

22 by knowledge of equation 15

2 - Xy wes then calculated from equation 5

3~ ZlN'lwas then calculated from equation 17

4 ~ Ty, was to be calculated from equation 22,

then Xy_o from equation 4,

5 - The process was jterated until X, was obtained

from equation 4.

6 - x, was compared,with X and the process was

Then the sequence

iterated until X, = Xgo

; 25 coey N Was the

|

of Tn obtained for n =

optimum temperature profile.
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APPENDIX IV

Calculation of the overall mass-transfer coefficient
at 30° ¢

(1) Calculation of the mean droplet diameter.

(a) Using Kolmogoroff's law (148)7

a . = 2(d oot _o%¢ 2
P k.pc V1.2 1
where
dp = paddle diameter em = 1.9 cm
k = constant = 0.5
s = interfacial tension = 15 dyne/sec,
P = continuous phase density = 0.87 gm/c.c.

V = tip speed velocity -n.dp.N cm/sec.

]

N = agitator speed 2550 r.p.me.

¢’ o dmax = 0.0556237 cm
taking dmean = 0.7 d «°

dm = 0,0389 cm

(b) Using Hinze's formula (149)

0.6 _
d. = C (2____)‘ E 0.4 2
max pc
where
¢ = constant = 0.25 for propellers

= power Pper unit mass

= 02 N3 (dp)5

constant = 1 for propellers

(@}
N
1
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3, 5
C,N
B = 22 dp 3
d
2 mixero pcoN.H
where
dmixer = mixer diameter = 4,57 cm
H = mixer height = 11 cm

o.‘ E = 285,0771

. * . dmax:: 001614—676 cm

*"+ % = 0,113027 cm

Since the value obtained by Hinze's formula was considered
unsatisfactory, a value of dm = 0,04 cm was considered in
the fqllowing calculation as calculated by using

Kolmogoroff's correlation.

(2) Calculation of the interfaciél area

Since the droplet diameter was very small, the droplets

were considered spherical and distortion from the spheriod

shape was negligible.

Ne 4'" d2

Interfacial area mean A

number of droplets

it

where n

Total volume of disversed phase in the mixer

= drop volume 5
¢4, mixer _ 0.01 X 1;5 _ 5,022 x 104
n = =
K d 3 % (0904)
% *“m

' 2
*  Interfacial area = 1050 cm

e
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(3) Calculation of the Driving Force ,C:

The driving force was calculateg by Simpson's rule
as used by Jeffreys (149),

For 6 stages at 30° ¢ ang 2100 rpm

1 ' '
AC = == (AC A
15 (40y+4 02+2AC3+AC4+2A05+ 44C¢ +4C.) 6
= Ig(Z 3+ 4x1.5 + 2x2,1 + 4,26 + 2x3 + 4x3.7 + 4.9) x 0,04
= 0.0948
(4) Calculation of the Overall Mass Transfer Coefficient:
The rate of mass transfer N = KeAoaC 7
considering the continuous phase
Ne = Vc'pc(xo- xy) 8
= £2%0.87 (.15 - 0.008)
= 0,045298 gm/sec,
o' From equations 7 and 8
0.045298 = Kc x 1050 x 0.0948
. K, = 4.546 x 107%  cm/cec.
(5) Calculation of the continuous phase coefficient
using Garner, Ford and Tayeban's relation (149)
] +42 9
Ko+ = - 126 + 1.8 (Re)0 >, 5c04
De
d .U 04 x x 1.9 x 2550
. Pe"m 087X0 10
(Re) gyop™ - 60 x 0.C055
Se = _¥e  _ __ 0.0055 5 .

D
e 0,87 x 1.441 x 10

R




« o kK, = 4,6834 x 10~4 em/sec,
(6)

using the rigid drop mogel

m

c c d
k _ dm 6 4'" ODDat
i= -3 1n =~ eXP(- ——“‘5““)
T dm
oV .
t = holding time —.d' mixer
=
d
- 0,01 ?7{.%75 x_60 = 14 sec,

12

13

14

DD = diffusivity of acetic acid in the dispersed phase

(water) at 30°C and 0.25 concentration

Dy, = 1.17973 x 1077
A ky = 2,177095 x 10~ cem/sec,

«'e From eguation 12

K, = 4.469687 x 1074 cm/sec.

(7) Calculation of the overall massftransfer coefficient

using the circulating drop model

64Dt )

\N

d © 5
. = A ex A.
kg=-gx 1n % Y p(
n=1 m
taking n = 1, A = 1.3%2, M= 1.678

o*e ky = 5.481549 x 1072 cm/sec.

From equation 12
= 4,596094 x 10™°  cm/sec.

(8)

i ing odel:
using the oscillating drop m

0.5
- D w)
kd = 0,45 ( B

15

Calculation of the overall maés-transfer coefficient

16
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Calculation of the overall mass transfer coefficient




w2 = —24gb

a 0.225
b = T30 = 0.390249

V=i 2b=n 3
3T a 7 4

s o 4d = 4-. 527663 X 10-3 bm

pd = 1004, pc = 0.87

from 17, w = 1,176479 x 10~% sec,~}

from 16, K; = 20.532896 x 107> om/sec.
from equation l2, KC = 4,6597 x 10_4 cm/sec,

252

17

18

19

-
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Coefficient

~ Heat transfer coef
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NOMENCLATURE

in equations 2,10 and 6,3 ,surface
area, Interfacial area, cm2.
Constant in equation 1.1
Coefficient in equation 6.6
Solvent in Section 4,
Concentration, gm/gm,

Feed in equation 4.14.

Power number in equation 2.30,

ch

pN3dz » dimensionless
Density in equation 6.1, gm/c.c.
Diffusivity, cmz/sec.

Drop diameter in equation 2,23, cm,
Nozzle diameter, cm.

diameter, cm

Extraction efficiency

CoN°
2

d

T T.N.HT

power per unit MasSS,

Droplet eccentricity in equation 2.24.

Feed

Height, cm. _
' 2 O,
ficient, gme cal/sec. cm” . C.

constant

overall mass transfer coefficient, cm/sec.

Individual mass transfer coefficient, cm/sece.

Thermal qonductivity in Nussult number

,g-cal/sec.cmz.oc.

L



Nu

Pe
Pr

Re

Se

te

Vs

- Reynolds number,

Mass transfer rate, gm/sec
o (]

Number of stages

Speed of agitation, ToPel,

Nussult numbver, h% y dimensionless,

Profit

o _vd

c
Peclet number, il dimensionless,

Prandtl number, pr, dimensionless.
k

Rate of flow in equation 2.23.

PhaSe ratio,,%
de

, dimensionless.,

Droplet radius in equation 2.14.
Root of equation 4.4,

Solvent

Extraction factor in equation 4,15,
Schmidt number,'ﬁ%, dimensioﬁless.
Tank diameter, cm

Temﬁerature in equation 6,10, %,
Time of contact, sec.

On
Temperature in equations 6.6 to 6.8, C.

‘Time for a drop to rise a distance equal

diameter, 8e€C.

Rate of flow, cc./me
Total volume, CeCe
Drop volume, CeCo
Flow rate, CoCo/Me
Velocity, CaCo/Me
s1ip velocity, CoCo/Me

weight, gm/sme

to its te

254



We

S

[
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Welght at zero solute concentration, gm/gm,

2.3

W pN~d
eber number, % — » dimensionless.,

Concentration in the raffinate Phase, gm/gm

Concentration in the extract phase, gm/gm.
Association factor.

Cost per stage per hr, pence,

Cost of solvent per gm, pence,

Cost of feed per gm, pence.

Cost of extracted solute per gm, pence,
Eigen value in equation 2,10,
Viscosity, centipoise,

Kinematic viscosity, u /e

3.14}

Density, gm/c.c.

Summation.

Interfacial tension, dynes/cm.

¢ Volume fraction of a liguid in a vessel.
w Frequency of oscillation of a drop, l/sec.
SUBSCRIPTS
A water
B Organic solvent
C Continuous phase
Critical in equation 6.1,
¢cT Solute in toeluene
Cw Solute in water
d Dispersed
E  Extract
i Interface

Impeller
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m  mean
mixture in equations 6,2 ang 6.11
maxX., Maximunm
0 Initial
0S  Oblate spheriod

(9)]

Sphere

SV Sauter mean diametef.
R Raffinate |

T Mixing tank -

*  BEquilibrium value

1,2 Phases,
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