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The horseshoe topology is widely used to realize metro-aggregation networks, since it provides a natural
fit to the hub-and-spoke traffic pattern present in the majority of these deployments, while enabling
survivability against single link and hub failures. A filterless architecture can also be adopted to further
reduce capital expenditure (CapEx) by replacing active elements, such as reconfigurable add/drop multi-
plexers (ROADMs), with simpler and passive splitters/combiners. Such an architecture can effectively
host coherent-based point-to-multipoint (P2MP) transceivers enabled by digital subcarrier multiplexing
(DSCM). Importantly, by carefully optimizing the deployment of amplifiers (location and gain) and split-
ters/combiners (type) it may be possible to reduce the total number of optical amplifiers required, further
decreasing CapEx. This paper proposes an integer linear programming (ILP) framework to optimize
metro-aggregation filterless horseshoe networks, taking into account the specific requirements of digital
subcarrier multiplexing (DSCM)-based P2MP coherent transceivers. The results indicate a considerable
reduction in amplifier count is possible while ensuring that end-to-end performance thresholds are met,
which include the minimum required input power at the receivers, a maximum subcarrier input power

difference at the hub’s receivers, and the minimum optical-signal-to-noise ratio (OSNR).
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1. INTRODUCTION

The advent of high-speed, low-latency, cost-effective, and reli-
able Internet infrastructure holds the key to unlocking the full
potential of current and emerging technologies and applications
such as the Internet of Things (IoT), cloud and 5G/6G services.
Access and metro networks are crucial to provide services by
aggregating and distributing IP traffic. They are usually non-
meshed physical topologies predominantly supporting a hub-
and-spoke traffic pattern, since the vast majority of traffic is ex-
changed with network segments outside of the region. For exam-
ple, typical passive optical networks (PON) benefit from single-
stage tree or multistage tree topologies, which are suitable for
point-to-multipoint (P2MP) infrastructure deployment [1]. The
widespread adoption of P2MP in access networks, in the form
of PONs, has been able to reduce the cost per subscriber and
minimize the amount of active equipment. The higher capacity

and stringent survivability requirements of metro-aggregation
networks demand a different transmission technology and topol-
ogy. Common topologies include horseshoe [2], ring [3], and
mesh [4], or a combination of them.

In network planning and topology design, sharing resources
is a crucial concept for cost reduction. Cost-efficient solu-
tions can be achieved by avoiding under-utilization or over-
provisioning. One example of this is in dense wavelength divi-
sion multiplexing (DWDM) systems. Multiple lightpaths con-
necting different node pairs can share a single optical fiber and
utilize different frequencies to prevent interference, and produce
a significant reduction in optical fiber costs. Similarly, the use
of a single wavelength for serving multiple endpoints [5] in a
time-division multiplexing (TDM)-PON reduces the amount of
fiber and central office (CO) equipment needed compared to P2P
architectures.
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Compared to point-to-point (P2P) coherent pluggable
transceivers, P2MP transceivers enabled by digital subcarrier
multiplexing have shown potential to more cost-effectively sup-
port a hub-and-spoke traffic pattern in metro-aggregation net-
works [6]. In particular, this technology allows consolidating
multiple low-capacity flows in a single high-capacity device at
the hub nodes, improving key metrics such as cost, power con-
sumption, and footprint. In contrast, typical P2P solutions rely
on pairing transceivers at the hub and leaf nodes, which requires
hosting multiple transceivers at the hub node. The feasibility
of this technology has been experimentally verified in recent
works [7].

Our previous research has focused on examining DSCM-
based P2MP cost savings in ROADM-based [8], and filter-
less [9] meshed metro-aggregation networks. Here we will
look more closely at the physical design of optical nodes.
Splitters/combiners have been used at optical nodes in filter-
less optical networks to optically broadcast light downstream
from hub node(s) to leaf nodes and groom digital subcarriers
(DSCs) from leaf nodes to hub node(s) in the upstream direc-
tion. It is worth noting that optical signals go through different
loss /amplification stages as they travel via different paths and
traverse several splitters/combiners, fiber spans and optical
amplifiers.

A horseshoe topology can provide single-point failure pro-
tection by allowing two disjoint paths from every leaf node to
two hub nodes to be set up. Protection against link and hub
failures increases network resiliency and, consequently, qual-
ity of service [10-12]. This paper extends our seminal work on
the physical design of filterless horseshoe networks supporting
P2MP transceivers [13]. First, it provides a more detailed de-
scription of an integer linear programming framework tailored
for jointly optimizing the splitters/combiners selection at leaf
nodes and the amplifier placement in a filterless horseshoe net-
work supporting DSCM-based P2MP transceivers. The main
optimization objective is to minimize the number of optical am-
plifiers required while guaranteeing that different system-level
constraints are met. In [14], the authors have presented two
amplifier placement methods to optimize the number of ampli-
fiers in metropolitan wavelength-division-multiplexing (WDM)
rings based on non-linear and linear integer programming tech-
niques. In addition, some heuristics have been developed in [15]
to address the amplifier placement problem in metro networks.
Moreover, horseshoe topologies can be planned as flexible semi-
filterless networks for metro DWDM applications [16], where a
fixed unbalanced splitter/combiner has been used to add and
drop signals. A dual node architecture, combining filterless and
filter-based elements for low-cost C+L-band communication,
has been studied in [17].

Additionally, this work presents a more comprehensive anal-
ysis of the framework’s performance by (i) considering multiple
instances of the problem (e.g., different network sizes, randomly
generated fiber span lengths), (ii) including the required optical
signal-to-noise ratio in the feasibility assessment; and (iii) eval-
uating the scalability of the framework (e.g., execution time).
The simulation results highlight the correlation between optical
amplifier savings and the diversity of splitter/combiner types
available for deployment.

The rest of the article is structured as follows. In Sec. 2, we de-
scribe the DSCM-based P2MP transceiver architecture and func-
tion. Sec. 3 details the network architecture being considered,
as well as a mathematical model for generating physical topolo-

gies that exploits empirical data to statistically ensure network
results. Sec. 4 describes the ILP-based optimization framework
(input parameters, variables, and formulation) proposed for the
optimized deployment of amplifiers and splitters/combiners,
while meeting specific design constraints. A comprehensive set
of results is presented and discussed in Sec. 5. Finally, Sec. 6
highlights the main conclusions of this work.

2. DIGITAL SUBCARRIER MULTIPLEXING P2MP COHER-
ENT TRANSCEIVERS

Multi-carrier solutions that lower the symbol rate of individual
subcarriers (SC) have been proposed to mitigate the impact of
symbol rate on the nonlinearity of coherent transmission [18—
20]. Orthogonal frequency-division multiplexing (OFDM) and
Nyquist multiplexing are two methods for creating SCs. It is
possible to generate them digitally at the transmitter within
the digital signal processor (DSP) and load the samples to the
digital-to-analog converters (DACs). Because the spectra of the
individual DSCs created by the Nyquist multiplexing method
do not overlap (not the case in the OFDM counterpart), the in-
dividual SCs can be isolated and processed independently [21].
In addition, SC multiplexing reduces the complexity of disper-
sion compensation compared to the single carrier approach [22];
however, it can slightly increase the optical-signal-to-noise-ratio
(OSNR) penalty [23]. Overall, this technique has shown to be a
key element in building high performance transceivers, such as
the 800G commercial solutions being deployed in regional and
long-haul networks [24].

Importantly, DSCM is also the fundamental building block for
realizing coherent transceivers that enable P2MP connectivity
in the optical domain [7]. With this architecture, a high-capacity
transceiver, located at a hub node, slices the spectrum of an
optical channel and allocates it to several SCs, which are then
broadcast towards a set of leaf nodes. Each leaf node is equipped
with a low data rate transceiver that can receive and process the
correct subset of SC(s). These low data rate transceivers can
transmit the sub-set of SCs upstream towards the high-capacity
transceiver of the hub node. Note that the sub-sets of non-
overlapping SCs that are generated at the different leaf nodes can
be optically merged (e.g., using a passive combiner) in their path
towards the hub node. One of the primary advantages of using
P2MP transceivers is that fewer interfaces in switches/routers
are needed at the hub, resulting in lower complexity and capital
expenditure (CapEx). These higher capacity P2MP transceivers
also offer a lower cost per transmitted bit and have been shown
to assist in reducing over-provisioning and under-utilization of
resources [9].

3. METRO-AGGREGATION NETWORK ARCHITECTURE

Tree and horseshoe topologies are the main candidates to re-
alize metro-aggregation networks exploiting a filterless archi-
tecture, although more complex (i.e., meshed) topologies can
also be utilized [8]. In a filterless architecture, optical filters,
such as the ones using wavelength selective switches (WSSs)
or arrayed waveguide gratings (AWGs), are replaced by sim-
ple splitters/combiners which broadcast/merge optical signals
without the capability to differentiate optical frequencies: the
entire optical spectrum is transmitted [17]. This limits the abil-
ity to perform selective power equalization and wavelength
reuse. The latter is a key capability in regional and long-haul net-
works, since they tend to have more meshed traffic patterns and
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need to support significantly higher traffic loads. Conversely,
filterless network architectures have found application in access
networks, where traffic requirements are very low compared
to fiber capacity, the hub-and-spoke traffic pattern copes well
with the inability to support wavelength reuse, and transmis-
sion distances are short. According to Ethernet PON standards,
optical signals can tolerate a 20 km distance and a 1:32 split ratio.
Different generations of PON networks, such as G-PON [25] and
WDM-PON, have been proposed to provide more capacity and
reach. An optimized design of the network topology can reduce
the cost of PONs deployment. In [26], the cost of connecting
every end point to the central offices (COs) was studied under
realistic restrictions, such as possible fiber paths, the splitting
ratio of optical splitters, and locations of COs when a set of pos-
sible locations are given. The use of adjusted splitting ratios of
asymmetrical splitters, in order to fit area characteristics, has
shown a gain of 6.1 dB in the power budget in specific areas [27].
Cost, bandwidth per user, split ratio, maximum reach, and ease
of maintenance are crucial aspects of commercial success [28].

Metro-aggregation networks sit between access networks and
metro-core/regional networks. They tend to feature a hub-and-
spoke traffic pattern, transmission distances of dozens to a few
hundred kilometers and total traffic requirements of up to a
few hundred Gb/s. These characteristics support the use of a
filterless architecture, since the benefits of simplicity and cost-
effectiveness are likely to outweigh the spectral and power inef-
ficiencies of this architecture [29]. Moreover, filterless networks
are inherently gridless and so are well-suited for elastic optical
networking and innovative technologies like dynamic spectrum
allocation.

A. Horseshoe Architecture

In this paper, the deployment of DSCM-based P2MP transceivers
in horseshoe topologies with a filterless architecture is consid-
ered. Fig. 1 illustrates a metro-aggregation network architecture
based on a horseshoe topology. It consists of two hub nodes, five
leaf nodes, and six links. Each link is made of an optical fiber
pair, and several passive optical splitters and combiners perform
the drop and add functions. Optical amplifiers are placed before
or after leaf nodes to compensate for losses. Every leaf node
communicates with both hub nodes bidirectionally using dis-
joint paths (enforced by the topology) and separate transceivers
at the leaf nodes. High resilience is guaranteed, since services
can survive single-link and single-transceiver failures and even
certain combinations of multiple failures. However, this architec-
ture requires doubling the number of transceivers deployed and
increases losses at each leaf node, due to the need to drop the
SCs from one hub and insert the SCs directed at the other hub.
It is worth noting that the transceivers can be plugged directly
into routers (e.g., in QSFP-DD form factor at the hub router).
Importantly, in the upstream direction (i.e., from leaf nodes
to hub node), the power levels of signals received at hub nodes
from upstream SCs can vary. The receiver at the hub may be
able to accommodate a certain difference in the power levels of
SCs arriving from different leaf nodes. Note that a similar chal-
lenge arises in passive optical network (PON) systems, where
optical packets travel through different paths, leading to vari-
ations in signal levels at the optical line terminal (OLT). This
problem has been addressed by the use of an automatic gain
control (AGC) approach [30] or optimized semiconductor am-
plifiers [31]. Ideally, the network should be designed such that
no additional equipment is needed to meet this constraint. For

instance, deploying splitters/combiners with asymmetrical ra-
tios and placing amplifiers with the appropriate level of gains
can help equalize SCs’ power in filterless horseshoe networks.
In addition, in both downstream and upstream directions, the
network design must also honor the minimum input power
level at each receiver for correct operation. Finally, it should
also be guaranteed that the network is operated in a linear or
quasi-linear regime, which imposes restrictions on the maximum
launch power at the input of every fiber link.

B. Link Length Statistical Model

In general, evaluating the effectiveness of network design strate-
gies should be accomplished by considering a wide set of prob-
lem instances to improve the statistical significance of the find-
ings. In this work, we use the statistical properties from a set of
real horseshoe topologies described in [2] to generate a larger set
of topologies. In particular, we fit a log-normal distribution [32]
in which the probability density function (PDF) is defined by
the parameters y and o as follows:

f(x)

1 (Inx — u)?
= xamexp{ 2572 }, for x>0. (1)

In contrast to the normal distribution, the log-normal distri-
bution handles the case of positive skewness, which we have ob-
served to be present in the sample topologies. Fig. 2 shows a log-
normal distribution with parameters of y = 2.45 and o = 0.41
fitted to the empirical data. The average link length is 13.2 km,
while the standard deviation is 5.65 km. The results reported
in Sec. 5 were obtained by using this distribution to generate
multiple horseshoe topologies, which are then designed using
the optimization framework of Sec. 4.

4. OPTIMIZATION FRAMEWORK

In this section, we propose an optimization framework that
comprises an ILP model to address the design of filterless
horseshoe networks supporting P2MP transceivers. The
objective of the optimization framework is to realize line system
savings in terms of optical amplifiers, while ensuring that the
different constraints for correct operation of the transceivers are
met. Note that the optimization for each transmission direction,
i.e., from Hubl to Hub2 and from Hub2 to Hubl1 (see Fig. 1),
can be carried out independently. For the sake of simplicity,
in the following, the proposed ILP model considers signal
transmission from Hub1 to Hub2. The main input parameters
and decision variables of the ILP model are listed as follows:

Input Parameters

* G(V,E): graph with leaf nodes u, u,,v € V and links | € E,

e W(u): length of the link that connects leaf u to its left-hand
side node,

e u: fiber attenuation coefficient,

* G¢(g): EDFA gain, a vector containing all possible gain
values including 0 that means no amplifier,

® Ps.: launch power per SC,

® Py: threshold nonlinear power per SC,

* Ps: sensitivity power level,

* P: maximum power difference tolerance of SCs,

e H(s, p): insertion loss of splitter/combiner s at port p.
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Fig. 1. Illustration of a filterless horseshoe network and DSCM-based P2MP transceiver deployment using passive optical split-

ters/combiners.
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Fig. 2. Log-normal distribution fitted to the length of optical
links data from real networks.

Decision Variables

* Al: binary variable for combiner selection; 1 if combiner s
is selected for leaf u, 0 otherwise,

e Vi: binary variable for splitter selection; 1 if splitter s is
selected for leaf u, 0 otherwise,

* 77p: loss of port p of combiner selected for leaf u,

* 6y loss of port p of splitter selected for leaf u,

* jg: binary variable; 1 if amplifier at leaf u takes gain g,

. 47,14: Hub?2 receiver (Rx) power per SC coming from leaf u,

o ¢2: leaf u Rx power per SC coming from Hubl,
¢ ¢1: lower bound of variables ([),},
* ¢;: upper bound of variables ¢,

Eq. 2 expresses the objective function of the ILP model and
comprises two terms. The first term corresponds to the primary
objective of the ILP model, which is to minimize the number of
optical amplifiers deployed in the network. A secondary goal is
embedded in the objective function and consists of minimizing
the difference between the highest and lowest power levels of the
SCs reaching the receiver (Rx) of Hub2. The weight factor w must
be large enough to ensure that the highest priority is to minimize
the number of amplifiers. The model will thus not only meet the
maximum power difference tolerance of SCs, which is described
below in the constraints, but will also try to further reduce that
difference, with the aim of operating the hub’s receiver further
from the limit and closer to optimal conditions.

z=Y Y uitwle—el, ?)
" Ge(8)70
subject to the constraints as follows:
Y AL=1 VueV, (©)]
S
Y VE=1 VueV, @
S
'yz S ZA;‘H(s,p) YuevV, (5)
S
6y =) ViH(s,p) YueV, 6)
S
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27";:1 YuelvV, (7)
8
4711, = Psc + Z ZGC(g)yZé - Z W(U) 7,}/;17
v>u g v>u ®)
Z (’)/ZZ +5Zz) YuelvV,
o>u
47%[ = Psc + Z ZGE(g)Vg - Z W(U) _5;7[1_
v<u & vsu 9)
Z ('yzz —|—(5§2) YuelV,
o<u
P+ 3 Y Ge(g)ug — X (7, +65,)
o<u & v<u (10)
—(xZW(U) <P, YueV,
o<u
Pet Y. Y Gel@ug— X (0, +6p,)
uy,<v<u § up<v<u
u (11)
—a Y, W) =9y <Py Vuup eV,
up<v<u
e <Pt Vuev, (12)
e >¢l Yuev, 13)
¢p>DP VYuev, 14
¢3>P; Yuev, (15)
€ —e€1 <P (16)

Constraints (3) and (4) select an index of combiners and split-
ters while constraints (5) and (6) assign the corresponding loss
of combiners and splitters to different ports. An optical ampli-
fier with non-zero gain g is located right before leaf u through
constraint (7) (gain 0 means no amplifier is required at that
location). Constraints (8) and (9) calculate the per SC power re-
ceived by Hub2 from leaf nodes and the per SC power received
by leaf nodes from Hub1, respectively. Constraint (10) and con-
straint (11) ensure that the power per SC does not exceed the non-
linearity threshold power on optical fibers downstream (Hub1
to leaf nodes) and upstream (leaf nodes to Hub2), respectively.
Note that this threshold is defined so as to be able to operate in
a linear regime, i.e., assuming that the impact of nonlinear inter-
ference in optical performance is negligible. The lower bound
and upper bound of the power levels received by Hub2 are de-
termined by constraints (12) and (13). Constraints (14) and (15)
guarantee that received powers meet the sensitivity requirement
of the transceivers. Constraint (16) ensures that the difference
between the highest and lowest SCs power does not exceed the
threshold defined.

To implement a scenario where amplifiers are positioned im-
mediately after leaf nodes, we have to modify only the ampli-
fiers” gain terms in Eq (8,9,11) to consider the booster ampli-
fiers configuration instead of the pre-amplifiers setup. Terms
Yo>u Lig Ge (g) Mg, Yo<u Xg Ge (g) pg, and Yu,<o<u Lig Ge (8)}4§
have to be used in Eq. (8), Eq. (9), and Eq. (11), respectively.

over

At each leaf node, the ILP model is performing different deci-
sions. These include the type of splitter and the type of combiner
to deploy, out of a list of |s| types, where each type is character-
ized by a particular splitting ratio. Note that not only the type of
device is defined but also how it is deployed: for devices with
an asymmetrical splitting ratio, which of the ports is used for
adding (combiner) or dropping (splitter) and which is used for
expressing the SCs. A key decision is the gain of each optical
amplifier, assuming a discrete set of |¢| gain values that includes
the option of setting the gain to zero, which corresponds to
skipping the use of an amplifier at that specific location. For a
horseshoe network with |u/| leaf nodes, the solution search space
for each transmission direction has a size of (|g| x 2|s| x 2|s|)!*!.
The maximum computational complexity of an ILP problem can
be established based on the number of decision variables and
constraints in the problem instance. In the case of our optimiza-
tion framework, the number of variables is |u|(6 +4|s| + |g| +2)
and the number of constraints is 14|u| + |u|(|u| —1)/2 + 1 for
Scenariol. Note that the actual computational complexity and
computation time can vary greatly depending on the specific
problem instance, and the computational time of two instances
of the same problem can differ significantly due to the various
paths to optimal solutions.

The quality of signal recovery in optical communication sys-
tems depends on the optical signal-to-noise ratio (OSNR). The
accumulation of amplified spontaneous emission (ASE) noise
from optical amplifiers, such as Erbium-doped fiber amplifiers
(EDFAs), along the transmission path can have a significant im-
pact on the OSNR. Therefore, it is essential to accurately measure
and quantify the ASE noise in EDFA’s to ensure optimal signal
recovery. The ASE noise in an EDFA can be presented as follows:

Pysg = mnsphv(G — 1)Byes 17
where m represents the number of polarization modes (1 or 2),
nsp is the spontaneous emission factor, h is the Planck constant,
G is amplifier gain, and B, is usually considered the bandwidth
equivalent to the 0.1 nm band around 1550 nm. As a result, the
OSNR at the output of an EDFA is approximated by [33]:

OSNR[dB] ~ P

signal

[dBm] — NF[dB] + 58 (18)

where Psiiqun .1 is the power of the optical signal at the input of

the amplifier, and NF is the amplifier’s noise figure. The total
OSNR, however, depends on the number of times a signal is
amplified. It can be formulated in linear units, as Eq.19:

1 1 1

OSNR;  OSNR; + OSNR, OSNR,
in which OSNR; is the total OSNR, and OSNR;; is ny, amplifier.
It is worth noting that the total OSNR is smaller than the smallest
individual OSNRs. Importantly, it is not possible to express with
linear terms the OSNR at each receiver as a function of the differ-
ent OSNR contributions along the transmission path. Therefore,
to preserve the ability to use an ILP model that can be optimally
solved, the OSNR at each transmission path is assessed and com-
pared to the OSNR threshold in a post-processing stage after
executing the ILP model.

+ ..+ (19)

5. RESULTS AND DISCUSSION

This section reports the results of applying the described opti-
mization framework to the design of metro-aggregation horse-
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shoe topologies. We assume that the transceivers communi-
cate using dual-polarization 16-QAM modulation format at
4 GBd per subcarrier, which results in a 25 Gb/s payload per SC.
The minimum input power at the receiver is P = —24 dBm
per SC and the required OSNR is 12 dB per SC. These val-
ues were derived from the OpenZR+ multi-source agreement
(MSA) [33] and have been scaled to consider 4 GBd SCs, in-
stead of the original 60.1 GBd single carrier signal. Although the
launch power can be variable within a given range, we consider
P;c = —12 dBm launch power per SC for both leaf nodes and
hub node transceivers. Note that this corresponds to a maxi-
mum output power of 0 dBm when considering all 16 SCs that
can be generated at the hub’s transmitter to create a 400 Gb/s
signal, which is aligned with commercial offerings for 400 Gb/s
pluggable transceivers. The noise figure of each amplifier is
assumed to be 5 dB when operating in the range of gain val-
ues considered. As described above, the design assumes that
nonlinear interference due to transmission in the optical fiber
must be reduced to the point that it has a negligible impact on
optical performance. Hence, the power per SC must not exceed
the nonlinearity power threshold at any point along the opti-
cal fibers. Given that only EDFAs are used, the highest power
level is observed at the start of the fiber links. The non-linearity
power threshold considered is P, = —10 dBm per SC, and this
restriction is modelled via constraints (10) and (11) of the ILP
model of section 4.

In the proposed filterless horseshoe architecture, 1:2 split-
ters/combiners can be employed at the leaf nodes as we assume
only one transceiver per transmission direction is expected to
be required. Table 1 shows a list of balanced and unbalanced
splitters /combiners ratios and their equivalent port losses in dB.
In addition to split/combine loss, other types of loss occur inside
splitters/combiners. Excess loss is the difference between the
sum of powers entering the output ports in each fundamental
mode and the power exiting the device in the fundamental input
mode [34]. In this investigation, a constant 0.5 dB additional
loss is assumed to account for losses other than power division
loss. It is important to note that the splitters/combiners under
examination are four-port optical coupler devices that utilize
fusion technology. To prevent reflections, one of the ports is
matched within the device [35].

Table 1. List of 1:2 splitters/combiners as well as ports inser-
tion losses in dB in ideal and realistic cases.

Splitting Ratio Ideal Insertion Realistic Inser-
[%] Loss [dB] tion Loss [dB]
port1 port 2 port1 port 2 port1 port 2
50 50 3.01 3.01 3.51 3.51
60 40 2.22 3.98 2.72 448
70 30 1.55 523 2.05 5.73
80 20 0.97 6.99 1.47 7.49
90 10 0.46 10 0.96 10.5

Horseshoe networks comprising 5, 10, and 15 leaf nodes are
considered. The length of the optical fibers is randomly gen-
erated according to the log-normal distribution described by
Eq. 1. In the following, all results shown are obtained using 100
independent simulation runs. The fiber attenuation coefficient

is « = 0.22 dB/km for every fiber link. We assume the optical
amplifiers can provide a gain value between 6 dB and 20 dB
with 1 dB granularity. The maximum power difference of SCs
that can be tolerated at Hub receiver P, is set to 8 dB.

It should be noted that while amplifiers can theoretically be
positioned at any point along the optical links, their performance
can vary with location. According to the simulation results pre-
sented in Table. 2, if the amplifiers are placed only immediately
after the leaf nodes, the number of amplifiers required for Sce-
nariol and Scenario2 would be 5.5 and 7 respectively. These
numbers are significantly higher than when the amplifiers are
placed before the leaf nodes. For the other two scenarios, this
configuration is not able to provide a feasible solution for most
of the network instances. Placing amplifiers immediately after
the leaf nodes poses limitations on the achievable gain due to
nonlinearity constraints. Placement before the splitter and com-
biner, instead of after these devices, has a two-fold advantage:
(i) the SCs that will be locally processed are amplified just be-
fore being dropped, facilitating meeting the receiver sensitivity
constraint; and (ii) the extra losses experienced by the express
signal when traversing the splitter and the combiner mitigate
the power level at the input of the next fiber, which assists in the
task of operating with negligible impact from nonlinear interfer-
ence. In the rest of the paper, we only consider the pre-amplifier
configuration.

Fig. 3(a) shows the average minimum number of amplifiers
deployed in horseshoe networks with 5, 10, and 15 leaf nodes
when different sets of candidate splitter/combiner types are
considered. Also, 95% confidence intervals are shown as error
bars. In general, it can be observed that the number of optical
amplifiers increases when the number of leaf nodes increases
or the diversity of available splitter/combiner ratios decreases.
When all the splitters/combiners listed in Table 1 are consid-
ered in the optimization (referred to as scenariol), the average
number of amplifiers increases from about 2 to 5.2 when the
number of leaf nodes increases from 5 to 15. In general, using
certain ratios of splitters/combiners reduces the number of am-
plifiers by more than 50%. The small increase in the number
of amplifiers in Scenario2 over Scenariol suggests that the sup-
port of only two (carefully selected) splitting ratios allows the
realization of most of the amplifier savings while avoiding the
complexity of deploying and maintaining spares for many de-
vice types. Interestingly, although both Scenario3 and Scenario4
only allow the deployment of one splitter /combiner, Scenario3
is more flexible than Scenario4 because the port allocation of
90/10 splitters/combiners allows either minimizing the losses in
the add/drop path or minimizing the losses in the express path.
As a result, in Scenario3 the number of amplifiers is 10%-30%
less than that in Scenario4.

Fig. 3(b) illustrates the average maximum power difference
between SCs at the input of Hub2 Rx for all scenarios and con-
sidered network sizes. All the values fall below 8 dB as per con-
straint (16) imposed by the ILP model. However, as explained
above, further reducing this difference can help the receiver to
operate closer to optimal conditions and this motivates includ-
ing it as a secondary objective function in the ILP model. It can
be seen that as the network size increases, the maximum power
difference between SCs tends to increase, an expected conse-
quence of having SCs that have to traverse significantly longer
upstream paths and traverse more splitters/combiners. Impor-
tantly, when considering Scenarios 1, 2 and 3, it can be seen that
the higher diversity of available splitter/combiner types usually
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Table 2. Number of amplifiers and maximum SCs power difference with pre-amplifier and booster-amplifier configurations for two

scenarios.
Pre-amplifier Booster-amplifier
# of amplifiers | Maximum SCs power difference | # of amplifiers | Maximum SCs power difference
Scenariol: All 3.9 22 55 3
Scenario2: 70/30 & 90/10 | 4.1 29 7 39
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Fig. 3. (a) Minimum number of amplifiers and (b) maximum
power difference of SCs at Hub2 Rx versus set of candidate
splitter /combiner types used in horseshoe network.

enables a reduction in the maximum power difference between
SCs. However, since minimizing amplifier count always takes
precedence over minimizing the maximum power difference
between SCs, in some cases the expected behavior — smaller
networks and higher diversity of splitter/combiner types lead-
ing to lower figures of the latter metric — may not hold. This
is particularly evident for Scenario4, which only supports one
splitter/combiner type but allows the attaining of the lowest
value for the maximum power difference between SCs among all
scenarios, when considering networks with 5 and 10 leaf nodes.
By examining these cases, it is observed that in general, only
one amplifier is saved in both cases, namely the one located at
the first leaf node. Since this amplifier does not provide gain
to any upstream SCs, it is not useful for minimizing SC power
unbalance. Moreover, the fact that amplifiers are placed in all the
other leaf nodes maximizes the degrees of freedom to reduce the
power imbalance via the amplifiers’ gain values. In networks
with 15 leaf nodes and enforcing Scenario4, the total number

of amplifiers is around 13, so at least one additional amplifier,
besides the one at the first leaf node, is saved. This reduction has
an immediate impact on the ability to minimize the maximum
power difference between SCs as well, given that, in this sce-
nario, it is not possible to leverage different splitter /combiner
types and their port allocation to further adjust losses in the add
and express paths.

Figure 4 depicts the loss of links, add/drop loss (excess loss
included), and leaf nodes’ losses for transit signals in a 10-leaf
node network, optimized for both Scenariol and Scenario4. In
Scenariol, although the number of amplifiers is lower, their gain
values are higher compared to Scenario4. Power calculation is
shown for SCs launched by Hub1 to leaf2 and from leaf8 to Hub2.
Additionally, most of the leaf nodes employ splitters/combiners
with lower ratios for add/drop functions, resulting in reduced
leaf loss across the optical link. These findings emphasize the
significance of the range of amplifiers” gain. For example, if
the maximum amplifiers” gain is limited to 14 dB, then five
amplifiers would be required in Scenariol instead of four.

Fig. 5 shows the average total OSNR of downstream SCs at
the leaf nodes’ receivers in different splitter/combiner scenarios,
when considering 10-leaf node horseshoe topologies. Down-
stream SCs, i.e., SCs going from Hub1 to leaf nodes, are ampli-
fied together and also dropped together at the leaf nodes. As
expected, the total OSNR decreases when a leaf node’s distance
to Hub1 increases. The minimum average OSNR is observed
for leaf 10 in the 50/50 scenario, and it is about 18 dB, which
is still higher than the 12 dB OSNR tolerance. The total value
of the OSNR depends on the number of amplifiers traversed
and their individual OSNR contribution (Eq. 19). The individual
OSNR values depend on the power of a particular SC at the
amplifiers” input as shown in Eq. 18 (link length and selection of
splitters/combiners affect the amount of loss and consequently
the input’s power). Scenario4 leads to the lowest average total
OSNR since the number of amplifiers is around 9 (see Fig. 3).
Scenario3 results in the highest average total OSNR for all leaf
nodes despite requiring more amplifiers than in Scenariol and
Scenario2. To justify this, 10% ports of combiners and splitters
are often employed as add and drop, while ports with a 90%
ratio are deployed as express. As a result, the in-line loss is
lower, which leads to higher amplifiers” input power and higher
individual OSNRs.

When an EDFA is placed in the horseshoe, a broadband unfil-
tered ASE noise is also introduced. Since we are considering a
filterless transmission network scenario, this ASE noise is never
blocked and always reaches the hub node in the upstream di-
rection (from leaf nodes to hub). Consequently, at the receiver
located in Hub2, the ASE noise level remains constant across the
complete transmission bandwidth. Therefore, the OSNR varia-
tion between the different SCs is equal to the power difference
between SCs only, independently of their point of origin (leaf
node). Through extensive simulation, we found that the OSNR
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Fig. 4. Characterization of losses and gains for an optimized instance of 10-leaf node network (optical fiber link directed from Hub1

to Hub?2) for (a) Scenariol and (b) Scenario4.

always exceeded 20 dB across all transmission scenarios and net-
work instances for the SC originating in the first leaf node. Since
the SCs power difference must be smaller than 8 dB, as imposed
by the ILP model, it can be asserted that the OSNR for all other
leaf nodes is always greater than 12 dB threshold. It is note-
worthy that, for both downstream and upstream transmission,
the analysis shows that the required OSNR of a DSCM-based
P2MP transceiver (assumed to have similar performance to that
specified by 400G OpenZR+ MSA [33]) can be met. However,
this might not always be the case and if OSNR values fall be-
low the threshold, the design would not have been valid and
alternative ways would have to be employed. Two main options
can be envisioned to address this possible issue. One would be
iteratively running the ILP model, validating the OSNR and if
for some leaf nodes the OSNR threshold is not met, enforcing
certain decisions and running again the model with additional
constraints. The other main option, now being pursued, is to rely
on a meta-heuristic method (e.g., a genetic algorithm) [36, 37],
instead of an ILP, and embedding the OSNR validation in the
process of assessing the quality (e.g., fitness) of each solution
being generated.

To gain further insight into the usage of the different split-
ter/combiner types, Table 3 presents the utilization ratios of
various splitter and combiner configurations in both Scenariol
and Scenario2 for horseshoe topologies comprising 10 leaf nodes.
The results indicate that 80/20 splitters and combiners are the
most utilized in Scenariol, with minimal utilization of 50/50
splitters and combiners. Conversely, Scenario2 displays a higher
usage of 70/30 splitters and combiners. These results suggest
that the most utilized type of splitter /combiner tends to be the
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Fig. 5. Average OSNR of optical SCs transmitted from Hub1 to
leaf nodes in 10-leaf node horseshoe networks.

one that offers some degree of imbalance in power losses per
port (but not necessarily the highest degree).

Table 4 shows the average solving time and the standard devi-
ation of 100 runs of the ILP model when considering Scenariol,
which has more variables than the other scenarios, and networks
with different numbers of leaf nodes using a typical laptop with
16GB RAM and a Core i7 @1.8 GHz CPU. As can be seen, the solv-
ing time rapidly increases with the increase of the network size
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Table 3. Usage percentage of the different splitter/combiner types in 10-leaf horseshoe networks obtained by 100 simulations when

all splitters/combiners considered as well as only 70/30 and 90/10.

90/10 80/20 70/30 60/40 50/50
. Combiners 30% 36% 21% 10% 3%
Scenariol
Splitters 29% 32% 21% 12% 6%
. Combiners 43% 57%
Scenario2
Splitters 42% 58%

and consequently the number of variables and constraints. In
networks with 15 leaf nodes, there are some problem instances
that take a longer time to solve, reflected in the significantly
higher standard deviation value. Note that ILP is classified as
an NP-hard problem [38], which means that finding an opti-
mal solution can be extremely difficult and time-consuming for
large-scale problems. In addition, non-linear constraints can be
modeled with ILP methods and, as previously mentioned, other
approaches, such as heuristics, would have to be employed.

Table 4. Average and standard deviation of the ILP model
solving time for the Scenariol and networks with 5, 10, and 15
leaf nodes.

Network Size (# of leaf nodes) 5 10 15
Number of Variables 215 430 645
Number of Constraints 81 186 316

Average Solving Time (second) | 4.03 9.32 52.44
Std of Solving Time (second) 0.92 1.23 105.23

6. CONCLUSIONS

This paper focused on designing and optimizing a filterless ar-
chitecture for metro-aggregation networks featuring a horseshoe
topology and supporting DSCM-based P2MP transceivers. To
optimize the design for different network sizes and scenarios
with different sets of available splitter/combiner types, an in-
teger linear programming (ILP) framework is described. The
primary objective of the ILP model is to minimize the number of
optical amplifiers required, while also minimizing the maximum
power difference at the hub’s receiver input. The framework
includes several constraints to ensure the feasibility of the result-
ing line system configuration. The results of the optimization,
obtained over a large number of problem instances, demonstrate
that it is possible to leverage the splitter /combiner type diversity
to realize savings in the number of optical amplifiers. Moreover,
the results also show that it is possible to have configurations
that feature a trade-off between realizing most of the amplifier
savings while relying only on a few different splitter/combiner
types. In future work, we plan to investigate incorporating
OSNR approximations into the ILP model and exploring heuris-
tic solutions such as genetic algorithm to address more complex
network deployments.
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