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A B S T R A C T   

The study explores data-driven Digital Transformation (DT) for emergency situations. By adopting a dynamic 
capability view, we draw on the predictive practices and Big Data (BD) capabilities applied in the UK retail sector 
and how such capabilities support and align the supply chain resilience in emergency situations. We explore the 
views of major stakeholders on the proactive use of BD capabilities of UK grocery retail stores and the associated 
predictive analytics tools and practices. The contribution lies within the literature streams of data-driven DT by 
investigating the role of BD capabilities and analytical practices in preparing supply and demand for emergency 
situations. The study focuses on the predictive way retail firms, such as grocery stores, could proactively prepare 
for emergency situations (e.g., pandemic crises). The retail industry can adjust the risks of failure to the SC 
activities and prepare through the insight gained from well-designed predictive data-driven DT strategies. The 
paper also proposes and ends with future research directions.   

1. Introduction 

The impacts of emergency situations (e.g., COVID outbreak, Russia- 
Ukraine war) on society and economy but also operations and Supply 
Chain (SC) worldwide have recently gained unprecedented interest from 
both practitioners and academics (Ivanov, 2020; Ivanov and Dolgui, 
2021; Queiroz et al., 2020). While past outbreaks can provide useful 
knowledge about operations (Queiroz et al., 2020), predicting future 
demand and disruptions can be invaluable in emergency situations 
(Ivanov, 2020) to secure supply chain responsiveness and resilience. For 
instance, the severe SC disruptions during the pandemic outbreak of 
COVID-19 could provide lessons for future research and practice (Ivanov 
and Dolgui, 2020; Lopes de Sousa Jabbour et al., 2020; Remko, 2020; 
Sharma et al., 2020). The pandemic situation caused significant dis-
ruptions impacting among others logistics providers, as home deliveries 
of online orders increased dramatically, and in-home consumption of 
food and beverages (due to lockdown establishments) increased the 
consumption of goods purchased from the retail sector (e.g., grocery 

stores) (Forbes, 2022). Furthermore, according to the MIT Centre for 
Transportation and Logistics, the Russia-Ukraine war has also had a 
tremendous impact on supply chains globally by creating challenges in 
energy prices and the flow of goods and commodities such as auto parts, 
oil, and grain, leading to dramatic cost increases as well as dramatic 
product and food shortages around the world as it is presented from MIT 
Centre for Transportation and Logistics (Phadnis et al., 2022). 

Research has highlighted the importance of building ‘resilience’ 
across the supply chain to ensure adaptability, responsiveness, and risk 
management. The term ‘supply chain resilience (SCR)’ has been used in 
the literature to reflect the ability to recover from disruptions rapidly 
and effectively at both an organisational (Ambulkar et al., 2015; Parker 
and Ameen, 2018) and SC levels (Brandon-Jones et al., 2014; Kim et al., 
2015; Dubey et al., 2019; Behzadi, O’Sullivan and Olsen, 2020). How-
ever, SCR aims mainly to respond and recover from disruptions, a 
reactive approach to risk management. There is literature discussing the 
risk of disruption, the vulnerability of an enterprise or system to risk, 
and resilience as a mechanism to return to a state of normality after a 
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disruption (e.g. Peck, 2005; Wicaksana et al., 2022) with researchers 
investigating different risk typologies based on characteristics of risks, 
location of risks, and/or impact of risks, as well as on sustainable and 
behavioural supply chain risk management. There are also works sug-
gesting that firms need to develop resilient capabilities and plan for SC 
continuity. This stream of literature focuses on a holistic management 
system that proactively addresses risk and disruptions by helping to 
prevent risks, mitigate risks, respond to actual disruptions, and recover 
from actual disruptions (Azadegan et al., 2020; Um and Han, 2021). 

Scholars have underlined the importance of digital technologies, 
specifically the Digital Transformation (DT) -triggered mainly by the 
increasing role of data and technology introduction processes (Kache 
and Seuring, 2017; MacCarthy et al., 2016) in building SCR. Emergent 
technologies applied through DT can be invaluable in redesigning and 
transforming conventional operations, especially during epidemic crises 
and other emergency situations (Queiroz et al., 2020). Furthermore, 
digital technologies such as SC analytics (SCA) could support the 
decision-making process and handle SC disruptions (Giannakis and 
Papadopoulos, 2016; Ivanov and Dolgui, 2021; Papadopoulos et al., 
2016; Sheng et al., 2020). SCA is predictive (Kache and Seuring, 2017) 
and can be used to forecast demand while offering SC visibility and 
eliminating risks, thereby assisting retailers to be responsive and resil-
ient during SC disruptions (Wamba et al., 2017; Wang et al., 2016). 

Nevertheless, there is still a lack of understanding of Predictive An-
alytics (PA) within retail supply chains, where unpredictive circum-
stances and crises can easily disrupt demand and supply. The impact of 
PA on SC resilience and continuity is still not understood, which is 
needed to provide holistic handling of SC disruptions proactively and 
reactively. To address this gap, this study focuses on PA as an emergent 
technology and extends an SC approach as suggested in previous studies 
on SC disruption, resilience and continuity (Azadegan et al., 2019, 2020; 
Ivanov and Dolgui, 2021) to develop a measure of the impact of PA in 
SCM practices in the retail supply chain. We adopt a Dynamic Capa-
bilities perspective (Eckstein et al., 2015; Teece, 2012; Teece et al., 
1997; Wamba et al., 2020) to discuss the use of SCA in SCM that entails 
preparedness and responsiveness of operational processes and conse-
quently enhanced value creation for the retail sector for emergent sit-
uations where SCA is applied. 

2. Theoretical background 

2.1. Supply chain resilience 

Nowadays, firms within supply chains operate in a turbulent and 
uncertain environment and can be susceptible to disruption (Ambulkar 
et al., 2015; Blome and Schoenherr, 2011). Disruptive events cause 
turbulence and uncertainty to supply chains (Ambulkar et al., 2015; 
Sharma et al., 2020). Disruptions appear, among other things, in the 
form of catastrophic events (Knemeyer et al., 2009; Morrice et al., 
2016), transportation and logistics disturbances (Wilson, 2007), and 
epidemic outbreaks (Ivanov, 2020; Queiroz et al., 2020). According to 
Craighead et al. (2007), a supply chain disruption is an event that dis-
rupts the flow of goods or services in a supply chain. SC disruptions can 
be followed by severe negative consequences on firms’ financial, mar-
ket, operational performance (Azadegan et al., 2019; Hendricks and 
Singhal, 2005a), and reputation (Azadegan et al., 2020; Hendricks and 
Singhal, 2005a,b; Petersen and Lemke, 2015; Revilla and Saenz, 2017; 
Rindova et al., 2005; Jacobs and Singhal, 2017; Nunes et al., 2021). As 
SC disruptions are both harmful and costly (Bode and Wagner, 2015; 
Hendricks and Singhal, 2003, 2005a,b; Narasimhan and Talluri, 2009), 
SC stakeholders have to measure and mitigate the risk and negative 
consequences of such unexpected events (Craighead et al., 2007; Ivanov, 
2020; Ivanov and Dolgui, 2021, Ivanov and Dolgui, 2020), and build 
resilience (Azadegan et al., 2020). 

Building SC resilience proactively means dealing with and handling 
supply chain disruption risks (Hohenstein et al., 2015; Tukamuhabwa 

et al., 2017). In this study, by resilience, we mean readiness, effective 
response to, and recovery from a disruption, including the ability to return to 
a previous or better level of operational performance (Ambulkar et al., 2016; 
Chopra and Sodhi, 2014; Wu et al., 2007). Resilience includes identi-
fying threats (both exogenous and endogenous) and deploying SCR 
strategies (in terms of operations, relationships, or information man-
agement) (Scholten et al., 2014). 

The outcomes of these two elements of the SCR strategies (upstream, 
downstream, and focal) can affect risk mitigation strategies (B. Tuka-
muhabwa et al., 2017; Zsidisin and Wagner, 2010). Research has also 
shown that factors such as the resources’ deployment and reconfigura-
tion, culture, and the supply network structures and characteristics can 
contribute to building SCR (Bode et al., 2011; Macdonald et al., 2018; 
Pettit et al., 2019). To theorise and understand SCR, scholars have 
drawn upon well-known theories such as resource-based view and dy-
namic capability theories, information processing theory, and contin-
gency theory (Brandon-Jones et al., 2014; Brusset and Teller, 2017; 
Chowdhury and Quaddus, 2016; Yu et al., 2019). As SCR is a 
multi-faceted concept, no unified or integrated theory exists to explain 
the links to other relevant theories like risk management and SC conti-
nuity (Kamalahmadi and Parast, 2016; Linnenluecke, 2017; Scholten 
et al., 2019). While SC continuity is researched recently through various 
lenses (Tukamuhabwa et al., 2017; Zsidisin and Wagner, 2010), there 
are also studies referring to the impact of technology in SC resilience 
practices that ensure the continuity planning of the firms (Azadegan 
et al., 2020; Gu et al., 2021). 

2.2. Digital transformation and predictive emergency planning 

Digital Transformation (DT), triggered mainly by the increasing role 
of data and technology in the production processes, has been evident in 
the last decades (Kache and Seuring, 2017; MacCarthy et al., 2016; 
MacCarthy et al., 2016). Scholars have underlined the importance of 
emergent technologies in handling disruptions (Giannakis and Papado-
poulos, 2016; Ivanov et al., 2017; Ivanov and Dolgui, 2021; Papado-
poulos et al., 2016; Queiroz et al., 2020) and enhancing organisational 
performance (Gawankar et al., 2020; Raman et al., 2018). Big Data 
Analytics (BDA) is at the heart of these technologies, utilising either 
predictive or prescriptive data models. Predictive models forecast out-
comes that retailers can use or gain insights (e.g., future sales), whereas 
prescriptive models optimise variables and offer foresight (e.g. price 
recommendations to retail managers) (Shankar, 2018). Table 1 provides 
definitions of concepts used in this research relevant to any type of 
emergency planning and digital practices and processes, specifically PA. 

Big Data Analytics could help SC partners and collaborators have 
complete visibility and traceability of processes as well as operate a 
leaner supply chain while eliminating supply risks (Feki et al., 2016; 
Kache and Seuring, 2017; Wamba et al., 2017; Wang et al., 2016). 
Hence, BDA could create capabilities that enable intelligent 
decision-making and efficient and responsive processes to serve better 
customers (Mikalef et al., 2019) and improve or change the industrial 
context’s operations (Baines et al., 2017), improving performance and 
achieving competitive advantage (Wamba et al., 2017). 

BDA capabilities refer to the orchestration and management of a 
firm’s data-related resources, processes, and tools (Mikalef et al., 2019, 
2020; Mikalef and Pateli, 2017). BDA capabilities are dynamic capa-
bilities, as Teece et al. (1997) proposed to explain how firms can gain a 
competitive advantage in dynamic and changing environments (Teece, 
2012; Eckstein et al., 2015; Dubey et al., 2019). A dynamic capability is 
the “ability to integrate, build, and reconfigure internal and external 
resources/competencies to address, and possibly shape, rapidly chang-
ing business environments” (Teece, 2012, p. 1395). 

Hence, we hypothesise as follows: 

H1a. Data-driven Digital Transformation has a positive impact on 
supply chain resilience. 
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H2a. The allocation of BD Capabilities has a positive impact on supply 
chain resilience. 

Regarding risk and disruption, using BDA (PA) tools and processes is 
useful in modelling different risk scenarios and applying probabilities to 
provide a decision tree and likelihood of ‘emergency situations’ affecting 
retail SCs. Hence, PA tools and processes can constitute dynamic capa-
bilities that help organisations to improve performance (Dubey et al., 
2019) and develop disruption mitigation capabilities (Akter et al., 2016; 
Papadopoulos et al., 2016). Raman et al. (2018) and Singh and Singh 
(2019) argued that BDA could help organisations increase their resil-
ience in managing supply chain risks and improve recovery attempts, 
increasing transparency and innovation to improve performance and 
reduce environmental variability. Although PA can assist organisations 
in developing risk management capabilities (Dubey et al., 2019), liter-
ature is yet to address how PA could help SCR. Furthermore, the liter-
ature does not explain how PA moderates the relationships between 
Data-Driven Digital Transformation and supply chain resilience and 
between BD Capabilities and supply chain resilience and the strength of 
these relationships (Akter et al., 2016; Kache and Seuring, 2017). Vidgen 
et al. (2017) have argued that organisations may struggle in getting 
value from their business analytics initiatives (and PA), as value depends 
on how a firm can use the PA capabilities as part of a wider big data and 
analytics strategy to deliver a valued output -that is, in our case, assess 
the likelihood of ‘emergency situations’ affecting retail SCs. 

Therefore, we observe the moderating effects of these relationships 
with the two follow-up hypotheses to our first two hypotheses (H1b and 
H2b) as: 

H1b. PA tools and processes positively moderate the relationship be-
tween data-driven Digital Transformation and supply chain resilience. 

H2b. PA tools and processes positively moderate the relationship be-
tween BD Capabilities and supply chain resilience 

Based on the aforementioned hypotheses, our conceptual framework 
is depicted in Fig. 1. 

3. Research methodology 

3.1. Pilot study 

To further assess the reliability and validity of the constructs in the 
conceptual framework (Fig. 1) and generate the measurement items for 
each construct, a pilot study was conducted involving eight senior 
professionals working in the grocery retail industry for more than ten 
years. Structured interviews were conducted to ensure that the question 
items’ wording appeals to people working in the grocery retail industry. 
Minor contextual amendments were made, and any equivocal items 
were modified or removed. Suggestions were also given regarding the 
phrasing of the items assuming that supply chain analytics and predic-
tive emergency planning are relatively new topics. 

3.2. Sample and data collection 

The data for this study was obtained through an online survey hosted 
by Survey Monkey. Online surveys have been used considerably in 
previous studies with a similar number of samples (Brandon-Jones and 
Kauppi, 2018; Oke et al., 2007). They are cost-effective and offer the 
benefits of getting faster responses and broader reach, and positive 
environmental impact. The survey was distributed to data analytics and 
supply chain management professionals employed in ten different gro-
cery retail companies that have been trading in the UK over the past 
fifteen years (i.e., Aldi UK, Asda Supermarkets, Co-op Food, Lidl GB, 
Iceland Foods, Wm Morrison Supermarkets, Marks & Spencer Food UK, 
Sainsbury’s Supermarkets, Tesco Supermarkets and Waitrose & Part-
ners). The criterion against the choice of each respondent was the 
likelihood of being knowledgeable about digital transformation, pre-
dictive analytics and resilience in the supply chain operations. Thus, we 
have included in our survey dichotomous questions in order to guar-
antee that all respondents have knowledge of the following key mean-
ings (i) Predictive Analytics, (ii) Digital Transformation (iii) Supply 
Chain Resilience and (iv) Big Data Capabilities. 

Our survey methodology follows Dillman’s approach as each po-
tential respondent received an email containing the link to the online 
survey questionnaire and a cover letter stating the study’s purpose and 
assuring the respondents’ confidentiality (Dillman, 2007). Each 
respondent also received a unique password to avert duplicated entries. 
To avoid potential non-response bias, the survey link was shared for 
forty-five days, and a friendly reminder was sent by email one week 
before the survey was removed from the online survey site. 

The survey captures causal relationships between constructs and 
provides generalisable statements on the research setting. Thereby items 
of measurement are derived from the literature review and survey re-
sponses due to the timeliness and the relevance of the overall question of 
linking SCR and constructs with the digitalisation of SC. Surveys can 
precisely document the norm, ascertain extreme information, and define 
connotations between variables in a sample (Gable, 1994). All the 
constructs in the model were measured using a 5-point Likert scale (1 =
strongly disagree, 5 = strongly agree). The survey was administered to 
422 potential respondents. We obtained a total of 207 responses; how-
ever, only 142 useable survey responses could be considered as 65 re-
spondents were unreachable or filled out incomplete surveys. Table 2 
provides the profession of the respondents. Most respondents were 
Data/Tech analysts/engineers (36.62%) and supply chain analy-
sts/specialists (31.69%). 

Using online survey questionnaires as a data collection method, we 
were concerned with the common method bias and the possible mea-
surement error that could jeopardise the survey results (Churchill, 1979; 

Table 1 
Definitions and relevant references.  

Definition Reference 
Data-driven Digital Transformation 
A process that aims to improve a firm by 

triggering significant changes to its 
capabilities and design through the use 
of various technologies and data. 
Digital Transformation implies a 
redesign of core processes with the 
reallocation of resources and 
competencies of the firm. 

(Hanelt et al., 2021; Li, 2020; Vial, 
2019) 

Supply Chain Resilience 
The readiness, effective response to, and 

recovery from a disruption, including 
the ability to return to a previous or 
better level of operational performance 

(Brandon-Jones et al., 2014;  
Hohenstein et al., 2015; Ponomarov 
and Holcomb, 2009b; Revilla and 
Saenz, 2017; Scholten et al., 2019) 

Big Data Capabilities 
Big Data capabilities refer to the 

orchestration and management of the 
data-related resources by the firm Firms 
can develop strong BD capabilities and 
utilise them in various operations, 
which could also include emergency 
planning functions 

(Kache and Seuring, 2017; Mikalef 
et al., 2019; Mikalef and Pateli, 2017;  
Wamba et al., 2017; Akter et al., 2016) 

Predictive Analytics Practices and Processes 
The information and knowledge sharing 

practices and coordination are 
necessary both for upstream suppliers 
and downstream customers in order to 
coordinate the supply chain 
management, as well as respond to the 
requirements of the market 

(Frohlich and Westbrook, 2001; Revilla 
and Saenz, 2017) 

Predictive Analytics Tools 
Integrated data collection technologies 

that are fully enabling data sharing and 
real-time communication across all 
supply chain stages, intelligent decision 
making, and efficient and responsive 
processes to serve customers better 

(Wang et al., 2016).  
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Podsakoff et al., 2003). Literature regularly points to Harman’s single 
factor test with regard to testing for common method bias. However, the 
relevance of the test is at least debatable. Fuller et al. (2016) argue that 
the test is unable to produce an accurate conclusion, but the authors also 
state that common method bias is something which should not be pre-
sumed automatically. They also claim that their findings, which are 
based on a simulation technique and an in-depth analysis, even suggest 
the opposite. Also, for common method bias to be a matter of concern, 
the authors show that levels of scale reliabilities would even need to be 
on an untypically high end. Still, we aim to address the possible issue of 
common method bias more broadly. 

Kock et al. (2021) point out additional opportunities in order to 
mitigate the issues that arise from common method bias. In addition to 
procedural controls such as a proper survey design and carrying out 
Harman’s single factor test (looking for results in one factor accounting 
for more than 50% of the variance), Kock et al. (2021) suggest the use of 
a CFA correlation marker technique running with and without a com-
mon latent factor. In this study, Harman’s single-factor test was used to 
assess common method variance, which was of an acceptable standard 
as the largest variance explained by an individual factor is 36.68% 
(Podsakoff et al., 2003). Also, the described marker technique 
comparing the standardised regression weights (with and without a 
common latent factor) did not point to any common method bias. 
Exploratory Factor Analysis (EFA) and Structural Equation Modelling 
(SEM) techniques were applied for the analysis of both the measures and 
the model. SEM is widely used in social sciences to analyse structure and 
measurement models (Anderson and Gerbing, 1988; Hair et al., 2014). 
The proposed research model was examined through IBM SPSS AMOS 
23. 

4. Results 

Statistical analysis was conducted for the large-scale survey to 
determine the validity and reliability of the instrument constructs. The 
proposed framework was tested using SEM as the most appropriate 
method for the assessment of the validity and reliability of scales. 

4.1. Exploratory factor analysis (EFA) 

Initially, the measurement model was tested based on convergent 
and discriminant validity to ensure that the measures were representa-
tive of the constructs. Consequently, the model was examined for the 
validity of the developed propositions. Evidence of convergent and 
discriminant validity was evaluated through exploratory factor analysis 
(EFA) (Fabrigar et al., 1999; Kline, 2013; Osborne and Costello, 2005). 
Table 3 presents the values of the average variance extracted (AVE) and 
composite reliability (CR) for each construct. 

Table 4 presents the eigenvalues for the model using principal 
components analysis with oblique rotation (Osborne, 2015). Eigen-
values associated with each factor equal the variance explained by that 
particular linear component (SS loadings). Fourteen factors showed ei-
genvalues above 1.0 (Kaiser’s criterion). These factors explain about 
67% of the variance. A scree plot that shows eigenvalues against the 
number of factors confirms the number of factors (Fig. 2). 

The average of communities is 0.67, with only four variables below 
0.6. We may verify the difference between the reproduced correlation 
matrix and the correlation matrix in the original data (residuals). If the 
model was a perfect fit, the reproduced coefficients would equal the 
original correlation coefficients. The proportion of residuals greater 
than 0.05 is 18%, which is satisfactory. Also, the measure of fit (sum of 
squared residuals divided by the sum of squared correlations and also 
referred to as the fit based upon off-diagonal values) is 0.94. 

Finally, Cronbach’s alpha is used to determine whether a factor 
consistently reflects its associated construct. A value above 0.7 is 
acceptable (Nunnally, 1978; Peterson, 2013). Substantially lower values 
of Cronbach’s alpha indicate an unreliable scale. Also, it is important 
that at least three items load on one specific factor. We consider items 
with standardised loadings well above 0.4 (Dunn et al., 1994). After 
having removed two inconsistent items related to the constructs of 
predictive analytics tools and supply chain resilience, respectively, we hold 
on to the 5 factors (PC1 to PC5), namely: (i) Predictive Analytics (PA) 
processes (α = 0.73), (ii) BD Capabilities (BDC) (α = 0.71), (iii) 

Fig. 1. The conceptual framework.  

Table 2 
Data for the respondents.  

Job Title Count Percent 

Analyst/Engineer, Data/Tech 52 36.62 
Manager/Head, Data Science 12 8.45 
Director, Data/Tech Science 5 3.52 
Analyst/Specialist, Supply Chain 45 31.69 
Manager/Head, Supply Chain/Warehouse 25 17.61 
Director, Supply Chain Management 3 2.11 
Total: 142 100  
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Data-driven Digital Transformation (DDT) (α = 0.78), (iv) Predictive 
Analytics Tools (SCI) (α = 0.67), and (v) Supply Chain Resilience (SCR) 
(α = 0.66). Table 4 presents the factor loadings, average variance 
explained, and the composite reliability of each factor. 

4.2. Confirmatory factor analysis (CFA) 

Next, we follow a confirmatory factor analysis (CFA), followed by 

Table 3 
Factor loadings.  

Construct Items Loadings 
(standardised) 

AVE CR 

Predictive 
Analytics (PA) 
Practices and 
Processes   

0.35 0.73 

V62 Applying 
replenishment 
planning analytics (e. 
g., what, when, and 
where should I ship) 

1.000 (0.677)   

V63 Implementing network 
planning and 
optimisation (e.g., right 
networks of 
manufacturing and/or 
warehousing facilities) 

0.686 
(0.566***)   

V64 Employing 
procurement analytics 
(e.g., achieve the 
lowest landed cost and 
secure long-term, high- 
quality supplier 
partners) 

0.593 
(0.542***)   

V65 Applying inventory 
optimisation 
techniques (e.g., 
maintaining the best 
stock levels) 

0.597 
(0.519***)   

V67 Using demand 
analytics tools (forecast 
tracking with actual 
sales, incl. seasonal 
products). 

0.756 
(0.636***)   

BD Capabilities 
(BDC)   

0.34 0.71 

V31 Allocating resources 
based on data from 
previous sales to fulfil 
customer orders 
(online and in-store) 

1.000 (0.529)   

V32 Identifying flexibility 
patterns in the data 
resources to define 
requirements and 
adjust supply 
(including any form of 
collaboration with 
partners and 
transportation). 

1.101 
(0.527***)   

V20 Adaptation to 
suppliers’ 
requirements from data 
resources and the 
associated information 
about suppliers’ 
capacity. 

1.293 
(0.568***)   

V21 The reconfiguring 
capacity of 
warehousing and stock 
levels (incl. RFID data) 
based on data resources 

1.402 
(0.741***)   

V59 Sustaining quality and 
transparency of 
operations through the 
extraction of data 
insight. 

1.060 
(0.467***)   

Data-driven Digital 
Transformation 
(DDT)   

0.35 0.78 

V30 Allocating through 
digitalisation a variety 
of mechanisms to alert 
for rapid changes in 
supply and delivery. 

1.000 (0.519)    

Table 3 (continued ) 

Construct Items Loadings 
(standardised) 

AVE CR 

V29 Allocating through 
digitalisation a variety 
of mechanisms to alert 
for rapid changes in 
inventory and 
warehousing levels. 

1.085 
(0.586***)   

V36 Redesigning the 
processes integrating 
digitalisation for 
maintenance of real- 
time customer sales 
fulfilment levels. 

.706 
(0.425***)   

V35 Redesigning the 
processes through 
digitalisation for 
alertness for rapid 
changes in customer 
expectations. 

.984 
(0.527***)   

V34 Identifying changes in 
customer profiles and 
behaviours with the use 
of digital technology. 

1.435 
(0.647***)   

V58 Reconfiguring 
resources and processes 
in a dynamic 
environment with the 
use of digital 
technology. 

1.005 
(0.571***)   

V33 Managing IT systems to 
mitigate supply chain 
risks and disruptions. 

1.671 
(0.778***)   

Predictive 
Analytics Tools 
(SCI)   

0.40 0.67 

V22 Attaining information 
and data integration 
among different supply 
chain systems and 
platforms 

1.000 (0.653)   

V39 Coordinating by using 
real-time data and data 
analysis methods/tools 

1.290 
(0.641***)   

V40 Exchanging 
information and data 
(e.g., orders, demand 
forecasting, delivery 
schedule) with key 
partners 

1.047 
(0.606***)   

Supply Chain 
Resilience (SCR)   

0.33 0.66 

V43 Measuring proactively 
the risk of each supply 
process and planning 
ahead. 

1.000 (0.510)   

V47 Understanding and 
utilising data from 
previous supply chain 
disruptions 

1.129 
(0.535***)   

V37 Applying mechanisms 
to restore supply chain 
status incl. data 

2.024 
(0.613***)   

V38 Proposing rigorous 
instruments to recover 
in times of crisis. 

1.806 
(0.630***)    
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structural equation modelling (SEM), similarly to Anderson and Gerbing 
(1988). This step helps to evaluate the scales resulting from the EFA. 
Eventually, this procedure results in testing the conceptual model 
depicted in Fig. 1. To summarise, CFA and SEM measure constructs of 
latent variables by multiple indicator variables. There is only one major 
difference: CFA suggests correlating all latent variables as covariance is 
generally assumed between each pairing of latent variables. In contrast, 
directional relationships between the parings of latent variables are 
considered in SEM. We first present some descriptive statistics, including 
Cronbach’s alpha (as the previously mentioned measure of internal 
consistency) in Table 5. 

Regarding discriminant validity, correlation coefficients between 
first-order constructs confirm distinct factors as values range from − 0.45 
to 0.78 (see Table 6). 

Fig. 3 illustrates the final model, including possible modifications. 
Standardised path coefficients and directional paths are meant to sup-
port the reader in identifying the effect size. We prefer the standardised 
path coefficients because the range from 0 to 1 allows us to compare 
effect sizes. While developing the SEM, the link between BDC and SCR is 
not significant at the level expected, and the link between DDT and SCR 
is positively related. This confirms our assumption that data-driven 
Digital Transformation can define SC resilience. Here, the path coeffi-
cient between DDT and SCR is 0.622, significant with p < .05. 

In the next step, we test the moderating effect of supply chain inte-
gration and predictive analytics. As presented in Fig. 4, analytics tool 
integration and predictive analytics proved to be significant moderators 
between data-driven Digital Transformation and supply chain resilience. 
As the moderating effect cannot be utilised to test the impact of BD 
capabilities on SC resilience, this relationship is not significant. If we 
were to test the moderating effect for analytics tool integration only, the 
effect would be more substantial (0.37 vs 0.36 at significant at p = .08). 
Our results indicate that predictive analytics has not been extensively 
exploited extensively within the grocery retail supply chain. The field 
requires further exploration of the opportunities arising through data- 
driven DT. 

Table 7 summarises goodness-of-fit indices for the various estimated 
models utilised by the maximum likelihood (ML) method. We might 
look at Standardised Root Mean Square Residual (SRMR), the Compar-
ative Fit Index (CFI) and Root Mean Square Error of Approximation 
(RMSEA). In terms of SRMR, values less than 0.055 would be ideal. 
Although we do not fulfil the SRMR criteria, all CFI values are greater 
than 0.80. We also provide confidence intervals for the RMSEA in order 
to address the sample size issue. The model fit is adequate given that the 
RMSEA values are between 0.039 and 0.079. 

We first examined the parameter estimates to verify whether the 
links between variables are statistically significant. Factor loadings 
indicate whether the observed variables contribute to the measurement 
of the underlying factor. Standardised path coefficients, together with 

Table 4 
Eigenvalues for the first 14 factors (out of 43, the same as the number of variables).   

PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10 PC11 PC12 PC13 PC14 

SS loadings 7.61 3.9 2.31 1.9 1.78 1.62 1.5 1.44 1.31 1.26 1.15 1.13 1.06 1.04 
Proportion Explained 0.18 0.09 0.05 0.04 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.02 0.02 
Cumulative Proportion 0.18 0.27 0.32 0.37 0.41 0.44 0.48 0.51 0.54 0.57 0.6 0.63 0.65 0.67  

Fig. 2. Eigenvalues.  

Table 5 
Descriptive statistics, including Cronbach’s alpha.   

PA BDC DDT SCI SCR 

Mean 3.107 4.054 3.915 3.610 3.521 
Minimum 2.986 3.655 3.739 3.289 3.239 
Maximum 3.261 4.345 4.070 3.979 4.007 
Range 0.275 0.690 0.331 0.690 0.768 
Maximum/Minimum 1.092 1.189 1.089 1.210 1.237 
Variance 0.012 0.065 0.016 0.121 0.127 
N of Items 5 5 7 3 4 
Cronbach’s Alpha 0.730 0.710 0.780 0.670 0.660  

Table 6 
Discriminant validity (Correlations between first-order constructs).   

BDC PA DDT SCI SCR 

BDC 1.00     
PA − 0.33 1.00    
DDT 0.57 − 0.33 1.00   
SCI 0.50 − 0.45 0.67 1.00  
SCR 0.52 − 0.29 0.70 0.78 1.00  
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their respective p-values, are presented. Furthermore, the indicator 
reliability could be calculated by squaring the standardised loadings. As 
the reliability of most indicators is below the ideal of .390, we look at 
composite reliability estimates for the latent factors (Cronbach alpha). 

Concerning the latent factors, 35% of the variance is captured by our 
predictive analytics construct, 35% (data-driven Digital Trans-
formation), 34% (BD Capabilities), 38% (PA tools and processes), and 
33% (supply chain resilience). 

4.2.1. Path analysis 
To evaluate the mediating effects of PA and SCI, we proceeded with 

the analysis of SEM. First, we developed a model that considered the 
direct impact of DDT and BDC on SCR. Then we looked at our direct 
effects model to verify how well it fits based on the mentioned goodness- 
of-fit indices. The values of SRMR = . 075 and RMSE = 0.064 indicate 
that our direct model is satisfactory. Furthermore, a CFI value of 0.87 is 
reasonably close to the threshold of 0.9. 

Next, we study the significance levels of the paths in the reduced 
model. The coefficient on the path between DDT and SCR was found 
.622 with a statistically significant t-value at the 0.001 level. This result 
supports our proposition H1a that DT in the supply chain positively 
relates to supply chain resilience (see Table 8). The path between BD 
capabilities and supply chain resilience has a standardised coefficient of 
0.157, which according to a two-tailed t-test, is not significant for the 
context we examine the use of predictive analytics in retail supply 
chains. Thus, hypothesis H2a is rejected. 

Furthermore, we tested for possible indirect effects. To test for a 
possible mediating effect, we applied the bootstrapping method imple-
mented in IBM SPSS AMOS 23. The indirect effect of data-driven DT on 
the supply chain and supply chain resilience is tested by assuming that 
PA tool integration respectively PA processes work as a mediator (H1b). 

Fig. 3. Sem direct effects model.  

Fig. 4. Final conceptual model relationships.  

Table 7 
Fit indices.  

Model χ2 df Δχ2 Δdf CFI SRMR RMSEA 
(CI90) 

Measurement 
model 
(revised) 

152 101   .884 .069 .060 
(.039–.079) 

Structural model 182 116 30 15 .873 .075 .064 
(.046–.081) 

Note: χ2 = chi-square, df = degrees of freedom; CFI = Comparative Fit Index; 
SRMR = Standardized Root Mean Square Residual; RMSEA = Root Mean Square 
Error Of Approximation; RMSEA (CI90) = RMSEA 90% Confidence Intervals. 
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This indirect effect of PA positively moderating the relationship between 
data-driven Digital Transformation and supply chain resilience is sig-
nificant at the .05 level. However, the indirect effect of BD Capabilities 
and supply chain resilience needs to be rejected. 

5. Theoretical and managerial implications 

5.1. Theoretical implications 

This study investigated how PA tools and practices and Big Data (BD) 
capabilities can support and align SCR in emergency situations drawing 
on data from the UK retail sector. The paper addresses an important gap 
in the literature, that is, on the role of PA in times of disruption. We, 
therefore, extend studies (Feki et al., 2016; Kache and Seuring, 2017; 
Wamba et al., 2017; Wang et al., 2016) by illustrating the predictive 
nature of SCA and its link with SC resilience. We also extend studies 
focusing on Dynamic Capabilities to discuss the use of SC analytical tools 
and methods in SCM for value creation for the retail sector for emergent 
situations. 

Our study highlights the importance of data-driven digital trans-
formation in handling disruptions (Giannakis and Papadopoulos, 2016; 
Ivanov et al., 2017; Ivanov and Dolgui, 2021; Papadopoulos et al., 2016; 
Queiroz et al., 2020), indicating that data-driven DT is positively related 
to SC). Companies should be aware of the supply chain environment and 
ready to reconfigure their resources (Ambulkar et al., 2016). Further-
more, our path analysis results suggest that supply chains reinforced by 
PA provide companies with a holistic and robust structure that can assist 
them in deploying risk assessment and disruption management mecha-
nisms. Integrated predictive supply chain tools can help retailers 
anticipate and quickly respond to supply continuity problems in supply 
chain disruptions caused by crises like COVID-19. Our findings empiri-
cally corroborate studies that utilise PA to cope with the challenges that 
arise in the face of a supply chain disruption (Ivanov, 2020) as well as 
those investigating the role of data analytics in predicting supplier dis-
ruptions (Brintrup et al., 2020; Ivanov and Dolgui, 2021). Based on 
empirical evidence, we offer an alternative lens. We argue that grocery 
retailers consider integrated predictive analytics as an emergent tech-
nology to gain visibility and maintain supply chain resilience and 
continuity. 

Our results do not empirically advocate that BD capabilities are vital 
to strengthening the retail sector’s SCR (hypothesis H2a). This contrasts 
with the literature arguing that PA can help organisations develop 
disruption mitigation capabilities (Akter et al., 2016; Papadopoulos 
et al., 2016; Singh and Singh, 2019) and risk management capabilities 
(Dubey et al., 2019). The reason may be that UK grocery retailers do not 
still possess the full capacities and relevant skills to respond to extreme 
circumstances and emergencies. They depend heavily on external sup-
pliers and independent sourcing locations to build resilience to 

anticipate, adapt and respond to unpredictable events (Ali et al., 2017). 
However, a firm based on external capabilities can be highly impacted 
by unpredictable events (el Baz and Ruel, 2021), i.e., in the case of 
COVID-19. Furthermore, we argue that supply chain resilience is subject 
to the dependability and efficacy of integration tools and predictive 
analytics for grocery retailers. With our study, we aim to extend recent 
literature focusing on the use of IT with suppliers and customers and its 
significant effects on supplier and customer resilience (Gu et al., 2021). 

5.2. Managerial implications 

The results of this study suggest managerial insights and implica-
tions. First, in emerging situations such as the COVID-19 pandemic, 
retail grocery managers should recognise the importance of developing 
and maintaining holistic technology-based management systems, tools, 
and processes to address risk and disruptions in supply chains. This 
constitutes a starting point for establishing a robust model that will 
respond more effectively to changes in customer shopping behaviour, 
product ranges, and value, model different risk scenarios and apply 
probabilities to provide a decision tree and likelihood of ‘emergency 
situations’ affecting retail SCs. Even in the grocery retail context with a 
long experience in online deliveries and supplier relationship manage-
ment, companies in emergent situations should understand the changes 
in customer behaviours, work more closely with their suppliers, act 
proactively and ensure supply chain resilience. This study informs 
managers of the importance of modernising supply chains to prevent 
and mitigate risks by investing in the data-driven digital transformation 
of their SC. 

Second, grocery retailers should continue bringing forward the 
aspect of data-driven DT by investing in PA. Data analytics and acqui-
sition technologies enabling data sharing and real-time communication 
across all supply chain stages have become now essential elements to 
model risks and investigate the likelihood of emergency situations 
affecting retail SCs. Furthermore, predicting the outcome of risk sce-
narios and the increase in home deliveries or sales of products can 
become very challenging during emerging situations. Therefore, our 
findings suggest that managers should actively develop intelligent 
decision-making models to cope with the unprecedented demand levels 
and elaborate agile supply chains to handle online deliveries in shorter 
times. The implementation of models beyond the exploration and 
exploitation of big data and predictive analytics should be part of the 
overall strategic investment. (big) data and predictive analytics tools. 
This finding contradicts recent assertions that big data analytics capa-
bilities alone may improve the supply chain performance through 
enhancement of SC resilience (see indicatively, Bahrami et al., 2022; 
Park and Singh, 2022). 

We believe that companies should also invest on alternative methods 
to process the large amount of information in supply chains (e.g., 
investing on simplification of information exchanges and data interop-
erability) rather than solely focusing on big data capabilities. A simpli-
fied business-to-business electronic communication will help companies 
to determine the inventory levels on high (and less)-demand products by 
sharing excessive amounts of information with suppliers. Thus, this 
study suggests that managers should exert efforts to explore multiple 
facets of data-driven DT through PA beyond BDA to cope with chal-
lenges pertinent to supply chain resilience. These may also include 
cloud-native, low-code application developments and the Internet of 
Things. 

Third, along these lines, this work also highlights the importance of 
enriching data sets associated with customer interaction with online 
shopping websites. Our findings suggest that companies should provide 
high levels of predictive analytics integration during emerging situa-
tions by conflating end-to-end supply chain data into a common plat-
form. This will allow predictive analytics to accelerate and optimise 
supply chain processes leading to better planning, waste minimisation, 
and a smoother flow of information and products. Hence, the results of 

Table 8 
Direct Path tests.  

Research Hypotheses (determinants) Std. estimates 
(p-value) 

Supported/not 
supported 

H1a Data-driven Digital Transformation 
has a positive impact on supply chain 
resilience. 

.622 (.001) Supported 

H2a The allocation of BD Capabilities has a 
positive impact on supply chain 
resilience. 

.157 (.263) Not supported 

H1b PA tools and processes positively 
moderate the relationship between 
data-driven Digital Transformation 
and supply chain resilience. 

.366 (.014) Supported 

H2b PA tools and processes positively 
moderate the relationship between BD 
Capabilities and supply chain 
resilience 

– Not supported  
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this study emphasise that the integration of predictive analytics should 
be an inextricable part while building supply chain resilience through 
digital transformation. 

Fourth, COVID-19 has exposed the UK’s vulnerability to labour 
shortages in digital skills and knowledge. Our findings demonstrate that 
grocery retailers should invest in digital skills and training for their 
employees to establish supply chain resilience efficiently. Our study 
indicates that managers in critical positions (e.g., fulfilment centres for 
online orders) should be bound up with people who possess excellent 
predictive analytics skills to respond effectively to global events, such as 
pandemics or supply chain disruption. We concur with other studies 
(Flynn et al., 2010; Knemeyer et al., 2009) that companies should allow 
their employees to maintain a good awareness of supply chain disrup-
tions. Finally, in line with other recent studies (e.g., Queiroz et al., 2020; 
Münch and Hartmann, 2022), this work posits that companies should 
transform the resources (e.g., workforce) into emerging situations with 
interoperable capabilities. 

6. Conclusion 

This research explored how PA can assist in dealing with SCR in the 
retail supply chain (retail grocery stores). We argued that SCR could be 
interrelated when data-driven DT is applied and strengthened when 
integrating these analytical practices efficiently. We tested whether the 
effect of digital transformation and the level of supply chain resilience 
changes if we considered integrated PA as a mediator. However, we 
could only determine a minor impact. Our contribution lies in extending 
previous studies in the field of SCR with PA in the retail sector. 

One limitation is that the study was based on a questionnaire for data 
collection, giving a snapshot time of the phenomenon under investiga-
tion. Hence, it may be useful to conduct qualitative and longitudinal 
studies to see the impact of PA on SC and the framework/dimensions 
used. Furthermore, it would be useful to examine the role of PA in 
different types of risk, such as reputational risk. Moreover, it may be 
useful to investigate the value of SCR’s business analytics initiatives 
(and hence PA tools and processes). Finally, it would be interesting to 
examine our framework’s applicability to industries other than retail. 
Last but not least, this work may intrigue other researchers or practi-
tioners to examine whether the integration of predictive analytics could 
moderate the relationship between BD Capabilities and SC resilience. 

Data availability 

The authors are unable or have chosen not to specify which data has 
been used. 
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