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Abstract 

 

In this paper, we aim to promote the use of linear mixed models (LMMs) in eye-tracking 

research on subtitling. Using eye tracking to study viewers’ reading of subtitles often warrants 

controlling for many confounding variables. However, even assuming that these variables are 

known to researchers, such control may not be possible or desired. Traditional statistical 

methods such as t-tests or ANOVAs exacerbate the problem due to the use of aggregated data: 

each participant has one data point per dependent variable. As a solution, we propose the use 

of LMMs, which are better suited to account for a number of subtitle and participant 

characteristics, thus explaining more variance. We introduce essential theoretical aspects of 

LMMs and highlight some of their advantages over traditional statistical methods. To 

illustrate our point, we compare two analyses of the same dataset: one using a t-test; another 

using LMMs. 

 

Keywords: eye tracking, subtitling, linear mixed-effects models, LMMs, traditional statistical 

methods, confounding variables, reading, audiovisual translation.  

 

 

1. Introduction 

 In recent years, more and more audiovisual translation (AVT) researchers have 

adopted eye-tracking methods to understand how viewers process subtitled videos and how 

they are affected by the characteristics of subtitles(Doherty and Kruger 2018). Findings from 

such studies enable the creation of subtitles that better respond to users’ needs and allow 



 

 

researchers to better understand the cognitive processes behind audiovisual texts. Online data 

generated with eye tracking combined with offline measures such as questions to assess 

textual comprehension and task-induced cognitive load (Kruger and Doherty 2018) ultimately 

allow researchers to understand how viewers engage with subtitled content. 

However, the reliability of many of the findings from eye-tracking research on 

subtitles could be improved with increased scientific rigour (Kruger 2018), including more 

powerful statistical analysis. One problem with existing eye-tracking research on subtitles is 

that data obtained from each subtitle (or word within subtitles) is often aggregated (e.g., 

averaged) before being analyzed statistically, which makes it impossible to examine sentence-

level or word-level data. Linear mixed models (LMMs), promoted in this paper as a more 

robust method of statistical analysis to study the reading of subtitles, do not necessitate 

aggregated data, thus circumventing some of the limitations of other statistical methods. 

This paper seeks to provide a brief introduction to LMMs, especially in the context 

of eye-tracking research on subtitles. (For a more general, step-by-step introduction on how to 

perform a linear mixed model analysis see Carson and Beeson 2013; Cunnings and Finlayson 

2015.) Here, we aim to show that LMMs may be better suited than other more commonly 

used statistical methods to investigate the complexities involved in subtitle processing. This 

focus presupposes that researchers have already taken into account the various 

methodological issues that may affect cognitive translation studies, such as those described in 

Mellinger and Hanson (2017), Saldanha and O’Brien (2014), Gile (2016), and Balling and 

Hvelplund (2015). 

We start by drawing attention to many variables that may influence the results of eye-

tracking studies on subtitling. Next, we argue that more widely adopted statistical methods in 

AVT research such as t-tests, ANOVAs, and regression analyses (all part of the general linear 

model; see Field 2017) may be unable to effectively cope with these variables and the 

complexity of subtitle processing. Then, we introduce essential theoretical aspects of LMMs 

and underscore some of their advantages over other statistical techniques (although see 

Section 8 for a brief discussion on the limitations of the method). To illustrate our point with a 

practical example, we compare the impact of subtitling speed on mean fixation duration 

(MFD) through two statistical analyses: t-tests, representing more commonly used statistical 

methods, and LMMs, the method we seek to promote.  

 

2. Variables to control for in eye-tracking research on subtitling 



 

 

 Subtitled audiovisual materials consist of several intertwining elements that may be 

difficult to control in experimental settings. Eye-tracking research is a useful example of this 

issue. Let us consider a relatively simple eye-tracking study that seeks to compare the effects 

of two subtitling speeds (the independent variable) on the mean fixation duration on the 

subtitles. In such a study, several confounding variables may influence the results, e.g., 

participants’ proficiency, and the length and number of lines in the subtitles. Without 

controlling for such variables, it may be impossible to ascertain whether a difference in 

conditions (here, the two different speeds) may be attributed solely to the independent 

variable manipulated. To help raise awareness to this problem, below we address a number of 

relevant participant-, subtitle-, and word-related variables that may need to be controlled for 

in experimental settings.  

In many eye-tracking study on subtitling, researchers must ensure that participants and 

subtitles are comparable across or within conditions. For instance, if the language of the film 

dialogues or the language of the subtitles is not the viewers’ first language (L1), participants 

need to be matched in language proficiency (De Bruycker and d’Ydewalle 2003; Muñoz 

2017; Peters 2019; Szarkowska and Bogucka 2019). Proficiency level must be controlled for 

because, even if it is not related to the research question, it may inadvertently influence the 

results. Similarly, familiarity with subtitling might also need to be controlled, as previous 

exposure to this type of audiovisual translation may affect reading patterns and typically 

confer on experienced viewers an advantage over inexperienced ones (Orrego-Carmona 

2015). Other aspects that need to be controlled are participants’ age and reading abilities, 

particularly when comparing viewers with varying levels of reading skills, such as children 

and adults (d’Ydewalle and De Bruycker 2007; Koolstra, Van Der Voort, and d’Ydewalle 

1999), or deaf and hearing viewers (Cambra et al. 2014; Gerber-Morón, Szarkowska, and 

Woll 2018). 

Subtitle characteristics also need to be comparable across conditions, as previous 

research has demonstrated. One example is the degree of text condensation, a variable that 

may be confounded with subtitling speed (Burnham et al. 2012; Szarkowska, Silva, and 

Orrego-Carmona 2021). The reason for such confusion is that, to maintain ecological validity, 

slow subtitles are condensed, reflecting industry practice to ensure subtitle-to-soundtrack 

synchronization (Romero-Fresco 2015; Szarkowska et al. 2011). Subtitles also need to be 

controlled for the number of lines and text segmentation (d’Ydewalle et al. 1991; Gerber-

Morón and Szarkowska 2018; Rajendran et al. 2013). Other variables that may affect subtitle 



 

 

processing include maximum line length (e.g., 40 characters per line) typeface and font size 

(see Díaz-Cintas & Remael, 2021 for a recent discussion).  

Various linguistic characteristics of the subtitles, and particularly of the words within 

the subtitles, may also inadvertently affect the results. These include grammatical difficulty, 

idiomaticity, and textual cohesion (Moran 2009). Also, differences in word frequency may 

influence textual processing. For instance, high-frequency words are typically easier to 

process, as demonstrated by L2 reading research (e.g., Brysbaert and New 2009; Crossley, 

Cobb, and McNamara 2013; Peters 2019), and may induce fewer fixations, fewer regressions, 

and shorter mean fixation durations (Inhoff and Rayner 1986; Rayner et al. 2004). Word 

length and word type (e.g., nouns, adjectives, cognates, non-cognates, content, and function 

words) may all also affect subtitle processing and thus the results (Krejtz, Szarkowska, and 

Łogińska 2016; Liao et al. 2020). For example, psycholinguistic research has shown that 

longer words tend to be more difficult than shorter ones (Ellis and Beaton 1993); eye-tracking 

studies have found that longer words induce more fixations and less skipping than shorter 

words (K. Rayner et al. 2011). These results hold true both for studies on reading printed text 

as well as subtitles (Krejtz, Szarkowska, and Łogińska 2016). Furthermore, psycholinguistic 

studies investigating the reading of sentences have shown that cognates are processed faster 

than non-cognates (e.g., Dijkstra et al. 2010; Lemhöfer and Dijkstra 2004; Schwartz and Kroll 

2006), whereas translation studies have demonstrated that subtitles containing a more literal 

translation are processed faster than the non-verbatim version (see Ghia 2012) Finally, all 

these textual factors, even if controlled for, may be confounded by the presence of sound: 

Research has shown that silent reading differs from oral reading (Rayner 2009) and that the 

process of subtitle reading is affected by both the presence or absence of sound (d’Ydewalle, 

Rensbergen, and Pollet 1987; Łuczak 2017). 

 

3. Problems with more common approaches to statistical analyses 

It is probably impossible to control for all the confounding variables that may affect 

the results of an eye-tracking experiment investigating the processing of subtitles1. 

Nevertheless, the higher the lack of control, the more unexplained variance there is in the 

statistical analysis (Balling 2008). Unfortunately, popular methods to analyze data such as t-

 
1 Please note that we are not advocating for the careless inclusion of as many variables as possible in the model. 

Variable selection should be based on empirical findings, underlying theories, or at a minimum, on a plausible 

rationale (see Mellinger and Hanson 2017, Chapter 12, for a concise discussion on model selection; see also 

Field 2017). Also, controlling for too many variables may be problematic, not least because it may reduce 

statistical power (e.g., Field 2017). 



 

 

tests, analyses of variance (ANOVAs), or linear regression models, all frequently adopted by 

AVT researchers, may be rather limiting on how they control for these confounding variables. 

There are at least two reasons for this.  

One reason pertains to how the data are organized and compared. In eye-tracking 

studies on subtitling, researchers can obtain data for every subtitle or even every word 

separately. However, the data are then aggregated into averages so that each participant2 ends 

up with one measurement for the dependent variable (e.g., one MFD value; see Figure 1). As 

such, there will be as many rows in the dataset as there are participants in the study. Thus, 

subtitle-related variables (e.g., number of words or lines per subtitle) and word-related 

variables (e.g., part of speech, frequency, or cognateness), which would necessitate one row 

per subtitle or per word (see Figure 2 in Section 4), cannot be included in the model to help 

control for unexplained variance. As a result, the variation in scores caused by the different 

characteristics of each individual subtitle or word is lost because of the aggregation. 

Figure 1. Data aggregated per participant illustrating a within-subject design. The values represent hypothetical 

MFDs. CPS = characters per second. 

 

There is another reason why these more popular statistical methods are less able than 

more advanced techniques to control for unexplained variance. As with any statistical test, 

there will always be unexplained variance, even after controlling for all relevant confounding 

variables. This might be because it was not possible to obtain certain measurements, or 

because certain sources of variance are simply unknown to researchers. With t-tests, 

ANOVAs, or regression analyses, among others, all this unexplained variance remains 

unexplained. With more advanced techniques that do not rely on data aggregation, it is 

possible to attribute much of this variance to differences between participants’ performance, 

or to differences in scores (e.g., MFD) between different words or subtitles (see next section 

for a more in-depth discussion). This reduces unexplained variance, and hence increases 

 
2 This is the more common “by-participant” analysis. Data may also be averaged per subtitle (i.e., the average of 

all participants); still, such by-subtitle analyses also utilize aggregated data. 



 

 

power (Meteyard and Davies 2020). One such advanced technique is linear mixed models 

(LMMs), to which we turn now. 

 

4. An introduction to linear mixed models 

Also known as multilevel models, random coefficient models, or hierarchical linear 

models (Field 2017), LMMs compute the estimates for each individual score for each item 

measured (e.g., the MFD for each subtitle or word). This way, each participant will have 

many rows of data, one per subtitle or per word. Therefore, in a study investigating 20 

participants and 50 subtitles, there will be 1,000 data points (i.e., rows); if, for example, each 

subtitle consists of, on average, five words, and measurements are derived for each word 

separately, the final dataset might comprise around 5,000 data points. Participants, subtitles, 

and words may then be entered in the model as separate variables, therefore allowing the 

analysis to account for per-participant, per-subtitle, and per-word variation in scores (see 

Figure 2 below). 

Figure 2. Per-subtitle data for LMM. Video clips: GF = Grace and Frankie; GG = Gilmore Girls; AOI = area of 

interest (i.e., the subtitles); FC = fixation count; WC = word count; MFD = mean fixation duration. The values in 

this figure are not based on real data. They are used for illustrative purposes only. 

  

Also, because the dataset is organized in this manner, LMMs are able to analyze the 

data at multiple levels3. For example, participants with different L1s may be tested with 

different clips of different genres, at different laboratories and in different countries. These six 

 
3 In LMMs, data is said to be nested (different levels) or crossed. For more information see Cunnings and 

Finlayson 2015; Hajduk 2019). 



 

 

different levels (i.e., participants, L1s, clips, genres, laboratories, and countries) may be also 

incorporated into the model to help explain further variance in the data. By contrast, in 

ANOVAs or regression analyses such variables would either be assumed comparable across 

conditions or be included as predictors (main effects, simple effects, and interactions), 

considerably increasing the use of degrees of freedom and greatly decreasing power (Field 

2017)4. Importantly, a large amount of data is necessary for the analyst to be able to 

incorporate multilevel data in a model, which is one of the limitations of LMMs (see Section 

8 for other limitations).  

Still, incorporating the different levels of the data in the LMM is important because 

multilevel data are not truly independent, thus failing to meet the assumption of independence 

of observations (Field 2017; Hajduk 2019; Winter 2020), which is central to ANOVAs and 

regression analyses. It is expected, for instance, that MFD values will be more highly 

correlated across subtitles within the same participant than between participants, perhaps 

owing to participants’ varying reading abilities, L1s, or education. Thus, by explaining 

variation in scores between participants, items, or even time of the day – i.e., by controlling 

for random effects (see below) – the problem with non-independence of observations is 

overcome (Field 2017; Hedeker 2003). Also, the LMM will account for more unexplained 

variance in the data, which generates more accurate measurements with enhanced power 

(Meteyard and Davies 2020). In fact, LMMs are much better able than more popular 

statistical approaches to find a difference when one exists in the population (i.e., they have 

more power) without an increased risk of erroneously rejecting the null hypothesis (i.e., a 

Type I error; Baayen 2008)5. 

 

4.1. Fixed and random effects 

LMM is yet another technique that is part of general linear models, just like t-tests, 

ANOVAs, and regression analyses. The difference is that these more popular methods 

produce fixed-effect-only models (Balling and Hvelplund 2015; Mellinger and Hanson 2017; 

Winter 2020), whereas LMMs also include random effects, thus the term “mixed”. Fixed 

effects are the variables of primary interest to the researcher. They may be entered in the 

model as factors or covariates. As factors, they are categorical variables and are equivalent to 

what is commonly called “independent”, “predictor”, or “explanatory” variables (Hajduk 

 
4 Essentially, the model would use one degree of freedom, e.g., for every participant, clip, or genre included as 

predictor. 
5 See Section 8 for some limitations of LMMs 



 

 

2019; Heck, Thomas, and Tabata 2012; Winter 2020). In the example outlined in Section 2, 

the speed of subtitles (fast or slow) would be a factor. Fixed effects as covariates are 

continuous variables that may be included in the model to, for example, account for extra 

unexplained variance in the data (Hajduk 2019; Singmann and Kellen 2019), similarly to what 

is done in an analysis of covariance (ANCOVA), or in a regression model. In our example, it 

would be advisable to control for the number of words (or characters) per subtitle under the 

assumption that subtitle length may affect fixation durations. This would generate a 

continuous variable that may be used as a covariate in the model (see Figure 2 above). By 

contrast, random effects are those contextual (or grouping) factors that are not normally of 

primary interest to the researcher (Field 2017). Typical examples include participants and 

items (Balling 2008; Winter 2020), in our case the subtitles. The levels of the random effects 

(e.g., each participant or subtitle is one level) “are drawn randomly from a larger population 

of possibilities” (Mellinger and Hanson 2017, p. 234). 

It is the random effects that grant LMMs an advantage over more widely used 

statistical techniques (Winter 2020). First, random effects help overcome the problem of non-

independence of observations (see above); they make it possible for the dataset to be 

organized per subtitle (or word), thus obviating the need for data aggregation, which allows 

for the inclusion of subtitle-related (or word-related) covariates (see Section 2 and 3; Figure 

2). Second, random effects help explain more variance in the data, which decreases overall 

error and increases power (Hajduk 2019; Meteyard and Davies 2020; see above). This is true 

in that even if several measurements are used as fixed effects (e.g., covariates) to control for 

variance in responses, there will always be some error variance related to participants and 

items that cannot be explained (Meteyard and Davies 2020). The random effects help to 

account for such unexplained variance in the model. Hence, the inclusion of random effects 

enables the researcher to determine whether there are differences in the fixed effects 

irrespective of differences between individual participants, items, or other contextual factors 

(Balling 2008). In our case, the inclusion of random effects help, for example, to control the 

idiosyncrasy typical of eye-tracking (Holmqvist et al. 2011): Some participants may have 

larger individual variations in fixation durations between conditions than other participants.  

Apart from participants and subtitles, other (contextual) factors that may be included 

as random effects include the participants’ country of provenance (e.g., different L1s and 

degree of exposure to subtitles may affect performance), location of the experiment, and time 

of the day at which the data were collected (see Section 4). Importantly, only categorical 

variables may be entered in the model as random effects (Singmann and Kellen 2019; Winter 



 

 

2020); continuous variables must be entered as covariates. Also, random effects need to have 

at least five to six levels to generate reliable estimates (Bolker 2021; Hajduk 2019; Harrison et 

al. 2018). This may mean that, in some cases, only participants and subtitles may be included 

as random effects. 

  

4.2. Random intercepts and slopes 

LMMs may estimate random intercepts, random slopes, or both (Cunnings and 

Finlayson 2015; Harrison et al. 2018; Meteyard and Davies 2020). Random intercepts model 

the variance of the random effect in the average of the dependent variable (Bates et al. 2018; 

Cunnings and Finlayson 2015). Consider a model with two different levels of subtitling speed 

as the predictor (i.e., fixed effect) and MFD as the dependent variable. By incorporating 

random intercepts for participants in the analysis, for example, the researcher can model how 

the MFD values for each participant deviate from the MFD intercept in the population 

(predicted from the study sample; Winter, 2020). By contrast, fixed-effects-only statistical 

techniques model only the MFD intercept for the population. Another way to look at the 

random intercept is by considering the typical scatter plot of a simple linear regression 

analysis (Balling 2008; Field, 2017). In such a plot, the horizontal axis (X-axis) plots the 

predictor (e.g., subtitling speed) whereas the Y-axis plots the outcome (dependent) variable 

(e.g., MFD). The addition of random intercepts for participants to a linear mixed model 

enables it to plot a regression line for each participant (not only the line of best fit for all 

participants), and each regression line has a different (or random) intercept (i.e., the point 

where the regression line crosses the Y-axis; see Figure 3a). Adding random intercepts to 

LMMs makes sense since participants will almost always vary regarding their performance on 

the dependent variable. As a matter of fact, a substantial amount of extra variance is often 

explained this way (Balling 2008; Winter 2020). Still, random intercept models assume that 

the slope is constant, that is, that the variation for main effects and interactions (i.e., fixed 

effects) is the same for all participants (or other random effects). Considering our example, 

this is equivalent to assuming that MFD values will vary similarly for all participants across 

different subtitling speeds, either increasing or decreasing to similar extents. This is rather 

unrealistic given the various participant- and subtitle-related variables that may affect such 

variation. 

 



 

 

 

Figure 3. Random intercept (3a) and random intercept and slope (3b) models (adapted from Harrison et al. 

2018). The colored lines represent the different participants. The black line represents the line of best fit. 

To account for the variation between participants for the main effects and interactions, 

models need to include random slopes (Bates et al. 2018). In our example, a random slope 

model would mean that all participants are assumed to have the same starting point (i.e., the 

same intercept) but to differ in MFD values across speeds (see Balling 2008; Harrison et al. 

2018)6. This is also unrealistic. A better model may include both random intercepts and slopes 

(Carson and Beeson 2013; Harrison et al. 2018), thus assuming a different starting point and 

random variation across fixed effects (e.g., subtitling speed) for each random effect (e.g., 

participants, subtitles). In this case, it is possible that the intercepts and slopes will correlate, 

and the model may also account for this. For instance, it is possible that participants with 

higher intercepts will have a steeper decline in MFD across subtitling speed than participants 

with lower intercepts. Such a model is illustrated in Figure 3b. A problem with fitting random 

slopes (and the intercept-slope correlations) is that although they increase the flexibility of the 

data analysis, they necessitate much more data to generate reliable estimates of separate 

slopes (or regression lines) for each level of a random effect (e.g., for each participant; Bates 

et al. 2018; Harrison et al. 2018). Without enough data, the effect may not be found and/or the 

model may simply not compute (i.e., fail to converge). Then, researchers may need to recruit 

more participants, or investigate more items (e.g., subtitles), which would require additional 

 
6 Note that to be possible to add a slope for Participants, the predictor (e.g., Speed) must be a within-participant 

variable. For example, all Participants watched subtitles at different speeds, so the slope for speed by participants 

(see Figure 3) is possible. However, in our dataset the subtitles were different at different speeds and clips (see 

Figure 2), and thus it is not possible to fit the slopes for speed and clip by subtitles (see Brown 2021).  



 

 

resources. As a result, it may not always be possible to fit all intercepts and slopes that are, in 

theory, expected to exist. In this case, the model-building process may be driven by the data 

analysis itself (see below). 

 

4.3. Fitting linear mixed models 

 Researchers do not agree on exactly how LMMs should be created, or fit (Field 2017; 

Hajduk 2019; Meteyard and Davies 2020). Overall, models may be fit in two ways: a 

“maximal-to-minimal that converges process” or a “minimal-to-maximal-that-improves fit 

process” (Meteyard and Davies, 2020, 17). Both ways involve several decisions from the 

analyst, which may increase the chance of statistical error (see Section 8 for other limitations 

of LMMs). To help minimize the possibility of error, we discuss below both methods in some 

detail. 

  In the maximal-to-minimal model, researchers fit all relevant fixed and random effects 

at once (Hajduk 2019). Then, one by one, variables that are deemed redundant or with very 

low estimates are eliminated until the model converges without any errors. This approach has 

been used in studies on subtitle reading (e.g., Liao et al. 2020). Other researchers who prefer 

this approach include Barr, Levy, Scheepers, and Tily (2013), Hajduk (2019), and Singmann 

and Kellen (2019). The maximal-to-minimal process is typically adopted in confirmatory 

analysis, that is, when there are clear hypotheses being tested (Bates et al 2018; Meteyard and 

Davies 2020). The maximal-to-minimal model is therefore theory-driven, whereas minimal-

to-maximal-that-improves-fit models are more data-driven (see below). 

This approach to fitting a model has benefits and drawbacks. One upside is that it 

includes all variables that may help answer the hypothesis set for the fixed effects (Bates et al. 

2018). Even non-significant variables are kept, especially those that are considered essential 

to investigate the hypothesis (Hajduk 2019). For example, in an eye-tracking study measuring 

MFD on subtitles, if viewers watch different videos (i.e., clips) within or between conditions, 

it is expected that performance among clips will vary; in this case, it makes sense to include 

the effect of different clips in the final model, even if the test was statistically non-significant. 

A problem with this approach is that it may lead to overparameterized models with less power 

(Bates et al. 2018). To avoid overparameterization, Bates et al. (2018, 4-5) have 

recommended a series of steps that may be used to reach a parsimonious model, an approach 

that has become popular among researchers. Essentially, after fitting a maximal model, 

random effects that explain little to no variance and do not improve fit are removed. The 

quality of fit is usually assessed by comparing Akaike’s information criterion (AIC) or 



 

 

Schwarz Bayesian criterion (BIC) across models, with lower scores meaning better fit models 

(Meteyard and Davies 2020). 

The minimal to maximal-that-improves fit approach to model building is usually 

recommended for exploratory analysis, that is, when there are no clear-cut hypotheses 

(Baayen 2008b; Meteyard and Davies 2020). Here, researchers start with a simpler model, 

either from the fixed or the random effects, until obtaining the most complex model that is 

theoretically defensible and that can be explained by an improvement in model fit (again, by 

comparing AIC or BIC across models). Some researchers who follow this approach include 

Carson and Beeson (2013), Cunnings and Finlayson (2015), Field (2017), Heck et al. (2012), 

and Szarkowska et al. (2021) This is mostly the approach that will be followed in the example 

quasi-experiment described below (which is exploratory in nature). Please refer to Section 

4.2.1 for more details on the model building process. 

 

5. An example quasi-experiment: Comparing t-tests to LMMs 

 In this section, we re-analyze a sample from an eye-tracking study on reading subtitles 

by Szarkowska and Gerben-Morón (2018). The original dataset is available online ([dataset] 

Silva, Orrego-Carmona, and Szarkowska, 2021a). The purpose of this re-analysis is to 

illustrate some of the advantages of LMMs over t-tests (and other popular statistical 

techniques such as ANOVAs) when analyzing eye-tracking data on reading subtitles. We 

provide such illustration by answering the following research question: 

 

RQ. Is there a difference in mean fixation duration between slow (12 cps) and fast (20 

cps) subtitle speeds? 

 

5.1. Research Design 

The original dataset consisted of Polish, English, and Spanish participants. Here, we 

re-analyze data from Polish participants only in a within-subject design. Therefore, although 

the original study used ANOVAs, here we employ t-tests (as there is no between-subject 

variable). The dataset used for t-tests is organized in a typical one-row-per-participant wide 

format (see Figure 1); the dataset used for the LMM analysis is organized in a one-row-per-

subtitle long format (see Figure 2). Therefore, the difference between the datasets (apart from 

the wide and long formats) is that for t-tests all measurements for all subtitles were 

necessarily averaged per participant. Both sets used in our analyses are available online 

([dataset] Silva, Orrego-Carmona, and Szarkowska, 2021a). Below, we provide only the 



 

 

details on research design that are necessary to understand the analyses and results. The 

original study (Szarkowska and Gerber-Morón 2018) includes more information on research 

design and data processing. 

 18 Polish hearing young adults (15 females) with advanced proficiency in English 

watched English-language videos with Polish interlingual subtitles. The materials analyzed 

were two self-contained scenes of similar length from Grace and Frankie (henceforth GF; 

2015, created by Marta Kauffman and Howard J. Morris) and Gilmore Girls (GG; 2000, 

created by Amy Sherman-Palladino), and both were dialogue-heavy and featured two to four 

people engaged in conversation. The subtitles in both clips were deemed comparable in 

overall difficulty (i.e., easy to read; Jasnopis readability index: 1 or 2 out of 7 for all subtitles). 

In a within-subject design, each participant watched both clips at two different speeds: 

the 12-character-per-second (cps) condition (slow speed) and the 20-cps condition (fast 

speed). The dependent variable analyzed was mean fixation duration (i.e., the average, in 

milliseconds, of all fixations in a subtitle [for LMMs] or in all subtitles per participant per 

condition [for t-tests]). To ensure that the clips did not influence the results, they were 

counterbalanced across speeds and the order of presentation of the stimuli was randomized 

using the SMI Experiment Centre. Below, we first analyze the data using a paired-samples t-

test, a more widely employed technique for data analysis; then, we analyze the data using 

LMMs. All data were analyzed using IBM SPSS version 27, and the alpha value was set at 

0.05.  

 

6. Results with a more traditional approach: paired-samples t-tests. 

The descriptive statistics show that the MFD for 12 cps (M = 185.33; SD = 26.35) was 

higher than the MFD for 20 cps (M = 175.69; SD = 26.21). As typically happens with eye-

tracking data (Holmqvist et al. 2011), the dependent variable MFD for 12 cps failed the 

assumption of normality (z score > 1.96); hence, both dependent variables (MFD for 12 cps 

and for 20 cps) were normalized with a log transformation. In answering the research 

question, the t-test found a significant difference in MFD between 12 cps and 20 cps, t(17) = 

2.451, p = 0.025, 95% CI [.008, .102], Cohen’s d = .58, representing a small effect size (see 

Mellinger and Hanson 2017, Chapter 7 for a discussion on effect sizes). Note also that the 

95% CI approximates zero (i.e., it suggests no difference in speed), which reinforces the weak 

effect size found. Put differently, while there was a statistically significant difference between 



 

 

12 cps and 20 cps, this difference was minor (i.e., the time viewers spent fixating on subtitles 

differed only slightly between speeds and might be of little relevance in practice)7.  

 

7. Analyzing the data with linear mixed models  

 

7.1. Fitting the model  

As recommended for exploratory data analysis, the LMM reported here followed a 

minimal-to-maximal-that-improves fit process and used AIC to assess model fit (see 

Appendix S1 at Silva, Orrego-Carmona, and Szarkowska, 2021b), in accordance with 

guidelines suggested by Meteyard and Davies (2020). We started by fitting the random effects 

in a stepwise fashion. First, we entered the intercepts, then intercepts and slopes. 

Nevertheless, to keep this introduction to LMMs simpler, we did not include the next 

recommended step, i.e., the intercept-slope correlations8(see Section 4.2. and 4.3. for the 

importance of and limitations when including such correlations). If certain effects did not 

improve fit (i.e., a considerable decrease in AIC), were deemed redundant, had estimates that 

approximated zero, or caused errors in computation (e.g., failure to converge), they were 

eliminated from the model. After having established the random effects model, the fixed 

effects were added. The final model, reported here, is the model with the lowest AIC that did 

not return any error. Of note, fixed effects that were deemed theoretically essential (see 

below) to the model were not removed, even if non-significant (Baayen, 2008b).  

As mentioned above, the main purpose of this paper is to highlight the advantages of 

LMMs over more traditional statistical techniques. Due to this narrow scope, we do not 

include here all stages of the model-building process, only the final model. The interested 

reader is therefore advised to refer to Appendix S1 (Silva, Orrego-Carmona, and Szarkowska, 

2021b) for the step-by-step model-building process, and to Carson and Beeson (2013), using 

IBM SPSS, and Cunnings and Finlayson (2015), using R (RStudio Team 2021), for 

introductory papers detailing this process. 

 

7.2. Variables included in the model and data analysis 

Regarding fixed effects, both factors and covariates were included in the model, and 

many decisions needed to be made in the process (see Section 8 for some limitations of 

 
7 Effect sizes should always be considered when interpreting results. p values do not indicate the strength of the 

effect and may be affected by factors such as variance and sample size. 
8 See Garson (2020) for more details on intercept-slope correlations. 



 

 

LMMs). The main factor needed to answer the research question was Speed (12 cps and 20 

cps). The factor Clip was also included in the model to account for the possible influence of 

different clips (GF and GG) on MFD. Clip, although suitable as a random effect, was entered 

as a fixed effect because it had fewer than five levels (Bolker 2021; Hajduk 2019; Harrison et 

al. 2018). The factor Line (i.e., one or two lines in the subtitles) was added in the model 

because MFD was expected to be influenced by the number of lines (d’Ydewalle and De 

Bruycker 2007). The interactions Speed*Clip and Speed*Line were also included as fixed 

effects. Speed*Clip allows the model to consider the possibility that MFD varies to different 

extents between clips across speeds; Speed*Line allows the model to consider the fact that the 

number of lines may influence MFD differently across speeds. The subtitle-related covariates 

included in the model were Fixation Count and Number of Words because they were expected 

to explain extra variance in MFD. Of all the fixed effects, only Speed, Clip, and the 

Speed*Clip interaction were considered essential as they were part of the original design and 

research question; hence, they were not removed from the final model irrespective of 

statistical significance and model fit.  

The random effects entered in the model were the intercepts for Participants and 

Subtitles, and the slopes for Speed, Clip, and Line by Participants. Figure 2 above shows the 

structure of the dataset used for the LMM (for the actual data used see [dataset] Silva, Orrego-

Carmona, and Szarkowska, 2021a).  

 The initial dataset consisted of 2409 cases (rows). The dependent variable MFD met 

the assumption of homogeneity of variance (after a visual inspection of histograms and the 

Levene test [p = .157]) but failed the assumption of normality (z > 1.96). A log transformation 

improved the distribution, though insufficiently. Hence, to reduce the skewness, we removed 

all cases below or above 3 SD. This removal resulted in the elimination of 23 cases and a final 

dataset with 2386 cases. The resulting log-transformed MFD dependent variable 

approximated normality with no apparent influential outlier (see Appendix S2 for data 

diagnostics from the final model; Silva, Orrego-Carmona, and Szarkowska, 2021b). Finally, 

all covariates were centered, and hence the intercept corresponds to the grand mean. 

 

7.3. Results 

Table 1 shows the descriptive statistics and number of subtitles (i.e., rows in the 

dataset) by Clip and Speed. It appears that MFD for GG is higher than for GF irrespective of 

the number of lines and speed; also, 2-line and 12-cps subtitles seems to generate higher MFD 

than 1-line and 20-cps subtitles across the table. 



 

 

 

Table 1 

Mean fixation duration by Speed, Clip, and Line. 

Clip Line type (12 cps/20 cps) 12 cps 20 cps 

  M SD M SD 

Grace and Frankie (1,006) 1-line subtitles (252/222) 170.99 47.74 160.54 50.44 

2-line subtitles (295/237) 186.16 51.23 171.35 54.09 

Gilmore Girls (1,380) 1-line subtitles (203/137) 176.75 52.70 166.28 47.16 

2-line subtitles (439/601) 190.51 56.83 184.24 49.08 

Total (2,386)  182.95 53.43 175.24 51.01 

Note. Number of subtitles indicated in brackets. Total averages may differ slightly due to rounding.  

 

  However, the LMM shown in Table 2 does not corroborate the trend illustrated by the 

descriptive statistics. Let us focus on the fixed effects. First, to answer the research question, 

the LMM found no statistically significant difference in Speed (p = 0.125). This lack of 

difference runs counter to the results of the t-test (see Section 6), which found a difference (p 

= 0.025), with the MFD on 20 cps subtitles being lower than on 12 cps subtitles. Put 

differently, when using LMMs, and thus accounting for extra unexplained variance in the data 

(see below), the difference for Speed disappeared. For example, Line and Fixation Count, 

subtitle-related variables that significantly contributed to the model (p < .001), and explained 

additional variance, could only be included in the analysis because of the one-row-per-subtitle 

long format needed in LMMs. 

 

Table 2 

Fixed and random effect estimates for MFD comparing 12 cps and 20 cps. 

Fixed effects 

 Estimate (Std. error) 95 % CI p Cohen’s d 

Intercepta 5.085 (.039) [5.002, 5.168]  < .001  

Speed -.093 (.059) [-.215, .028] .125 0.33 

Clip .040 (.055) [-.075, .155] .477 0.14 

Line .117 (.021) [.074, .160] < .001 0.42 

Speed*Clip .028 (.111) [-.204, .261] .800 0.10 

Fixation Count -.011 (.002) [-.015, -.007] < .001 0.04 

Random effects 

 Variance (Std. error) p ICCb 

Residual .054 (.002) <.001  

Participants (Intercept) .011 (.004) .011 0.1467 

Speed | Participants slope  .004 (.002) .046 0.0542 

Line | Participants slope  .004 (.002) .055 0.0458 

Subtitles intercept .005 (.001) <.001 0.0701 



 

 

Note. Number of data points = 2386; participants = 18. Degrees of freedom estimation: Satterthwaite. Method of 

estimation: REML (see Hajduk 2019 for difference between ML and REML).  
aThe intercept corresponds to the value of log-transformed MFD when all factors are 0 (Speed = 12 cps; Clip = 

GF; Line = 1 line) and Fixation Count is at its grand mean (i.e., 5.45). bICC = intraclass correlation coefficients. 

 

The estimates of the fixed effects offer a more fine-grained interpretation of the 

results. These may be interpreted similarly to the estimates of regression analyses; however, 

as we log-transformed MFD, the interpretation must account for such transformation9. For 

instance, according to the estimate for Speed, the model predicts that MFD decreases (a 

negative estimate) by 8.9% from 12 cps (the reference category) to 20 cps when all other 

predictors are held constant. This decrease is illustrated in Table 1, but according to the 

model, it does not reach statistical significance and has a weak effect size (Cohen’s d = .33).  

Turning to the second part of Table 2, the tests for all random effects were significant 

or approached significance10. Regarding the intercepts, this means that the difference in 

average MFDs for different participants and subtitles was statistically significant. As for the 

slopes (Speed and Line by Participants), the model found that MFD varied differently for 

different participants between the two speeds (12 cps and 20 cps) and number of lines (one or 

two lines). That is, for instance, the decrease (or increase) in MFD between speeds may have 

been greater for some participants than for others. This considerable variation between 

participants and subtitles is highly expected given all the participant- and subtitle-related 

confounding variables – known (see Section 2) and unknown – that may influence the results. 

Still, this variation in the results was at least partly accounted for by the random effects in the 

LMM, thus highlighting the advantages of linear mixed models over fixed-effects-only 

statistical methods. 

The intraclass correlation (ICC) provides a better idea of the extra variation explained 

by the random effects. It describes the proportion of variance explained by the random effects 

after accounting for the fixed effects (see Carson and Beeson 2013; Heck et al. 2012 for how 

to calculate the ICC). As an example, the ICC for the Participants intercept (0.1467) shows 

that this random effect explained an extra 14.67% of variation in the data. Taken together, all 

random effects explain 31.68% of the variation in MFD values that were left unexplained by 

 
9 Because MFD was log-transformed, the estimates must be exponentiated (“UCLA Institute of Digital 

Research” 2021). For instance, the exponentiation of the positive estimate for Clip (.040) is 1.04. This means 

that the model predicts that MFD increases by 4% from GF (the reference category) to GG when all the other 

variables are held constant. For negative estimates, e.g. -.093 for Speed, it is necessary to exponentiate and then 

deduct the result from one. For Speed, this means 1 - 0.911 = 0.089 (8.9%). Except for the intercept, the 

estimates reflect proportions.     
10 In LMMs, p values are usually not very reliable due to the difficulty in estimating degrees of freedom (Baayen 

2008b). Effects whose tests approach significance often contribute to the model and improve fit. 



 

 

the fixed effects. In other words, the random effects in the model reduced statistical error and 

increased the power of the analysis (Meteyard and Davies 2020), leading to more reliable 

results. 

 

8. Conclusions, limitations, and research recommendations 

Researchers conducting eye-tracking studies on subtitling need to bear in mind many 

elements that, if not controlled for, may distort the results. Nevertheless, it may be impossible 

to control for so many variables, not least because many confounding factors remain 

unknown. To address this issue, this paper has made the case for using LMMs in statistical 

analyses in eye-tracking studies on subtitling. 

Overall, the advantage of LMMs over more traditional statistical methods is two-fold. 

First, as it does not rely on aggregated values for participants (or items), the model enables the 

researcher to include participant-related predictors (e.g., L2 proficiency) together with item-

related predictors for every subtitle (e.g., fixation counts, word counts, character counts) or 

every word (e.g., length, frequency) within the subtitles (Baayen 2008a). Second, the random 

effects help account for further unexplained variance in the results.  

 Importantly, linear mixed models are not without limitations (Mellinger and Hanson 

2017). First, LMMs necessitate a large amount of data to attain sufficient power. Meteyard 

and Davies (2020) recommend at least 30-50 participants per condition, and 30-50 items (i.e., 

subtitles) per participant, totalling 900-2500 data points per condition. Second, LMMs must 

meet most of the assumptions of linear regression models: i.e., linearity and no 

multicollinearity; normality and homoscedasticity of residuals (see Mellinger and Hanson 

2017; Meteyard and Davies 2020). Note that the assumption of independence of residuals 

need only be met by the fixed effects, but the inclusion of random effects solves the problem 

of non-independence. Also, random effects can only be included in the model with a 

minimum of five to six levels. These constraints in the number of participants, items, and 

levels of random effects all affect research design. Finally, conducting LMMs analyses 

involves making considerably more choices than with fixed-effects-only statistical techniques. 

This higher number of choices warrants significantly more knowledge and judgement from 

the analyst, requires more (and more informed) decisions from the researcher, and increases 

the chances of statistical error. 

 Given the limitations above, the following recommendations regarding the use of 

LMMs are in order. Studies that produce large sets of data may take advantage of linear 

mixed models. As we have demonstrated, eye-tracking studies on subtitle reading are a clear 



 

 

example of when LMMs might be used, and corpus-based studies could follow a similar 

approach. Any study where data is obtained from multiple items for each participant (e.g., 

questionnaires or other tests) may make use of LMMs (instead of one score per test, the 

researcher would consider one score per individual test item). Furthermore, the data must be 

nested in multiple levels (or grouping factors) or crossed (e.g., when the same items are tested 

across subjects, as in the study reported here; see Section 4). Yet, if random effects are 

entered in the model (e.g., intercepts for participants and subtitles), and they are not 

significant and do not improve model fit, LMMs may not be necessary. In this case, t-tests, 

ANOVAs, and regression analyses may suffice.  
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