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Abstract. Data Envelopment Analysis (DEA) is the most popular mathematical approach to assess efficiency of decision-making 

units (DMUs). In complex organizations, DMUs face a heterogeneous condition regarding environmental factors which affect 

their efficiencies. When there are a large number of objects, non-homogeneity of DMUs significantly influences their efficiency 

scores that leads to unfair ranking of DMUs. The aim of this study is to deal with non-homogeneous DMUs by implementing a 

clustering technique for further efficiency analysis. This paper proposes a common set of weights (CSW) model with ideal point 

method to develop an identical weight vector for all DMUs.  This study proposes a framework to measuring efficiency of complex 

organizations, such as banks, that have several operational styles or various objectives. The proposed framework helps managers 

and decision makers (1) to identify environmental components influencing the efficiency of DMUs, (2) to use a fuzzy equivalence 

relation approach proposed here to cluster the DMUs to homogenized groups, (3) to produce a common set of weights (CSWs) 

for all DMUs with the model developed here that considers fuzzy data within each cluster, and finally (4) to calculate the effi-

ciency score and overall ranking of DMUs within each cluster.  
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1.  Introduction 

Banking system is the pillar of the economy in most 

countries and has a significant role in developing the 

economic and financial systems by mobilizing small 

deposits of people in the household sector and direct-

ing them towards productive uses in the industrial sec-

tors. For example, growth and development of the 

banking industry and financial markets pave the way 

for many organizations to be more innovative by re-

ceiving sufficient finance from the banking sector and 

improving the operational efficiency [1]. Therefore, 

evaluating the performance of the banking system 

helps to achieve higher economic growth [2]. There is 

wide ranging research available that has looked at the 

efficiency of the commercial banking industry [3, 4]. 
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Banks need to boost their efficiency to remain com-

petitive. Analyzing efficiency stimulates the banks to 

move forward by looking at the best performing 

branches [5]. A citation-based systematic literature re-

view on banking sector performance by Ahmad et al. 

[6] demonstrates that studies in this realm widely have 

employed stochastic frontier analysis (SFA) as a para-

metric approach, whereas data envelopment analysis 

(DEA) is prevalent in nonparametric approach to 

measure the banking sector performance and effi-

ciency. For example, recent studies such as Tavana et 

al. [7], Barros and Wanke [5] and Kiani Mavi et al. [8] 

have focused on the efficiency analysis using DEA 

models. 

There are basic assumptions in DEA such as meas-

uring inputs and outputs with real values and definite 
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factors, while in practice the values of inputs and out-

puts might include missing data, judgmental data, 

forecasted data, or generally imprecise data [9]. At-

tributing a crisp value for a judgmental variable is dif-

ficult because of ambiguity, limitations, and complex-

ity of them. To deal with this shortcoming, fuzzy DEA 

models have been developed in which data of inputs/ 

outputs are expressed by fuzzy linguistic variables 

[10]. Hatami-Marbini et al. [11] presented a taxonomy 

and review of the fuzzy DEA methods and presented 

a classification scheme in this regard.  

On the other hand, conventional models of DEA 

split decision-making units (DMUs) into two catego-

ries of efficient DMUs with the efficiency score of 1 

and inefficient DMUs with the efficiency score of a 

value between [0,1). Thus, conventional models do 

not distinct efficient units and cannot rank them. Sev-

eral methods including common set of weights (CSW) 

have been developed to completely rank the efficient 

DMUs in DEA. The flexibility in determining the 

weights by each DMU to maximize its efficiency 

score makes it difficult or even sometimes impossible 

to rank all DMUs based on the efficiency scores espe-

cially when many DMUs obtain the efficiency score 

of one or very close to one which leads to low discrim-

ination among DMUs [12]. Thus, CSW procedure di-

minishes the disbandment of the optimal weights allo-

cated to the input and output variables by each DMU. 

The CSW approach essentially obtains a common 

compromised set of weights in lieu of different sets of 

weights for assessing the efficiency of DMUs, so eval-

uates the efficiency of DMUs with a common set of 

weights. Therefore, DMUs are not allowed to allocate 

different weights to their inputs and outputs. Common 

weight models make it possible to compare and rank 

all DMUs with the same optimal weights [13; 14]. 

Conventional DEA models accept that all DMUs 

are homogenous and operate in a similar operating en-

vironment [8]. However, in real-world situations, dif-

ferent environmental variables should be considered 

in the assessment process. While environmental vari-

ables challenge homogeneity of DMUs, DEA studies 

have paid relatively less attention to them. Atha-

nassopoulos [15] points out that while bank branches 

are similar in the operations, they meet different envi-

ronments in the market. Therefore, not considering the 

factors outside the control of branch manager will re-

duce their efficiency score in the performance evalua-

tion plan. So, factors that make branches different 

should be taken into account and similar branches 

should be clustered to achieve homogeneous sets. 

Then, performance evaluation of DMUs should take 

place to the homogeneous set of DMUs. In addition, 

to deal with the high number of decision makers and 

performance criteria which cause higher complexity 

and vagueness of decision-making process, clustering 

of DMUs is essential [16]. Overall, clustering and 

DEA are integrated to each other via two different ap-

proaches. First, the results of clustering are integrated 

to the classification resulted from DEA to create sev-

eral reference subsets from the initial reference set of 

DMUs. Second, the efficiency score of a DMU is not 

defined by the peer group, but it is defined by an effi-

cient subset of the same peer subset. Subsequently, 

this method reaches multiple homogeneous subsets by 

measuring similarity among units, thus, every DMU is 

compared with its peers in the given subset [17]. 

Considering the above-mentioned issues, this study 

contributes to the existent literature by providing a 

new mathematical model to resolve them. Therefore, 

major contributions of this paper are as follows: 

• This paper proposes a novel common weight 

model based on ideal point method (CSW-IP) un-

der the fuzzy environment to overcome the prob-

lems of ranking efficient DMUs and fuzzy data al-

together. 
• The proposed approach can easily define the best 

performing DMU while traditional DEA models 

are not able to do so.  
• This study identifies the environmental factors that 

influence the efficiency of bank branches. Then, 

the efficiency of bank branches in each cluster is 

measured utilizing the proposed model to provide 

more realistic results.  
The remainder of this paper is organized as follows. 

Section 2 reviews the literature of DEA and clustering 

method. Section 3 presents the proposed CSW-F-IP 

model. Section 4 illustrates a real case to show the ap-

plicability of the proposed model. Section 5 discusses 

the advantages of the proposed approach. Finally, con-

clusion and direction for future studies are drawn in 

Section 6. 

2.  Literature review 

2.1. Non-Homogeneity among DMUs in Efficiency 

Analysis 

Data envelopment analysis (DEA) is a technique to 

evaluate the relative efficiency of a set of homogene-

ous decision-making units (DMUs). Homogeneity 

means that all DMUs utilize the same inputs to gener-

ate the same outputs in different amounts from one 

DMU to another [18]. For example, manufacturing 

plants in the same industry as DMUs might not all 
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utilize similar inputs to produce the same products. 

Fair comparison of DMUs in terms of efficiency anal-

ysis in the absence of homogeneity is an issue for real 

world situations [19]. By homogeneity, all DMUs 

must obey three conditions: first, DMUs should exe-

cute the same processes; second, their efficiency 

should be evaluated by the same input and output var-

iables means that DEA model applies equally to all 

DMUs; third, all DMUs operate within the same envi-

ronment under the same conditions [20]. However, in 

real world practice, these hypothetical assumptions are 

not always applied. Undoubtedly, to compare perfor-

mance of two bank branches in different cities, deci-

sion makers will face environmental heterogeneity 

that should be considered as an environmental variable, 

which reveals economic, societal, political, environ-

mental, legal, and cultural differences among different 

environments. For example, Dyson et al. [21] and Ath-

anassopoulos [15] have emphasized on the environ-

mental variables especially at service sectors in which 

identification, definition, and evaluation of these vari-

ables are far more difficult. Heterogenous preferences 

in group decision making problems may also stem 

from decision makers. Chen et al. [22] reviewed three 

types of fusion approaches addressed the integrating 

and aggregating the heterogenous preference struc-

tures. Despite successfully identification of hetero-

genous variables in terms of environmental differ-

ences among DMUs, accuracy of the inputs and out-

puts and efficiency scores is not guaranteed. This issue 

is more important when decision makers should ex-

press their opinion on variables, which adds a new het-

erogeneity to the model [22].  

A variety of DEA-based techniques have been de-

veloped to handle different environmental conditions. 

Haas and Murphy [23] mentioned two approaches to 

manage non-homogeneity among DMUs. The first ap-

proach is to partition DMUs into homogeneous clus-

ters. The second approach is to accommodate for non-

homogeneity. Saen et al. [24] used analytic hierarchy 

process (AHP) chance-constrained DEA for calculat-

ing the relative efficiency of slightly non-homogene-

ous DMUs. Cook et al. [25] proposed hierarchical 

DEA to handle the non-homogeneity of DMUs by 

measuring efficiency at multiple levels. They deliv-

ered a technique for modifying the ranking of DMUs 

at one level to account for the rankings obtained by the 

groups (which these DMUs belong to) at a higher level. 

It should be noted that they classified non-homogene-

ous DMUs into different groups and evaluated them in 

different models. A two-step process is commonly 

used to manage the non-homogeneity issue in DEA 

[26; 23].  DEA efficiency values are obtained in the 

first step, then in the second step, other sources of non-

homogeneity that were not considered in the original 

modeling are taken into account to regress the DEA 

efficiency scores. When environmental factors cause 

non-homogeneity, they are considered in a single 

model as non-discretionary inputs. Therefore, differ-

ent reference sets are defined to discriminate DMUs in 

different environments [28]. In DEA, the approaches 

used to deal with non-homogeneity, are classified as 

the (i) frontier separation, (ii) all in-one, (iii) two-stage, 

(iv) environmental harshness index approaches [29]. 

Although DEA models with non-discretionary factors 

such as distinguishing the internal and externa non-

discretionary variables [30] have been developed, 

there is no generally accepted approach for reflecting 

non-discretionary variables in DEA models. Therefore, 

this study classifies DMUs based on non-discretionary 

variables then evaluate them with DEA. 

2.2. Clustering 

Clustering is a subset of multivariate statistical 

techniques that finds hidden patterns in a set of data. 

It divides a set of data (operating units) into different 

subsets during the process of grouping them according 

to pre-defined criteria so that similar objects are 

grouped in a distinct cluster. Clustering is usually done 

by maximizing the similarity of objects within each 

cluster [31; 32]. 

Generally, clustering methods are divided into the 

following groups: hierarchical clustering, mixture-

model clustering, learning network clustering, objec-

tive-function-based clustering, partition clustering, 

distance-based clustering, spectral clustering, kernel-

based clustering, and graph-based clustering [17; 32]. 

Distance-based algorithms are the most common algo-

rithms that minimize the overall dissimilarity of ob-

jects. They make an initial cluster and then use a re-

peating movement technique to maximize the overall 

similarity of objects within clusters or minimize the 

overall dissimilarity by transferring the objects from 

one cluster to the other cluster. The most common 

methods used for this type of clustering includes K-

means, fuzzy C-means (FCM), Possibilistic C-means 

(PCM) and fuzzy equivalence relation (FEC) [17; 32] 

which C-means algorithm is the most practical ap-

proach. In this algorithm, the number of clusters 

should be pre-identified and the results of classifica-

tion significantly rely on the selection of the threshold 

values. The issue for decision makers is the difficulty 

of judgment about the classification when they have 

limited information. Identifying the number of 
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intended clusters in FCM method is difficult. To de-

crease the complication of calculations, fuzzy cluster-

ing method is more appropriate when uses equivalence 

relation for dividing DMUs of a large set into multiple 

smaller sets. Due the existence of ambiguity and limi-

tations of data or complexity of decision-making fac-

tors, doing relative preferences with crisp numerical 

values might lead to inaccurate results. In contrast, 

modelling linguistic variables with fuzzy sets can flex-

ibly express the relative preferences of decision mak-

ers. Therefore, clustering with fuzzy equivalence rela-

tion (FEC) has been considered as a method which 

provides more appropriate classification results, and 

also solves the problem of clusters’ overlapping by ap-

plying max-min transitive closure approach [28]. 

Samoilenko and Osei-Bryson [23] and Paradi et al. 

[34] integrated DEA with clustering including. 

 

2.2.1. Fuzzy Equivalence Relation (FEC) Algorithm 

Fuzzy equivalence relation method supposes that a 

system comprises a group of criteria  𝐶 =
(C1, C2, … , 𝐶m) , and especial mutual relations are 

identified to modelling with mathematical relations. 

We consider a group of experts (executives or manag-

ers) who have a substantial role in establishing strat-

egy map for an organization and are knowledgeable 

about criteria, alternatives, and their influence on the 

goal, in order to evaluate alternatives against criteria. 

After gathering experts’ evaluations, all matrices are 

aggregated as an average matrix. Therefore, the solu-

tion procedure of Wang [33] is extended with this 

point of view: 

Step 1. Determine decision objective. Identify the 

relevant criteria to evaluate the pros and cons of alter-

natives to ensure the goal is achieved. A group of ex-

perts, 𝐾 , should be formed to evaluate alternatives 

against the criteria to achieve the goal.  

Step 2. Generate the initial direct influence matrix. 

Measuring the influence of each alternative against the 

criteria requires designing a comparison scale, for ex-

ample, seven levels of influence as 1 (very low), 2 

(low), 3 (between low and medium), 4 (medium), 5 

(between medium and high), 6 (high), and 7 (very 

high) influence. An initial direct influence matrix 𝐴 is 

a matrix constructed by the pairwise comparisons 

done by the expert 𝑘 , in which 𝑎𝑗𝑖  is the extent to 

which the alternative j is evaluated against the crite-

rion (variable) 𝑖 in order to achieve the goal, i.e. 𝐴𝑘 =
[𝑎𝑗𝑖]𝑛×𝑚. 

Step 3. Convert the linguistic terms into fuzzy lin-

guistic scale and transform them into fuzzy numbers 

as shown in Table 1. 

 
Table 1. The linguistic terms and corresponding fuzzy numbers 

Fuzzy  
numbers 

Symbol 
Linguistic 
terms 

Influence 
level 

(0, 0, 0.2) VL Very low 1 
(0, 0.2, 0.4) L Low 2 

(0.2, 0.4, 0.5) BLM 
Between low and 

medium 
3 

(0.4, 0.5, 0.6) M Medium 4 

(0.5, 0.6, 0.8) BMH 
Between medium 

and high 
5 

(0.6, 0.8, 1) H High 6 
(0.8, 1, 1) VH Very high 7 

 

Step 4. Completing step 3 leads to 𝐾 fuzzy initial 

direct influence matrices shown by �̃�𝑘 , 𝑘 =

{1, 2, … , 𝐾}  in which �̃�𝑖𝑗
𝑘 = (𝑎𝑙𝑗𝑖

𝑘 , 𝑎𝑚𝑗𝑖
𝑘 , 𝑎𝑟𝑗𝑖

𝑘 )  is the 

fuzzy preferences of the alternatives against the crite-

ria specified by the decision maker 𝑘. The average of 

preferences is calculated by (1) [35] as: 

�̃� =
𝐴1⊕𝐴2…⊕𝐴𝑘

𝐾
   (1) 

Here, a preliminary of mathematics of fuzzy num-

bers is presented [33]: 

Definition 1. A triangular fuzzy number (TFN) is 

described as a triplet (a𝑙, am, a𝑟). If Ã is a TFN, its 

membership function is defined as (2). 

𝑓Ã(𝑋) =

{
 
 

 
 
1         ,            𝑥 = 𝑎𝑚,     
𝑥−𝑎𝑙

𝑎𝑚−𝑎𝑟
  ,    𝑎𝑙 ≤ 𝑥 < 𝑎𝑚 ,    

𝑎𝑟−𝑥

𝑎𝑟−𝑎𝑚
 ,   𝑎𝑚 < 𝑥 ≤ 𝑎𝑟 ,    

0          ,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒. }
 
 

 
 

 (2) 

Assume Ã and B̃ are two TFNs shown by the triplet 

(al, am, ar) and (bl, bm, br) respectively. Fuzzy arith-

metic operations on Ã and B̃ is as (3-6): 

�̃� + �̃� = (al, am, ar) + (bl, bm, br) = (al +
bl, am + bm, ar + br)   (3) 

�̃� − �̃� = (al, am, ar) − (bl, bm, br) = (al −
br, am − bm, ar − bl)   (4) 

�̃� × �̃� = (al, am, ar) × (bl, bm, br) = (al ×
bl, am × bm, ar × br)   (5) 

𝐴

�̃�
=

(al,am,ar)

(bl,bm,br)
= (

al

br
,
am

bm
,
ar

bl
)  (6) 

where al, am, and ar are real values and al < am <
ar. 

Step 5. Let �̃�𝑖 = (𝑋𝑖1, 𝑋𝑖2, … , 𝑋𝑖𝑛) denotes 𝑖th (𝑖 =
1,2, … ,𝑚) sequence comprising of n TFNs. Assume 

𝐷 indicates a data matrix constructed of 𝑚 fuzzy se-

quences; so that, 

𝐷 = [�̃�𝑖𝑞]𝑚×𝑛 
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in which 𝑖 shows the sequence index and 𝑞 points 

at the fuzzy number index. 

Step 6. Considering the data matrix 𝐷, the fuzzy bi-

nary relation between any two fuzzy sequences is de-

fined as follows: 

Assume �̃�𝑖𝑞 = (𝑥𝑖𝑞𝑙 , 𝑥𝑖𝑞𝑚, 𝑥𝑖𝑞𝑟)  is a triangular 

fuzzy number 𝑖 = 1,2, … ,𝑚; 𝑞 = 1,2, … , 𝑛 . Upper 

and lower bounds of 𝑞th TFN of all sequences in ma-

trix 𝐷  are defined by �̃�𝑞
+ = (𝑡𝑞𝑙

+ , 𝑡𝑞𝑚
+ , 𝑡𝑞𝑟

+ )  and �̃�𝑞
− =

(𝑡𝑞𝑙
− , 𝑡𝑞𝑚

− , 𝑡𝑞𝑟
− ), respectively, where 

𝑡𝑞𝑙
+ = max

𝑖
{𝑥𝑖𝑞𝑙}, 𝑡𝑞𝑚

+ = max
𝑖
{𝑥𝑖𝑞𝑚}, 𝑡𝑞𝑟

+ =

max
𝑖
{𝑥𝑖𝑞𝑟}    (7) 

𝑡𝑞𝑙
− = min

𝑖
{𝑥𝑖𝑞𝑙}, 𝑡𝑞𝑙

− = min
𝑖
{𝑥𝑖𝑞𝑚}, 𝑡𝑞𝑙

− = min
𝑖
{𝑥𝑖𝑞𝑟}

     (8) 

𝑖 = 1,2, … ,𝑚;      𝑞 = 1,2, … , 𝑛. 
Step 7. Binary relation between fuzzy sequences �̃�𝑖 

and �̃�𝑗 is described by 𝑅 = {((𝑖, 𝑗), 𝜇𝑅(𝑖, 𝑗))}. There-

fore, the membership 𝜇𝑅(𝑖, 𝑗)  which represents the 

similarity between sequence �̃�𝑖 and sequence �̃�𝑗 is de-

fined as (9). 

𝜇𝑅(𝑖, 𝑗) = [
1

𝑛
∑ (

𝑑(�̃�𝑞
+,�̃�𝑞

−)−|𝑑(�̃�𝑖𝑞,�̃�𝑗𝑞)|

𝑑(�̃�𝑞
+,�̃�𝑞

−)
)𝑛

𝑞=1 ]
2

 (9) 

where 

𝑑(�̃�𝑞
+, �̃�𝑞

−) = ∫ ((�̃�𝑞
+ − �̃�𝑞

−)
𝛼

𝐿
+ (�̃�𝑞

+ −
1

0

�̃�𝑞
−)

𝛼

𝑈
) 𝑑𝛼 =

(𝑡𝑞𝑙
+−𝑡𝑞𝑟

− )+2(𝑡𝑞𝑚
+ −𝑡𝑞𝑚

− )+(𝑡𝑞𝑟
+ −𝑡𝑞𝑙

− )

2
 (10) 

and 

𝑑(�̃�𝑖𝑞 , �̃�𝑗𝑞) = ∫ ((�̃�𝑖𝑞 , �̃�𝑗𝑞)𝛼
𝐿
+

1

0

(�̃�𝑖𝑞 , �̃�𝑗𝑞)𝛼
𝑈
) 𝑑𝛼 =

(𝑥𝑖𝑞𝑙−𝑥𝑗𝑞𝑟)+2(𝑥𝑖𝑞𝑚−𝑥𝑗𝑞𝑚)+(𝑥𝑖𝑞𝑟−𝑥𝑗𝑞𝑙)

2
 

     (11) 

Because 𝑅  meets reflexive and symmetric condi-

tions, i.e. 𝜇𝑅(𝑖, 𝑗) = 1 and 𝜇𝑅(𝑖, 𝑗) = 𝜇𝑅(𝑗, 𝑖), respec-

tively, therefore, the fuzzy binary relation R will be 

fuzzy compatible relation. 

Definition 2. In the 𝑛 × 𝑛 fuzzy relation matrix =
[𝑟𝛼(𝑖, 𝑗)]𝑛×𝑛 , 0 ≤ 𝑟𝛼(𝑖, 𝑗) ≤ 1 represents the relation-

ship between two sequences 𝑖 and 𝑗, and 0 ≤ 𝑖, 𝑗 ≤ 𝑛. 

Matrix 𝐴  is reflexive, if 𝑟𝛼(𝑖, 𝑗) = 1  for 0 ≤ 𝑖 ≤ 𝑛 ,  

and it is symmetric, if 𝑟𝛼(𝑖, 𝑗) = 𝑟𝛼(𝑗, 𝑖). The matrix A 

is named max-min transitive, if 𝑟𝛼(𝑖, 𝑗) ≥
𝑚𝑎𝑥𝑘min (𝑟𝛼(𝑖, 𝑘), 𝑟𝛼(𝑘, 𝑗)). 

Definition 3. When a fuzzy relation matrix satisfies 

both reflexive and symmetric conditions, then it will 

be a fuzzy compatible matrix. 

Definition 4. A fuzzy equivalence matrix is a fuzzy 

compatible matrix which meets max-min transitive. 

Step 8. 𝑅 will be reflexive and symmetric but might 

not be transitive. Therefore, 𝑅  is just a fuzzy 

compatible relation, not a fuzzy equivalence relation. 

When fuzzy compatible relation is used to clustering, 

fuzzy data sequences might have some overlaps. To 

remove the overlap, the compatible relation must be 

converted into a fuzzy equivalence relation by an ap-

proach such as max–min transitive closure. the max–

min transitive closure 𝑅∗ of 𝑅 is presented as (12-13): 

𝜇𝑅2(𝑖, 𝑗) = 𝑚𝑎𝑥min
𝑘
[𝜇𝑅(𝑖, 𝑘), 𝜇𝑅(𝑘, 𝑗)]  (12) 

𝜇𝑅𝑛(𝑖, 𝑗) = 𝑚𝑎𝑥min
𝑘
[𝜇𝑅𝑛−1(𝑖, 𝑘), 𝜇𝑅(𝑘, 𝑗)](13) 

and 

𝜇𝑅∗(𝑖, 𝑗) = max
𝑘≥1

𝜇𝑅𝑘(𝑖, 𝑗),      ∀𝑖, 𝑗. 

Integrating above-mentioned relations, leads to the 

revised 𝑅∗ and 𝑅𝑛: 

𝜇𝑅𝑛(𝑖, 𝑗) ≥ 𝜇𝑅∗(𝑖, 𝑗) ; so that, 𝑅∗ ⊆ 𝑅𝑛  derived by 

following definitions if 𝜇𝑅𝑛(𝑖, 𝑗) ≥
𝑚𝑎𝑥min

𝑘
[𝜇𝑅𝑛−1(𝑖, 𝑘), 𝜇𝑅(𝑘, 𝑗)],   ∀𝑖, 𝑗. 

Definition 5. An 𝑛 × 𝑛 fuzzy relation matrix 𝐵 =

[𝑟𝛽(𝑖, 𝑗)]𝑛×𝑛
 contains the matrix A, indicated as 𝐴 ⊆

𝐵, where 𝑟𝛼(𝑖, 𝑗) ≤ 𝑟𝛽(𝑖, 𝑗) for all 𝑖, 𝑗. 

Definition 6. When a fuzzy equivalence matrix 𝐵 

contains a fuzzy compatible matrix 𝐴 and is included 

by any fuzzy equivalence matrix that contains 𝐴, then 

it is called the equivalence closure. 

Step 9. In addition, 𝑅∗ , based on 𝑅  and meeting 

transitive condition, is a fuzzy equivalence relation. 

With 𝑅∗ and a threshold value, 𝜆, linguistic data se-

quences are clustered into clusters. Therefore, after 

obtaining 𝑅∗, the appropriate threshold value 𝜆 should 

be identified. Furthermore, 𝑅𝑛  can replace for 𝑅∗  in 

clustering. 

Definition 7. Suppose that  𝑅𝜆
∗ is a binary relation 

on S. 𝑅𝜆 can be defined as 𝑅𝜆 = {(𝑥, 𝑦)|𝑟(𝑥, 𝑦) ≥
𝜆,   ∀𝑥, 𝑦 ∈ 𝑆}, where 0 ≤ 𝜆 ≤ 1. 

According to definition 7, 𝑅∗ = {(𝑖, 𝑗)|𝜇𝑅∗(𝑖, 𝑗) ≥
𝜆} and 0 ≤ 𝜆 ≤ 1. By 𝑅𝜆

∗, the clustering guideline is 

presented as follow. 

If 𝜇𝑅∗(𝑖, 𝑗) ≥ 𝜆, then 𝑖th sequence and 𝑗th sequence 

belong to a same cluster; otherwise, the two sequences 

will be members of two separate clusters. 

Because 𝑅∗ is a fuzzy equivalence relation, then 𝑅𝜆
∗ 

is an equivalence relation. As 𝜆 = 0, 𝑅𝜆
∗ classifies 𝑚 

fuzzy data sequences into the same cluster. In contrast, 

when 𝜆 = 1, normally 𝑅𝜆
∗ classifies 𝑚 fuzzy data se-

quences into 𝑚 separate clusters. A validation index 

(VI) is calculated to identify the appropriate value of 

𝜆. 

Definition 8. A cluster of 𝑆 shows a group of sepa-

rate subsets, like {𝑆1, 𝑆2, … , 𝑆𝑛}, in a way that the un-

ion of these subsets comprises the entire set 𝑆. In other 

words, 𝑆1 ∪ 𝑆2 ∪ …∪ 𝑆𝑛 = 𝑆 and 𝑆𝑖 ∪ 𝑆𝑗 = ∅, ∀𝑖 ≠ 𝑗 . 
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Definition 9. Assume that 𝑃𝑅𝜆 is a cluster of 𝑆 re-

sulted from an equivalence relation 𝑅𝜆. Define the el-

ements 𝑥, 𝑦 ∈ 𝑆 to be in a subset 𝑆𝑖  of 𝑆 as (𝑥, 𝑦) ∈
𝑅𝜆, and 𝑆𝑖 ∈ 𝑃𝑅𝜆. 

Step 10. According to the validation index of parti-

tion 𝑃𝑅𝜆
∗  (for different 𝜆s), the best cluster is defined 

as 

𝑉𝐼 = 𝑚𝑎𝑥 ∑ ∑ (𝛼(𝑖, 𝑗) × 𝜇𝑅∗(𝑖, 𝑗) +
𝑚
𝑗=1(𝑖≠𝑗)

𝑚
𝑖=1

(1 − 𝛼(𝑖, 𝑗)) × (1 − 𝜇𝑅∗(𝑖, 𝑗)))  (14) 

where 

𝛼(𝑖, 𝑗) =

{
1,                                        𝑖𝑓 𝑖, 𝑗 ∈ �́� ∈ 𝑃𝑅𝜆

∗ ,

0,     𝑖𝑓𝑖 ∈ �́�, 𝑗 ∈ �́́�, �́�, �́́� ∈ 𝑃𝑅𝜆
∗  𝑎𝑛𝑑 �́� ≠ �́́�.

  (15) 

 

Partitioning data results in inter-cluster (between 

clusters) and intra-cluster (within cluster) relations. 

Normally, a specific clustering is preferred to the other 

one when it has a low inter-cluster relation and a high 

intra-cluster relation [33]. It is clear that when the 

number of data rises, the number of clusters increases 

which brings more inter-cluster and intra-cluster rela-

tions. Validation index considers these two relations 

and a higher validation index shows a better partition-

ing which means a higher intra-cluster relation be-

tween objects and a lower inter-cluster relation be-

tween objects. There is no upper bound for validation 

indices and they rise by the number of objects.  

2.3. Data Envelopment Analysis (DEA) 

Data Envelopment Analysis (DEA) is a non-para-

metric fractional mathematical programming ap-

proach which divides the weighted sum of outputs by 

the weighted sum of inputs to measure the relative ef-

ficiency of a homogeneous group of decision-making 

units. Primarily, DEA is run to compare the relative 

efficiency of a group of homogeneous set of decision-

making units and implemented in many contexts such 

as airports, hospitals, university departments, schools, 

industries and sectors, banks, products and services, 

and technologies [36; 8]. 

 

2.3.1. The CCR Model 

Consider a group of 𝑛  DMUs where each 

𝐷𝑀𝑈𝑗 , ( 𝑗 = 1,… . . , 𝑛)  generates 𝑠  different outputs 

utilizing 𝑚  different inputs that are denoted by 

𝑦𝑟𝑗 , (𝑟 = 1,… , 𝑠)  and 𝑥𝑖𝑗 , (𝑖 = 1,… . . , 𝑚)   respec-

tively. We assume 𝑥𝑖𝑗  and 𝑦𝑟𝑗  are all positive [37]. 

For every 𝐷𝑀𝑈𝑗  under evaluation, the efficiency 

score 𝐸𝑗 can be calculated by the CCR input oriented 

multiplier model (16):  

𝑀𝑎𝑥 𝐸𝑗 =∑𝑢𝑟𝑦𝑟𝑜

𝑠

𝑟=1

 

Subject to:    (16) 

∑𝑢𝑟𝑦𝑟𝑗

𝑠

𝑟=1

−∑𝑣𝑖𝑥𝑖𝑗

𝑚

𝑖=1

≤ 0,          𝑗 = 1,2, … , 𝑛. 

∑𝑣𝑖𝑥𝑖𝑜

𝑚

𝑖=1

= 1 

𝑢𝑟 ≥ 0,  𝑣𝑖 ≥ 0, 𝑟 = 1,… , 𝑠, 𝑖 = 1,… ,𝑚. 
where  

𝑗 = Number of decision-making units (DMUs)  

𝑖 = Number of inputs used by the DMUs 

𝑟 = Number of outputs generated by the DMUs 

𝐷𝑀𝑈𝑗  = 𝑗th decision-making unit 

𝐸𝑗 = Efficiency score of 𝐷𝑀𝑈𝑗  

𝑦𝑟𝑗  = Amount of output 𝑟 generated by 𝐷𝑀𝑈𝑗  

𝑥𝑖𝑗  = Amount of input 𝑖 used by 𝐷𝑀𝑈𝑗  

𝑢𝑟= Weight assigned to the output 𝑟 

𝑣𝑖= Weight assigned to the input 𝑖 
 

The conventional DEA models such as CCR, need 

exact (crisp) values for inputs and outputs; however, 

crisp data might not always be attainable in real-world 

situations. Sometimes in real settings, inputs and out-

puts contain missing data, judgmental data, or predic-

tive data or imprecise and vague data. One way to 

manage uncertain input and output data is to use fuzzy 

numbers to extend DEA models [38; 39; 40]. 

2.3.2. Common Set of Weights (CSW) 

As CCR model calculates different set of weights 

for each DMU to maximize its relative efficiency, thus 

ranking efficient DMUs is not possible with this 

model. Scholars solved this problem using various 

methods [41] and it is noteworthy that one of the most 

popular techniques for assessing and ranking efficient 

DMUs is common set of weights (CSW) technique 

[42]. Different common weight models are developed 

including maximizing the efficiency score of the set of 

efficient DMUs using CWA-methodology [41], utiliz-

ing an auxiliary vector to transform the multi-objec-

tive fractional linear programming (MOFP) [43], re-

gression analysis and nonlinear regression models 

[14], considering ideal and anti-ideal DMUs ([7;44]), 

goal programming (GP) [45; 46; 47], compromise pro-

gramming [48], and displaced ideal methodology [49]. 
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2.3.3. Ideal Point Method 

Definition 10. The (virtual) ideal DMU is a DMU 

that its inputs are at the minimum level and its outputs 

are at the maximum level among all of the DMUs. The 

ideal DMU is shown with 𝐷𝑀𝑈̅̅ ̅̅ ̅̅ ̅ = (�̅�, �̅�) then �̅�𝑖 =

min{𝑥𝑖𝑗|𝑗 = 1,… , 𝑛} , (𝑖 = 1,… ,𝑚) 𝑎𝑛𝑑 �̅�𝑟 =

max{𝑦𝑟𝑗|𝑗 = 1,… , 𝑛} , (𝑟 = 1, … , 𝑠). Here �̅�  denotes 

the inputs and �̅� denotes the outputs of the ideal DMU. 

The prominent feature of the ideal point method com-

pared to the others, is that it is always feasible [50]. 

Then, the CSW-IP model [44] is as (17). 

 

𝑀𝑖𝑛  ∑[∑𝑣𝑖𝑥𝑖𝑗

𝑚

𝑖=1

−∑𝑣𝑖�̅�𝑚𝑖𝑛

𝑚

𝑖=1

]

𝑛

𝑗=1

+∑[∑𝑢𝑟�̅�𝑚𝑎𝑥

𝑠

𝑟=1

−∑𝑢𝑟𝑦𝑟𝑗

𝑠

𝑟=1

]

𝑛

𝑗=1

 

Subject to:    (17) 

∑𝑣𝑖𝑥𝑖𝑗

𝑚

𝑖=1

−∑𝑢𝑟𝑦𝑟𝑗

𝑠

𝑟=1

≥ 0,             𝑗 = 1,2, … , 𝑛 

∑𝑣𝑖 �̅�𝑚𝑖𝑛

𝑚

𝑖=1

= 1, ∑𝑢𝑟�̅�𝑚𝑎𝑥

𝑠

𝑟=1

= 1,  

𝑣𝑖 , 𝑢𝑟 ≥ 𝜀 > 0, 𝑖 = 1,… . ,𝑚, 𝑟 = 1,… . , 𝑠. 

 

3. An Alternative Fuzzy CSW Considering the 

Ideal Point 

From among different types of fuzzy numbers, tri-

angular fuzzy numbers (TFNs) are more popular. In 

the sequel, the values of inputs and outputs of DMUs 

will be triangular fuzzy numbers. 

In the simplest situation where there are one input 

and one output, the efficiency frontier of fuzzy CCR 

model will be as Figure 1. In Figure 1.a, the DMU con-

sumes fuzzy input �̃� = (𝑥𝑙 , 𝑥𝑚, 𝑥𝑢)  to produce 𝑦𝑜 . 

When the input 𝑥𝑜 is a crisp value and output of the 

DMU is �̃� = (𝑦𝑙 , 𝑦𝑚, 𝑦𝑢), the efficiency frontier will 

be as Figure 1.b. 

 

 

a. Input is fuzzy b. Output is fuzzy 
Figure 1. Efficiency frontier of fuzzy CCR 

 

In Figure 2, the vertical axis shows the weighted 

sum of 𝑠 outputs and the horizontal axis depicts the 

weighted sum of 𝑚 inputs. Line “𝑂�́�” is an ideal line 

(frontier) representing that all the DMUs on this fron-

tier satisfy the constraint of the weighted sum of s out-

puts equals to the weighted sum of m inputs. For a 

given set of weights 𝑢𝑟 , (𝑟 = 1,… , 𝑠)  and  𝑣𝑖 , (𝑖 =
1,… ,𝑚), the gap between points 𝑀 and ideal point is 

∑ 𝑣𝑀𝑥𝑀𝑗
𝑛
𝑗=1 − ∑ 𝑣𝑀�̅�𝑚𝑖𝑛

𝑛
𝑗=1 on the horizontal axis and 

∑ 𝑢𝑀�̅�𝑚𝑎𝑥
𝑛
𝑗=1 − ∑ 𝑢𝑀𝑦𝑀𝑗

𝑠
𝑟=1  on the vertical axis. like-

wise, for points 𝑁 and 𝐿, the gaps will be calculated.  

 

 
Figure 2. Gap analysis for DMUs below the virtual ideal DMU 

 
The objective is to calculate an optimal set of 

weights 𝑢𝑟
∗(𝑟 = 1,… , 𝑠) and 𝑣𝑖

∗(𝑖 = 1,… ,𝑚)  so that 

all DMUs below the ideal frontier could be as close to 

their ideal point (𝐷𝑀𝑈̅̅ ̅̅ ̅̅ ̅) on the ideal frontier, as possi-

ble. In other words, implementing the optimal weights 

will minimize the total gaps between all DMUs and 

the ideal point. 

𝑂 

𝐷𝑀𝑈̅̅ ̅̅ ̅̅ ̅ 

𝐷𝑀𝑈𝑀 
𝐷𝑀𝑈𝑁 

𝐷𝑀𝑈𝐿  

𝑂𝑢𝑡𝑝𝑢𝑡 

𝐼𝑛𝑝𝑢𝑡 

�́� 

𝑥𝑙  𝑥𝑚  𝑥𝑢 

𝑦 

�̃� 

𝑦𝑜 

𝑦𝑢 

𝑦𝑚 

𝑦𝑙  

�̃� 

𝑥 𝑥𝑜  
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Therefore, the common weight model using ideal 

point method with fuzzy inputs and outputs (CSW-F-

IP) is proposed as (18): 

𝑀𝑖𝑛∑[∑𝑣𝑖 �̃�𝑖𝑗

𝑚

𝑖=1

−∑𝑣𝑖 �̅̃�𝑚𝑖𝑛

𝑚

𝑖=1

]

𝑛

𝑗=1

+∑[∑𝑢𝑟 �̅̃�𝑚𝑎𝑥

𝑠

𝑟=1

−∑𝑢𝑟�̃�𝑟𝑗

𝑠

𝑟=1

]

𝑛

𝑗=1

 

Subject to:    (18) 

∑𝑣𝑖 �̃�𝑖𝑗

𝑚

𝑖=1

−∑𝑢𝑟�̃�𝑟𝑗

𝑠

𝑟=1

≥ 0̃,             𝑗 = 1,2, … , 𝑛 

∑𝑣𝑖 �̅̃�𝑚𝑖𝑛

𝑚

𝑖=1

= 1̃, ∑𝑢𝑟 �̅̃�𝑚𝑎𝑥

𝑠

𝑟=1

= 1̃,  

𝑣𝑖 , 𝑢𝑟 ≥ 𝜀 > 0, 𝑖 = 1,… . ,𝑚, 𝑟 = 1,… . , 𝑠. 

Where, ‘ ̃ ’ indicates the fuzziness. Now let replace 

�̃�𝑖𝑗  with (𝑥𝑖𝑗
𝑙 , 𝑥𝑖𝑗

𝑚, 𝑥𝑖𝑗
𝑢 ), �̃�𝑟𝑗  with (𝑦𝑟𝑗

𝑙 , 𝑦𝑟𝑗
𝑚 , 𝑦𝑟𝑗

𝑢 ),  �̅̃�𝑚𝑖𝑛  

with (𝑥𝑚𝑖𝑛
𝑙 , 𝑥𝑚𝑖𝑛

𝑚 , 𝑥𝑚𝑖𝑛
𝑢 ),  and �̅̃�𝑚𝑎𝑥  with 

(𝑦𝑚𝑎𝑥
𝑙 , 𝑦𝑚𝑎𝑥

𝑚 , 𝑦𝑚𝑎𝑥
𝑢 ). 

 

              𝑀𝑖𝑛∑[∑(𝑣𝑖𝑥𝑖𝑗
𝑙

𝑚

𝑖=1

, 𝑣𝑖𝑥𝑖𝑗
𝑚, 𝑣𝑖𝑥𝑖𝑗

𝑢 )

𝑛

𝑗=1

−∑(𝑣𝑖�̅�𝑚𝑖𝑛
𝑙

𝑚

𝑖=1

, 𝑣𝑖�̅�𝑚𝑖𝑛
𝑚 , 𝑣𝑖 �̅�𝑚𝑖𝑛

𝑢 )]

+∑[∑(𝑢𝑟�̅�𝑚𝑎𝑥
𝑙

𝑠

𝑟=1

, 𝑢𝑟�̅�𝑚𝑎𝑥
𝑚 , 𝑢𝑟�̅�𝑚𝑎𝑥

𝑢 )

𝑛

𝑗=1

−∑(𝑢𝑟𝑦𝑟𝑗
𝑙

𝑠

𝑟=1

, 𝑢𝑟𝑦𝑟𝑗
𝑚, 𝑢𝑟𝑦𝑟𝑗

𝑢 )] 

Subject to:    (19) 

(∑(𝑣𝑖𝑥𝑖𝑗
𝑙

𝑚

𝑖=1

, 𝑣𝑖𝑥𝑖𝑗
𝑚, 𝑣𝑖𝑥𝑖𝑗

𝑢))

− (∑(𝑢𝑟𝑦𝑟𝑗
𝑙

𝑠

𝑟=1

, 𝑢𝑟𝑦𝑟𝑗
𝑚 , 𝑢𝑟𝑦𝑟𝑗

𝑢 ))

≥ (0,0,0),      𝑗 = 1,2, … , 𝑛 

(∑(𝑣𝑖�̅�𝑚𝑖𝑛
𝑙

𝑚

𝑖=1

, 𝑣𝑖�̅�𝑚𝑖𝑛
𝑚 , 𝑣𝑖 �̅�𝑚𝑖𝑛

𝑢 )) = (1,1,1) 

(∑(𝑢𝑟�̅�𝑚𝑎𝑥
𝑙

𝑠

𝑟=1

, 𝑢𝑟�̅�𝑚𝑎𝑥
𝑚 , 𝑢𝑟�̅�𝑚𝑎𝑥

𝑢 )) = (1,1,1),  

𝑣𝑖 , 𝑢𝑟 ≥ 𝜀 > 0    ,      𝑖 = 1, … . , 𝑚       , 𝑟 = 1,… . , 𝑠. 
Model (19) is a fuzzy multiplier linear program-

ming and cannot be solved by standard linear pro-

gramming solvers because of the fuzzy numbers. Four 

categories of approaches to solve fuzzy DEA are (1) 

the tolerance technique, (2) the α-cut technique, (3) the 

fuzzy ranking technique, and (4) the possibility tech-

nique. The α-cut technique is more commonly used to 

solve fuzzy DEA model [40; 51]. While more linear 

programs should be solved choosing the α-cut ap-

proach, we selected this technique because of two 

main reasons: (1) this approach allows modelling crisp 

values of inputs and outputs as triangular fuzzy num-

bers if any of those data are found to be crisp, and (2) 

owing to the extension principle, this approach trans-

forms the fuzzy DEA model into a crisp DEA model 

which is easily solved as a linear program [52]. 

Thus, this method is applied to solve (19). First, in-

troduce α-cuts of the objective function and con-

straints in (19). Then Model (19) transforms into (20): 

              𝑀𝑖𝑛∑[∑𝑣𝑖(𝛼𝑥𝑖𝑗
𝑚 + (1 − 𝛼)𝑥𝑖𝑗

𝑙

𝑚

𝑖=1

, 𝛼𝑥𝑖𝑗
𝑚

𝑛

𝑗=1

+ (1 − 𝛼)𝑥𝑖𝑗
𝑢 )

−∑𝑣𝑖(𝛼�̅�𝑚𝑖𝑛
𝑚 + (1

𝑚

𝑖=1

− 𝛼)�̅�𝑚𝑖𝑛
𝑙 , 𝛼�̅�𝑚𝑖𝑛

𝑚 + (1 − 𝛼)�̅�𝑚𝑖𝑛
𝑢 )]

+∑[∑𝑢𝑟(𝛼�̅�𝑚𝑎𝑥
𝑚 + (1

𝑠

𝑟=1

𝑛

𝑗=1

− 𝛼)�̅�𝑚𝑎𝑥
𝑙 , 𝛼�̅�𝑚𝑎𝑥

𝑚 + (1 − 𝛼)�̅�𝑚𝑎𝑥
𝑢 )

−∑𝑢𝑟(𝛼𝑦𝑟𝑗
𝑚 + (1 − 𝛼)𝑦𝑟𝑗

𝑙

𝑠

𝑟=1

, 𝛼𝑦𝑟𝑗
𝑚

+ (1 − 𝛼)𝑦𝑟𝑗
𝑢 )] 

Subject to:    (20) 

(∑𝑣𝑖(𝛼𝑥𝑖𝑗
𝑚 + (1 − 𝛼)𝑥𝑖𝑗

𝑙

𝑚

𝑖=1

, 𝛼𝑥𝑖𝑗
𝑚 + (1 − 𝛼)𝑥𝑖𝑗

𝑢 ))

− (∑𝑢𝑟(𝛼𝑦𝑟𝑗
𝑚 + (1

𝑠

𝑟=1

− 𝛼)𝑦𝑟𝑗
𝑙 , 𝛼𝑦𝑟𝑗

𝑚 + (1 − 𝛼)𝑦𝑟𝑗
𝑢 ))

≥ [0,0]   

(∑𝑣𝑖(𝛼�̅�𝑚𝑖𝑛
𝑚 + (1 − 𝛼)�̅�𝑚𝑖𝑛

𝑙

𝑚

𝑖=1

, 𝛼�̅�𝑚𝑖𝑛
𝑚 + (1

− 𝛼)�̅�𝑚𝑖𝑛
𝑢 )) = [1,1] 
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(∑𝑢𝑟(𝛼�̅�𝑚𝑎𝑥
𝑚 + (1 − 𝛼)�̅�𝑚𝑎𝑥

𝑙

𝑠

𝑟=1

, 𝛼�̅�𝑚𝑎𝑥
𝑚 + (1

− 𝛼)�̅�𝑚𝑎𝑥
𝑢 )) = [1,1],  

𝑣𝑖 , 𝑢𝑟 ≥ 𝜀 > 0    ,      𝑖 = 1, … . , 𝑚       , 𝑟
= 1,… . , 𝑠,    𝑗 = 1,2, … , 𝑛 

 

All the coefficients in (20) are intervals which im-

ply that Model (20) is a distant problem. The follow-

ing steps are taken to solve (20): 

Step 1. Consider the variables �̂�𝑖𝑗 , �̂�𝑖𝑗
𝑚𝑖𝑛 , �̂�𝑟𝑗  and 

�̂�𝑟𝑗
𝑚𝑎𝑥 such that: 

�̂�𝑖𝑗 ∈ [(𝛼𝑥𝑖𝑗
𝑚 + (1 − 𝛼)𝑥𝑖𝑗

𝑙 , 𝛼𝑥𝑖𝑗
𝑚 + (1

− 𝛼)𝑥𝑖𝑗
𝑢 )]     , ∀𝑖, 𝑗, 

�̂̅�𝑖𝑗
𝑚𝑖𝑛 ∈ [(𝛼�̅�𝑚𝑖𝑛

𝑚 + (1 − 𝛼)�̅�𝑚𝑖𝑛
𝑙 , 𝛼�̅�𝑚𝑖𝑛

𝑚 + (1

− 𝛼)�̅�𝑚𝑖𝑛
𝑢 )]     , ∀𝑖, 𝑗, 

�̂�𝑟𝑗 ∈ [(𝛼𝑦𝑟𝑗
𝑚 + (1 − 𝛼)𝑦𝑟𝑗

𝑙 , 𝛼𝑦𝑟𝑗
𝑚 + (1

− 𝛼)𝑦𝑟𝑗
𝑢 )]     , ∀𝑟, 𝑗, 

�̂̅�𝑟𝑗
𝑚𝑎𝑥 ∈ [(𝛼�̅�𝑚𝑎𝑥

𝑚 + (1 − 𝛼)�̅�𝑚𝑎𝑥
𝑙 , 𝛼�̅�𝑚𝑎𝑥

𝑚

+ (1 − 𝛼)�̅�𝑚𝑎𝑥
𝑢 )]     , ∀𝑟, 𝑗. 

Step 2. Substituting these variables in (20) then: 

𝑀𝑖𝑛  ∑[∑𝑣𝑖 �̂�𝑖𝑗

𝑚

𝑖=1

−∑𝑣𝑖

𝑚

𝑖=1

�̂̅�𝑖𝑗
𝑚𝑖𝑛]

𝑛

𝑗=1

+∑[∑𝑢𝑟

𝑠

𝑟=1

�̂̅�𝑟𝑗
𝑚𝑎𝑥 −∑𝑢𝑟

𝑠

𝑟=1

�̂�𝑟𝑗]

𝑛

𝑗=1

 

Subject to:    (21) 

∑𝑣𝑖

𝑚

𝑖=1

�̂�𝑖𝑗 −∑𝑢𝑟

𝑠

𝑟=1

�̂�𝑟𝑗 ≥ 0,      𝑗 = 1,2, … , 𝑛 

∑𝑣𝑖

𝑚

𝑖=1

�̂̅�𝑖𝑗
𝑚𝑖𝑛 = 1, ∑𝑢𝑟

𝑠

𝑟=1

�̂̅�𝑟𝑗
𝑚𝑎𝑥 = 1,  

𝛼𝑥𝑖𝑗
𝑚 + (1 − 𝛼)𝑥𝑖𝑗

𝑙 ≤ �̂�𝑖𝑗
≤ 𝛼𝑥𝑖𝑗

𝑚 + (1 − 𝛼)𝑥𝑖𝑗
𝑢      , ∀𝑖, 𝑗, 

𝛼�̅�𝑚𝑖𝑛
𝑚 + (1 − 𝛼)�̅�𝑚𝑖𝑛

𝑙 ≤ �̂̅�𝑖𝑗
𝑚𝑖𝑛

≤ 𝛼�̅�𝑚𝑖𝑛
𝑚 + (1 − 𝛼)�̅�𝑚𝑖𝑛

𝑢      , ∀𝑖, 𝑗, 

𝛼𝑦𝑟𝑗
𝑚 + (1 − 𝛼)𝑦𝑟𝑗

𝑙 ≤ �̂�𝑟𝑗
≤ 𝛼𝑦𝑟𝑗

𝑚 + (1 − 𝛼)𝑦𝑟𝑗
𝑢      , ∀𝑟, 𝑗, 

𝛼�̅�𝑚𝑎𝑥
𝑚 + (1 − 𝛼)�̅�𝑚𝑎𝑥

𝑙 ≤ �̂̅�𝑟𝑗
𝑚𝑎𝑥

≤ 𝛼�̅�𝑚𝑎𝑥
𝑚 + (1 − 𝛼)�̅�𝑚𝑎𝑥

𝑢      , ∀𝑟, 𝑗. 
𝑣𝑖 , 𝑢𝑟 ≥ 𝜀 > 0, 𝑖 = 1,… . ,𝑚, 𝑟 = 1,… . , 𝑠. 

 

Model (21) is a crisp nonlinear programming prob-

lem where 𝛼 ∈ (0,1] is a parameter and the optimal 

solution for different values of 𝛼 can be found. 

Definition 11. A 𝐷𝑀𝑈𝑗  is efficient at given 𝛼 ∈

(0,1] if 𝐸𝑗
∗𝛼 = 1. 

Nonlinear programming (21) is converted into lin-

ear programming problem (LP). 

Step 3. Substitute the variables �̇�𝑖𝑗 = 𝑣𝑖�̂�𝑖𝑗 ,  �̇�𝑟𝑗 =

𝑢𝑟�̂�𝑟𝑗 , �̇̅�𝑖𝑗
𝑚𝑖𝑛 = 𝑣𝑖 �̂̅�𝑖𝑗

𝑚𝑖𝑛 , �̇̅�𝑟𝑗
𝑚𝑎𝑥 = 𝑢𝑟 �̂̅�𝑟𝑗

𝑚𝑎𝑥  in (21) to 

reduces to an LP as (22). 

𝑀𝑖𝑛  ∑[∑�̇�𝑖𝑗

𝑚

𝑖=1

−∑�̇̅�𝑖𝑗
𝑚𝑖𝑛

𝑚

𝑖=1

]

𝑛

𝑗=1

+∑[∑�̇̅�𝑟𝑗
𝑚𝑎𝑥

𝑠

𝑟=1

−∑�̇�𝑟𝑗

𝑠

𝑟=1

]

𝑛

𝑗=1

 

Subject to:    (22) 

∑�̇�𝑖𝑗

𝑚

𝑖=1

−∑�̇�𝑟𝑗

𝑠

𝑟=1

≥ 0,      𝑗 = 1,2, … , 𝑛 

∑�̇̅�𝑖𝑗
𝑚𝑖𝑛

𝑚

𝑖=1

= 1, ∑ �̇̅�𝑟𝑗
𝑚𝑎𝑥

𝑠

𝑟=1

= 1,  

𝑣𝑖(𝛼𝑥𝑖𝑗
𝑚 + (1 − 𝛼)𝑥𝑖𝑗

𝑙 ) ≤ �̇�𝑖𝑗
≤ 𝑣𝑖(𝛼𝑥𝑖𝑗

𝑚 + (1 − 𝛼)𝑥𝑖𝑗
𝑢 )     , ∀𝑖, 𝑗, 

𝑣𝑖(𝛼�̅�𝑚𝑖𝑛
𝑚 + (1 − 𝛼)�̅�𝑚𝑖𝑛

𝑙 ) ≤ �̇̅�𝑖𝑗
𝑚𝑖𝑛

≤ 𝑣𝑖(𝛼�̅�𝑚𝑖𝑛
𝑚 + (1

− 𝛼)�̅�𝑚𝑖𝑛
𝑢 )     , ∀𝑖, 𝑗, 

𝑢𝑟(𝛼𝑦𝑟𝑗
𝑚 + (1 − 𝛼)𝑦𝑟𝑗

𝑙 ) ≤ �̇�𝑟𝑗
≤ 𝑢𝑟(𝛼𝑦𝑟𝑗

𝑚 + (1 − 𝛼)𝑦𝑟𝑗
𝑢 )     , ∀𝑟, 𝑗, 

𝑢𝑟(𝛼�̅�𝑚𝑎𝑥
𝑚 + (1 − 𝛼)�̅�𝑚𝑎𝑥

𝑙 ) ≤ �̇̅�𝑟𝑗
𝑚𝑎𝑥

≤ 𝑢𝑟(𝛼�̅�𝑚𝑎𝑥
𝑚

+ (1 − 𝛼)�̅�𝑚𝑎𝑥
𝑢 )     , ∀𝑟, 𝑗. 

𝑣𝑖 , 𝑢𝑟 ≥ 𝜀 > 0, 𝑖 = 1,… . ,𝑚, 𝑟 = 1,… . , 𝑠. 
Model (22) is a crisp linear programming problem 

where 𝛼 ∈ (0,1] is a parameter and we find an optimal 

solution for each value of 𝛼. The variable transfor-

mations in step (3), �̇�𝑖𝑗 , �̇�𝑟𝑗  are the weighted inputs 

and the weighted outputs of DMU𝑗 in which 𝑣𝑖 , 𝑢𝑟 are 

the common weights generated by the proposed ideal 

point method. Therefore, the efficiency score of 𝐷𝑀𝑈𝑗  

with CSW is:  

𝐸𝑗 = ∑ �̇�𝑟𝑗
𝑠
𝑟=1 ∑ �̇�𝑖𝑗

𝑚
𝑖=1⁄    (23) 

Since the available real-world data of inputs and 

outputs are uncertain in most cases, therefore, the pro-

posed common set of weights approach is more appro-

priate in such situations. Parameter 𝛼 can adopt differ-

ent values between [0,1]. When the value of 𝛼  is 

smaller, the support of the membership function be-

comes wider. The wider the support of the member-

ship function, the higher the uncertainty. That is, 𝛼 =
1  shows the most certain efficiency measurement 

while 𝛼 = 0  shows the most uncertain efficiency 
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measurement. On the other hand, efficiency values ob-

tained at 𝛼 = 1 would equal the efficiency score of 

DMUs when their inputs and outputs are crisp values. 

From risk management perspective, risk averse deci-

sion makers prefer higher values of 𝛼  to have the 

higher certainty while risk takers prefer lower values 

of 𝛼. 

4. An Application in Banking 

4.1. Data and Variables Illustration 

To follow proposed method for clustering and eval-

uating efficiency using DEA, several environmental 

criteria have been considered. The identification and 

classification of these criteria have been conducted 

based on both previous research such as Yang [53], 

Shyu and Chiang [54], Paradi et al. [55], Paradi and 

Zhu [56], Frederick [57], Katircioglu et al. [58], Al 

Shaher et al. [59] and experts’ opinions.  Effective en-

vironmental criteria are shown in Table 2. 

Selecting inputs and outputs is a critical part of per-

formance analysis, as it includes evaluating different 

aspects of bank branches performance. Certainly, 

since banks deliver several products and services, it is 

too difficult to consider the whole range of banking 

activities. The European banking industry considers 

the intermediation approach which acknowledges in-

termediation as the core activity. It means that banks 

do not produce loan and deposit services, instead, de-

posits are dealt with as inputs while, loans and invest-

ments are considered as outputs. Therefore, to get a 

clear understanding of the proposed methodology, this 

paper evaluates efficiency of 100 DMUs (Melli bank 

branches in the province of Isfahan) with three fuzzy 

inputs and two fuzzy outputs. The data of fuzzy inputs 

and outputs are positive TFNs as shown in Table 3. 

 
Table 3. Input and output variables for evaluating efficiency of 

bank branches 

Input variables Output variables 

𝒙𝟏 Total costs 𝑦1 Total credits (facilities) provided to 
customers 

𝒙𝟐 Total de-

posits 
𝑦2 Total income 

𝒙𝟑 Total assets  - 

4.2. Results and Discussion 

Clustering algorithm has been formulated in MS 

Excel 2016, and all DEA computation were done by 

MATLAB version R2016b. A group of five experts 

who are the senior managers in the Melli bank of prov-

ince of Isfahan participated in this study. They evalu-

ated 100 branches of Melli bank against the 31 criteria 

to cluster them. Table 4 shows the score of alternatives 

against the criteria which are attributed by the decision 

maker No.1. For example, alternative A1 has the score 

of “Very High” in C1. Table 5 shows the equivalent 

triangular fuzzy numbers of scores in Table 4. For ex-

ample, the score of “Very High” for A1 against C1 in 

Table 4, is equivalent to (0.8,1,1) in Table 5. 

 
Table 4. The linguistic assessments of alternatives against criteria 

 C1 C2 C3 … C31 

A1 VH BMH VH ⋮ H 

A2 H VL H ⋮ BMH 

A3 VH VH VH ⋮ H 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
A100 H BMH BMH … BMH 

 
Table 5. Assessments of alternatives against criteria with TFNs  

C1 C2 C3 … C31 

l m r l m r l m r ⋮ l m r 

A1 0.8 1 1 0.5 0.6 0.8 0.8 1 1 ⋮ 0.6 0.8 1 

A2 0.6 0.8 1 0 0 0.2 0.6 0.8 1 ⋮ 0.5 0.6 0.8 

A3 0.8 1 1 0.8 1 1 0.8 1 1 ⋮ 0.6 0.8 1 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

A100 0.6 0.8 1 0.5 0.6 0.8 0.5 0.6 0.8 … 0.5 0.6 0.8 

 

Table 6 reports details about the maximum distance 

between upper and lower bounds of qth fuzzy number 

of all sequences. 

 
Table 6. Distance between upper and lower boundaries of qth fuzzy 

number of all sequences 

* 𝒅(𝑻𝒒
+, 𝑻𝒒

−) 

C C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

V 0.7 1.8 1.8 1.8 1.8 0.7 0.7 1.8 1.8 1.8 0.7 

C C12 C13 C14 C15 C16 C17 C18 C19 C20 C21 C22 

V 0.7 1.8 1.8 0.7 0.7 1.8 0.7 1.8 1.8 1.8 1.8 

C C23 C24 C25 C26 C27 C28 C29 C30 C31  

V 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 

* Note: C: Criteria; V: Value 

 

Table 7 shows the initial relation matrix of all se-

quences and Table 8 shows the fuzzy equivalence re-

lations of the 100 branches’ preferences against all cri-

teria that are obtained by the max–min transitive clo-

sure. 
  



11 

 

Table 2. Effective environmental criteria on bank branch efficiency 

 Sub-criteria 
Linguistic terms or measurement scales* 

1 2 3 4 5 6 7 

M
ac

ro
 e

n
v
ir

o
n
m

en
t 

Type of location Village Rural district City District County Province Metropolis 

Rates of population growth in place VL LO BLM M BMH H VH 

Size of population in place VL LO BLM M BMH H VH 

Population density in place VL LO BLM M BMH H VH 

Local unemployment rate VL LO BLM M BMH H VH 

Production, distribution and business condition in 

place 
VB B BBA A BAG G VG 

Educational level in place VL LO BLM M BMH H VH 

Branch age VL LO BLM M BMH H VH 

Branch size VS S BSA A BAL L LV 

M
ic

ro
en

v
ir

o
n
m

en
t 

People assets in place VL LO BLM M BMH H VH 

Majority of customers social class P N-P E B I G IN 

Relationship between bank branch and firms in place VL LO BLM M BMH H VH 

Parking space near bank branch VL LO BLM M BMH H VH 

Availability and convenient location of ATM services VB B BBA A BAG G VG 

Average employment income in the branch area VL LO BLM M BMH H VH 

Number of branches in area according to population 

and business density 
SM MA BAH M BFA F VF 

Convenient branch accessibility VL LO BLM M BMH H VH 

Available public transport nearby VL LO BLM M BMH H VH 

Advertisement of branch VL LO BLM M BMH H VH 

The diversity of rival banks branches in the area VL LO BLM M BMH H VH 

Proximity to commercial venues and industrial settle-

ments 
VL LO BLM M BMH H VH 

In
te

rn
al

 e
n

v
ir

o
n

m
en

t 

Physical work environment for employees VB B BBA A BAG G VG 

Competence and friendliness of bank personnel VB B BBA A BAG G VG 

Interior branch facilities and convenience place VB B BBA A BAG G VG 

Fast and efficient service VB B BBA A BAG G VG 

Professionalism of bank staff VL LO BLM M BMH H VH 

Level of professionalization of management in branch 

(leadership style) 
VL LO BLM M BMH H VH 

Clerk communication quality with customers VB B BBA A BAG G VG 

Technological conditions in the branch (the number of 

ATMs, Ticket machine, Computers, …) 
VB B BBA A BAG G VG 

The level of specialized branch tasks VL LO BLM M BMH H VH 

The level of variety of services provided VL LO BLM M BMH H VH 

* Note: BTW: Between low and medium; BMH: Between medium and high; BAH: Between average and high; BAG: Between average and 

good; BAL: Between average and large; BBA: Between bad and average; BSA: Between small and average; BLM: Between low and medium; 
BFA: Between few and average; M: Medium; A: Average; VL: Very low; VH: Very high; VB: Very bad; S: Small; VS: Very small; L: Large; 

VG: Very good; LV: Very large; B: Bad; G: Good; LO: Low; MA: Many; SM: So many; F: Few; H: VF: Very few; High; P: Public; N-P: None-

public; E: Employee; B: Business; I: Industrial; G: Government; IN: International;  
 

Table 7. Binary relation between 𝑋𝑖𝑞 sequences 

R A1 A2 A3 … A100 

A1 0.0 0.0 0.0 ⋮ 1 

A2 0.0 0.0 0.0 ⋮ 0.0 

A3 0.0 0.0 0.0 ⋮ 0.0 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

A100 1 0.0 0.0 0.0 0.0 

Table 8. The max-min transitive closure 𝑅∗ 
R* A1 A2 A3 … A100 

A1 1.00 0.50 0.81 ⋮ 1.00 

A2 0.50 1.00 0.50 ⋮ 0.50 

A3 0.81 0.50 1.00 ⋮ 0.81 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

A100 1.00 0.50 0.81 … 1.00 

 

In Table 8, the entries can be partitioned into nine 

intervals. Therefore, the clustering of the 100 branches 

is shown in Table 9 according to the fuzzy equivalence 

matrix 

Results show that nine sets of clusters have been 

obtained in which clustering set No.5 with highest val-

idation index (6316.10) provides the best clustering. 

In this case, 100 branches of Melli bank are clustered 

in 5 distinct clusters which include 26, 14, 18, 24, and 

18 DMUs respectively. 

Now, each cluster contains homogenous DMUs 

which can be evaluated by the proposed CSW-F-IP 

model (22). Data of inputs and outputs for efficiency 

analysis are presented in Table 10.  
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Table 9. The partitioning of the 100 branches on different intervals of 𝜆s 

𝝀s Level Clusters Clustering arrangements VI* 

(0.875,1] 10 {A1, A12, A16, A20, A30, A47, A51, A60, A75, A78, A83, A88, A100} 
{A2, A21, A24, A31, A41, A61, A71, A80, A89} 

{A3, A11, A15, A19, A23, A29, A32, A62, A72, A77, A85, A90, A98} 

{A4, A33, A53, A55, A63, A84, A91} 
{A5, A34, A64, A92} 

{A6, A14, A17, A18, A22, A25, A28, A35, A42, A44, A45, A50, A54, A56, A57, A58, A65, 

A70, A73, A79, A82, A86, A93, A99} 
{A7, A13, A36, A66, A94} 

{A8, A26, A37, A48, A52, A59, A67, A74, A95} 

{A9, A38, A40, A46, A68, A76, A81, A87, A96} 
{A10, A27, A39, A43, A49, A69, A97} 

5905.57 

(0.806,0.875] 8 {A1, A12, A16, A20, A30, A47, A51, A60, A75, A78, A83, A88, A100} 

{A2, A21, A24, A31, A41, A61, A71, A80, A89} 
{A3, A11, A15, A19, A23, A29, A32, A62, A72, A77, A85, A90, A98} 

{A4, A33, A53, A55, A63, A84, A91} 

{A5, A10, A27, A34, A39, A43, A49, A64, A69, A92, A97} 
{A6, A14, A17, A18, A22, A25, A28, A35, A42, A44, A45, A50, A54, A56, A57, A58, A65, 

A70, A73, A79, A82, A86, A93, A99} 

{A7, A13, A36, A66, A94} 
{A8, A9, A26, A37, A38, A40, A46, A48, A52, A59, A67, A68, A74, A76, A81, A87, A95, A96} 

6069.12 

(0.623,0.806] 7 {A1, A3, A11, A12, A15, A16, A19, A20, A23, A29, A30, A32, A47, A51, A60, A62, A72, A75, 

A77, A78, A83, A85, A88, A90, A98, A100} 
{A2, A21, A24, A31, A41, A61, A71, A80, A89} 

{A4, A33, A53, A55, A63, A84, A91} 

{A5, A10, A27, A34, A39, A43, A49, A64, A69, A92, A97} 
{A6, A14, A17, A18, A22, A25, A28, A35, A42, A44, A45, A50, A54, A56, A57, A58, A65, 

A70, A73, A79, A82, A86, A93, A99} 

{A7, A13, A36, A66, A94} 
{A8, A9, A26, A37, A38, A40, A46, A48, A52, A59, A67, A68, A74, A76, A81, A87, A95, A96} 

6276.07 

(0.511,0.623] 6 {A1, A3, A11, A12, A15, A16, A19, A20, A23, A29, A30, A32, A47, A51, A60, A62, A72, A75, 

A77, A78, A83, A85, A88, A90, A98, A100} 

{A2, A21, A24, A31, A41, A61, A71, A80, A89} 
{A4, A5, A10, A27, A33, A34, A39, A43, A49, A53, A55, A63, A64, A69, A84, A91, A92, A97} 

{A6, A14, A17, A18, A22, A25, A28, A35, A42, A44, A45, A50, A54, A56, A57, A58, A65, 

A70, A73, A79, A82, A86, A93, A99} 
{A7, A13, A36, A66, A94} 

{A8, A9, A26, A37, A38, A40, A46, A48, A52, A59, A67, A68, A74, A76, A81, A87, A95, A96} 

6314.05 

(0.496,0.511] 5 {A1, A3, A11, A12, A15, A16, A19, A20, A23, A29, A30, A32, A47, A51, A60, A62, A72, A75, 
A77, A78, A83, A85, A88, A90, A98, A100} 

{A2, A7, A13, A21, A24, A31, A36, A41, A61, A66, A71, A80, A89, A94} 

{A4, A5, A10, A27, A33, A34, A39, A43, A49, A53, A55, A63, A64, A69, A84, A91, A92, A97} 
{A6, A14, A17, A18, A22, A25, A28, A35, A42, A44, A45, A50, A54, A56, A57, A58, A65, 

A70, A73, A79, A82, A86, A93, A99} 

{A8, A9, A26, A37, A38, A40, A46, A48, A52, A59, A67, A68, A74, A76, A81, A87, A95, A96} 

6316.10 

(0.453,0.496] 4 {A1, A2, A3, A7, A11, A12, A13, A15, A16, A19, A20, A21, A23, A24, A29, A30, A31, A32, 
A36, A41, A47, A51, A60, A61, A62, A66, A71, A72, A75, A77, A78, A80, A83, A85, A88, 

A89, A90, A94, A98, A100} 

{A4, A5, A10, A27, A33, A34, A39, A43, A49, A53, A55, A63, A64, A69, A84, A91, A92, A97} 
{A6, A14, A17, A18, A22, A25, A28, A35, A42, A44, A45, A50, A54, A56, A57, A58, A65, 

A70, A73, A79, A82, A86, A93, A99} 
{A8, A9, A26, A37, A38, A40, A46, A48, A52, A59, A67, A68, A74, A76, A81, A87, A95, A96} 

6310.33 

(0.446,0.453] 3 {A1, A2, A3, A7, A11, A12, A13, A15, A16, A19, A20, A21, A23, A24, A29, A30, A31, A32, 

A36, A41, A47, A51, A60, A61, A62, A66, A71, A72, A75, A77, A78, A80, A83, A85, A88, 

A89, A90, A94, A98, A100} 
{A4, A5, A8, A9, A10, A26, A27, A33, A34, A37, A38, A39, A40, A43, A46, A48, A49, A52, 

A53, A55, A59, A63, A64, A67, A68, A69, A74, A76, A81, A84, A87, A91, A92, A95, A96, 

A97} 
{A6, A14, A17, A18, A22, A25, A28, A35, A42, A44, A45, A50, A54, A56, A57, A58, A65, 

A70, A73, A79, A82, A86, A93, A99} 

6249.10 

(0.409,0.446]  {A1, A2, A3, A7, A11, A12, A13, A15, A16, A19, A20, A21, A23, A24, A29, A30, A31, A32, 
A36, A41, A47, A51, A60, A61, A62, A66, A71, A72, A75, A77, A78, A80, A83, A85, A88, 

A89, A90, A94, A98, A100} 

6060.92 
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{A4, A5, A6, A8, A9, A10, A14, A17, A18, A22, A25, A26, A27, A28, A33, A34, A35, A37, 

A38, A39, A40, A42, A43, A44, A45, A46, A48, A49, A50, A52, A53, A54, A55, A56, A57, 
A58, A59, A63, A64, A65, A67, A68, A69, A70, A73, A74, A76, A79, A81, A82, A84, A86, 

A87, A91, A92, A93, A95, A96, A97, A99} 

[0,0.409]  {A1, A2, A3, A4, A5, A6, A7, A8, A9, A10, A11, A12, A13, A14, A15, A16, A17, A18, A19, 

A20, A21, A22, A23, A24, A25, A26, A27, A28, A29, A30, A31, A32, A33, A34, A35, A36, 
A37, A38, A39, A40, A41, A42, A43, A44, A45, A46, A47, A48, A49, A50, A51, A52, A53, 

A54, A55, A56, A57, A58, A59, A60, A61, A62, A63, A64, A65, A66, A67, A68, A69, A70, 

A71, A72, A73, A74, A75, A76, A77, A78, A79, A80, A81, A82, A83, A84, A85, A86, A87, 
A88, A89, A90, A91, A92, A93, A94, A95, A96, A97, A98, A99, A100} 

5190.43 

* Note: VI: Validation index 

 
Table 10. Input and output variables (10 Rials) 

 Input variables Output variables 

No. of 

DMU 

Total costs 

(𝑥1)  

Total deposits 

(𝑥2) 

Total assets 

(𝑥3) 

Total credits (facilities) 

provided to customers 

(𝑦1) 

Total income 

(𝑦2) 

1 (44220616160, 
44238086139, 

44293165547)   

(53366754127, 
53384224106, 

53439303514)  

(4090645580, 
4108115559, 

4163194967) 

(33074113661, 
33091583640, 

33146663048)  

(5162415170, 
5179885149, 

5234964557)   

2 (30689406924, 

30706876903, 
30761956311)   

(77155855166, 

77173325145, 
77228404553)  

(8401167482, 

8418637461, 
8473716869) 

(25418539856, 

25436009835, 
25491089243)   

(9046165131, 

9063635110, 
9118714518) 

3 (28446702940, 

28479328216, 
28528872328) 

(48672873742, 

48705499018, 
48755043130)   

(9858417419, 

9891042695, 
9940586807) 

(28298819983, 

28331445259, 
28380989371)  

(7342727133, 

7375352409, 
7424896521) 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
100 (22743115413, 

22833430924, 

22932634817)  

(49418908211, 

49509223722, 

49608427615)  

(7592286774, 

7682602285, 

7781806178)  

(38209628060, 

38299943571, 

38399147464)  

(5875610531, 

5965926042, 

6065129935) 

 

Efficiency score of DMUs using the proposed com-

mon weight model (22) at different levels of α is 

shown in Table 11. 
 
Table 11. Efficiency values for 100 bank branches 

C
lu

st
er

 

D
M

U
s 

Efficiency 

α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1 

Efficiency Rank Efficiency Rank Efficiency Rank Efficiency Rank Efficiency Rank 

1 A1 0.001354 (92) 0.207159 (74) 0.249258 (58) 0.207761 (75) 0.227353 (54) 

A3 0.001346 (93) 0.226707 (65) 0.289729 (42) 0.223465 (65) 0.256704 (41) 

A11 0.007334 (75) 0.631695 (2) 0.840064 (1) 0.681175 (2) 0.731043 (1) 

A12 0.001139 (94) 0.143923 (96) 0.17443 (89) 0.145748 (97) 0.159629 (77) 

A15 0.001355 (91) 0.207733 (72) 0.338402 (29) 0.211637 (74) 0.229835 (52) 

A16 0.000977 (98) 0.139037 (98) 0.191557 (87) 0.139802 (100) 0.153487 (79) 

A19 0.00142 (89) 0.193854 (81) 0.262406 (53) 0.193904 (81) 0.210849 (63) 

A20 0.000779 (100) 0.159181 (90) 0.200615 (85) 0.160176 (90) 0.175558 (73) 

A23 0.0034 (78) 0.483787 (8) 0.641223 (3) 0.506921 (9) 0.549988 (5) 

A29 0.00184 (85) 0.257912 (46) 0.350353 (25) 0.256922 (49) 0.278582 (33) 

A30 0.000942 (99) 0.189651 (82) 0.236538 (68) 0.189776 (83) 0.207692 (64) 

A32 0.001618 (87) 0.242087 (54) 0.3009 (36) 0.241098 (57) 0.275884 (34) 

A47 0.002073 (83) 0.299536 (32) 0.404236 (16) 0.30207 (35) 0.326835 (24) 

A51 0.00187 (84) 0.241126 (56) 0.309679 (33) 0.244071 (53) 0.267713 (37) 

A60 0.001054 (95) 0.208125 (71) 0.272552 (49) 0.206113 (76) 0.223777 (57) 

A62 0.005274 (76) 0.476541 (9) 0.59631 (5) 0.506925 (8) 0.557729 (4) 

A72 0.002684 (80) 0.343844 (25) 0.388382 (20) 0.351731 (22) 0.385361 (15) 

A75 0.001377 (90) 0.181209 (84) 0.245692 (62) 0.181462 (84) 0.197973 (67) 

A77 0.003417 (77) 0.406741 (14) 0.571091 (7) 0.433106 (15) 0.471703 (9) 

A78 0.001481 (88) 0.211616 (70) 0.26892 (51) 0.21477 (71) 0.235858 (50) 

A83 0.001026 (96) 0.156337 (92) 0.204442 (83) 0.15817 (92) 0.172957 (74) 

A85 0.002368 (82) 0.288876 (35) 0.363035 (22) 0.29717 (37) 0.334291 (22) 
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A88 0.002801 (79) 0.385197 (18) 0.523298 (10) 0.399652 (17) 0.431791 (12) 

A90 0.000981 (97) 0.167555 (87) 0.212588 (78) 0.167534 (86) 0.18327 (72) 

A98 0.002505 (81) 0.204237 (77) 0.220997 (75) 0.219835 (67) 0.257305 (40) 

A100 0.001709 (86) 0.227867 (63) 0.298451 (38) 0.231257 (60) 0.252366 (43) 

2 A2 0.221831 (50) 0.21968 (68) 0.218139 (76) 0.217809 (70) 0.218528 (60) 

A7 0.254735 (35) 0.253796 (49) 0.253148 (57) 0.253518 (51) 0.254468 (42) 

A13 0.62744 (2) 0.614001 (3) 0.60946 (4) 0.609186 (4) 0.608788 (3) 

A21 0.347448 (15) 0.346423 (23) 0.345211 (28) 0.344678 (24) 0.34395 (19) 

A24 0.22535 (47) 0.224329 (66) 0.22326 (74) 0.223326 (66) 0.224165 (56) 

A31 0.298879 (22) 0.301091 (31) 0.300137 (37) 0.297707 (36) 0.294459 (28) 

A36 0.244884 (41) 0.244318 (53) 0.243743 (63) 0.244033 (54) 0.24509 (45) 

A41 0.239563 (43) 0.239195 (57) 0.23833 (66) 0.23813 (59) 0.238677 (49) 

A61 0.74131 (1) 0.723054 (1) 0.716072 (2) 0.714184 (1) 0.712008 (2) 

A66 0.469188 (8) 0.466378 (10) 0.463397 (12) 0.461193 (12) 0.458611 (10) 

A71 0.562625 (4) 0.552225 (5) 0.547701 (9) 0.546424 (6) 0.545595 (6) 

A80 0.233195 (44) 0.23081 (61) 0.229168 (70) 0.228801 (61) 0.229718 (53) 

A89 0.401776 (11) 0.397736 (15) 0.395496 (19) 0.39496 (18) 0.394225 (14) 

A94 0.227484 (46) 0.227075 (64) 0.226073 (72) 0.225701 (63) 0.22572 (55) 

3 A4 0.245738 (38) 0.245096 (52) 0.246604 (61) 0.273176 (45) 0.062831 (94) 

A5 0.290414 (25) 0.291997 (33) 0.295936 (39) 0.318916 (30) 0.075614 (89) 

A10 0.280211 (30) 0.280228 (40) 0.282299 (47) 0.310126 (34) 0.0689 (93) 

A27 0.306444 (21) 0.306463 (29) 0.30793 (35) 0.331316 (28) 0.118382 (86) 

A33 0.430342 (9) 0.427065 (13) 0.431264 (15) 0.471046 (10) 0.14167 (83) 

A34 0.138638 (73) 0.13791 (99) 0.137795 (99) 0.149715 (95) 0.049467 (96) 

A39 0.141225 (72) 0.141277 (97) 0.142108 (98) 0.158226 (91) 0.032999 (98) 

A43 0.261916 (33) 0.261883 (44) 0.263124 (52) 0.284753 (41) 0.060366 (95) 

A49 0.514444 (6) 0.510147 (7) 0.513879 (11) 0.539387 (7) 0.112952 (87) 

A53 0.159004 (65) 0.158694 (91) 0.159596 (94) 0.177454 (85) 0.031489 (99) 

A55 0.343914 (16) 0.343939 (24) 0.345698 (27) 0.372584 (20) 0.102576 (88) 

A63 0.282026 (29) 0.282136 (38) 0.284395 (43) 0.314196 (32) 0.072745 (90) 

A64 0.282739 (28) 0.281901 (39) 0.283882 (44) 0.31522 (31) 0.069687 (92) 

A69 0.246759 (37) 0.247018 (50) 0.249092 (59) 0.274577 (44) 0.071172 (91) 

A84 0.147383 (70) 0.147403 (95) 0.148403 (97) 0.165658 (87) 0.035484 (97) 

A91 0.534151 (5) 0.544985 (6) 0.55725 (8) 0.589385 (5) 0.146278 (82) 

A92 0.132459 (74) 0.13251 (100) 0.133265 (100) 0.147993 (96) 0.023404 (100) 

A97 0.584483 (3) 0.583781 (4) 0.587702 (6) 0.620199 (3) 0.169819 (75) 

4 A6 0.333742 (19) 0.223419 (67) 0.223708 (73) 0.223735 (64) 0.22367 (58) 

A14 0.352036 (14) 0.348383 (22) 0.35007 (26) 0.350564 (23) 0.350515 (18) 

A17 0.289295 (26) 0.33217 (26) 0.336625 (30) 0.339039 (26) 0.340496 (20) 

A18 0.245387 (40) 0.323207 (27) 0.329302 (31) 0.33305 (27) 0.335636 (21) 

A22 0.195971 (56) 0.285246 (36) 0.290716 (41) 0.294342 (38) 0.296933 (27) 

A25 0.49341 (7) 0.445349 (11) 0.446691 (14) 0.446967 (13) 0.44683 (11) 

A28 0.266661 (32) 0.256275 (48) 0.257989 (56) 0.258886 (48) 0.259397 (39) 

A35 0.16884 (61) 0.207264 (73) 0.21012 (79) 0.211812 (72) 0.21292 (62) 

A42 0.195058 (57) 0.214066 (69) 0.216443 (77) 0.217954 (68) 0.218999 (59) 

A44 0.285076 (27) 0.31915 (28) 0.322738 (32) 0.324698 (29) 0.325833 (25) 

A45 0.151848 (68) 0.188753 (83) 0.191548 (88) 0.193376 (82) 0.194701 (69) 

A50 0.424467 (10) 0.283393 (37) 0.282768 (46) 0.282005 (43) 0.281211 (32) 

A54 0.312263 (20) 0.306117 (30) 0.308909 (34) 0.310416 (33) 0.311344 (26) 

A56 0.197266 (55) 0.277259 (42) 0.282978 (45) 0.286706 (40) 0.289396 (30) 

A57 0.294992 (23) 0.241312 (55) 0.242143 (64) 0.242429 (56) 0.242495 (46) 

A58 0.245506 (39) 0.256487 (47) 0.259519 (54) 0.261349 (47) 0.26257 (38) 

A65 0.165423 (63) 0.232623 (59) 0.237055 (67) 0.239984 (58) 0.242114 (48) 

A70 0.223926 (48) 0.361749 (19) 0.371288 (21) 0.377592 (19) 0.382222 (16) 

A73 0.179935 (60) 0.236997 (58) 0.240887 (65) 0.243449 (55) 0.245267 (44) 

A79 0.334037 (18) 0.358811 (20) 0.363016 (23) 0.365382 (21) 0.366934 (17) 

A82 0.270388 (31) 0.278044 (41) 0.281019 (48) 0.282656 (42) 0.283664 (31) 

A86 0.181498 (59) 0.26383 (43) 0.269094 (50) 0.272614 (46) 0.27517 (35) 

A93 0.33412 (17) 0.393786 (16) 0.397644 (18) 0.399675 (16) 0.400852 (13) 

A99 0.250658 (36) 0.438169 (12) 0.455861 (13) 0.467113 (11) 0.475165 (7) 

5 A8 0.22206 (49) 0.228371 (62) 0.227565 (71) 0.217936 (69) 0.205165 (65) 

A9 0.168578 (62) 0.171692 (85) 0.171095 (90) 0.164854 (88) 0.162977 (76) 
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A26 0.228656 (45) 0.230896 (60) 0.231585 (69) 0.228428 (62) 0.231185 (51) 

A37 0.400002 (12) 0.390801 (17) 0.399976 (17) 0.43545 (14) 0.474829 (8) 

A38 0.290828 (24) 0.291194 (34) 0.290942 (40) 0.287094 (39) 0.291557 (29) 

A40 0.192901 (58) 0.197281 (80) 0.198678 (86) 0.197055 (79) 0.189195 (71) 

A46 0.203674 (51) 0.20678 (75) 0.20773 (80) 0.204971 (77) 0.204605 (66) 

A48 0.241309 (42) 0.245305 (51) 0.247687 (60) 0.248472 (52) 0.242478 (47) 

A52 0.202634 (53) 0.204132 (78) 0.20714 (81) 0.211714 (73) 0.21622 (61) 

A59 0.157296 (66) 0.160396 (88) 0.160511 (92) 0.156503 (94) 0.153055 (80) 

A67 0.147569 (69) 0.150643 (93) 0.15003 (95) 0.144293 (99) 0.140541 (84) 

A68 0.15659 (67) 0.159605 (89) 0.160014 (93) 0.156976 (93) 0.151987 (81) 

A74 0.202916 (52) 0.206402 (76) 0.206593 (82) 0.202308 (78) 0.197247 (68) 

A76 0.198187 (54) 0.202118 (79) 0.201984 (84) 0.196174 (80) 0.190901 (70) 

A81 0.355592 (13) 0.356334 (21) 0.352478 (24) 0.344157 (25) 0.331091 (23) 

A87 0.259104 (34) 0.25836 (45) 0.258267 (55) 0.254973 (50) 0.268372 (36) 

A95 0.144215 (71) 0.148859 (94) 0.149289 (96) 0.145056 (98) 0.136684 (85) 

A96 0.165399 (64) 0.169403 (86) 0.169217 (91) 0.164101 (89) 0.156363 (78) 

The efficiency of branches in each cluster are meas-

ured with the developed CSW-F-IP model and all 100 

branches are ranked at different levels of α. Results 

show that a branch with high efficiency may produce 

lower outputs than the branch with lower efficiency 

when receiving the same inputs or even in some cases 

more inputs. However, it is ranked higher because of 

the environmental factors that have made heterogene-

ous conditions for branches in different clusters. 

5. Advantages and Limitations 

After introducing the useful clustering methods, the 

fuzzy equivalence relation method is used due to the 

following reasons: the existence of uncertain data, the 

large number of DMUs, the lack of clarity in the num-

ber of clusters at the beginning of the work, and solv-

ing the problem of overlapping clusters. This method 

eventually leads to the clustering of decision-making 

units in homogeneous groups by obtaining more ap-

propriate and accurate answers. Each cluster includes 

those DMUs that have homogenous operational and 

environmental conditions which is the fundamental 

assumption to apply DEA. The proposed approach 

pays the highest attention to homogenizing the deci-

sion-making units and so provides fairer results for the 

managers and policy makers to make relevant deci-

sions. This research contributes to the theory of DEA 

by 1) overcoming the heterogeneity of DMUs in terms 

of operational and environmental conditions through 

clustering with fuzzy equivalence relation, 2) consid-

ering fuzzy data for inputs and outputs which makes 

the DEA model nonlinear, 3) obtaining more infor-

mation about the efficiency of DMUs, and 4) develop-

ing common set of weights for complete ranking of 

DMUs. The ideal point method has some merits over 

other approaches of finding CSW such as feasibility of 

the proposed model, possibility of defining a DMU as 

the best decision-making unit, and also its simplicity 

in contrast to the other methods. This study faces two 

limitations. First limitation relates to the number of in-

puts and outputs. Although there are quite a lot of 

DMUs under consideration, but the number of DMUs 

in some clusters are very few while for better discrim-

ination among DMUs we need at least three times of 

the sum of inputs and outputs. To handle this limita-

tion, we selected the most common factors as the prox-

ies of input and output variables. Second limitation re-

lates to the number of participant experts and their 

thorough knowledge on the operating environment of 

bank branches. Although there are many senior man-

agers who are professional in banking industry, not all 

of them have extensive knowledge of environmental 

conditions of the branches. To overcome this barrier, 

we found five experts with snowball sampling which 

is enough for multi criteria decision-making situations. 

6. Conclusion and Directions for Future Research 

Conventional models of DEA accept that manage-

ment of each DMU controls the inputs and outputs at 

his/her preference. Those models assume that all the 

DMUs are functioning under the same environmental 

situations. On the other hand, homogeneity of DMUs 

is a prerequisite for them.  In reality, however, there 

might exist environmental inputs or outputs which 

DMU's management is unable to control them. In 

many cases, it is essential to consider the environmen-

tal factors for performance evaluation. Those factors 

mainly relate to the operational environment of DMUs, 

which challenge the homogeneity presumption in 

DEA. In this study, we investigated the environmental 

conditions of bank branches to cluster them into ho-

mogenous decision-making units for a fairer effi-

ciency analysis. To incorporate the uncertainty of hu-

man judgment in efficiency analysis, fuzzy 
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equivalence relation approach is used to cluster DMUs 

in terms of environmental and operational conditions. 

On the other hand, to overcome the weight flexibility 

of conventional DEA models and reach a complete 

ranking of all DMU, we developed a fuzzy common 

set of weights model using ideal point method (CSW-

F-IP) to measure the efficiency of DMUs in each clus-

ter. So, this paper contributes to knowledge of perfor-

mance measurement by (a) clustering DMUs into ho-

mogeneous groups in terms of their operational and 

environmental conditions, and (b) improving discrim-

ination among DMUs using the proposed common 

weight analysis with fuzzy data. Future studies can use 

multi-criteria decision-making methods to select the 

most important environmental factors for clustering. 

Finally, we recommend researchers to develop com-

mon weight models with goal programming technique 

and fuzzy data for non-discretionary factors. 
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