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Molecular Dynamics Simulation of Brittle Fracture in Silicon
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Brittle fracture in silicon is simulated with molecular dynamics utilizing a modified embedded atom
method potential. The simulations produce propagating crack speeds that are in agreement with previous
experimental results over a large range of fracture energy. The dynamic fracture toughness is found to be
equal to the energy consumed by creating surfaces and lattice defects in agreement with theoretical
predictions. The dynamic fracture toughness is approximately 1/3 of the static strain energy release rate,
which results in a limiting crack speed of 2/3 of the Rayleigh wave speed.
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The fracture process involves converting potential en-
ergy from a strained body into surface energy, thermal
energy, and the energy needed to create lattice defects. In
dynamic fracture, energy is also initially converted into
kinetic energy. A material converts the stored potential
energy from a distance of perhaps 100 mm from the crack
tip into other forms of energy within a small number of
atoms at the speed of sound, the details of which are not
well understood. The crack speeds reported in previous
experimental studies in silicon [1,2] indicate that surface
energy alone will not satisfy the energy balance. In this
study, molecular dynamics (MD) is used to simulate brittle
fracture in silicon and determine how energy is converted
from potential energy (strain energy) into other forms.

Previous MD simulations of fracture in silicon [1,3-6]
overestimate the experimental crack speeds by 25%—-50%
at low applied loads, and at higher loads, fail to show the
increase of crack speed with load shown by experiments.
The difficulty in the earlier MD studies appears to be the
reapportionment of converted potential energy between
lattice defect energy and kinetic energy. The best results
previously obtained are from Bernstein and Hess [6] who
used a semiempirical tight binding potential for a few unit
cells surrounding the crack tip, which are coupled to an
environment dependent interatomic potential in the re-
mainder of the model. In their model, fracture initiated at
approximately 85% of the experimental static fracture
toughness (J;¢), reached a peak speed at a slightly higher
load (J; = 1.5J;¢, where J; is the strain energy release
rate) and then decreased. Their results disagree with
experimental results [1] where the crack speed continues
to increase to the maximum applied load, which was
J s 7J 1C-

The potential derived using the modified embedded
atom method (MEAM) [7], has been shown to account
for directional bonding and give accurate physical proper-
ties for silicon [8]. Correct values for these properties are
found to be important, because many features, such as
cleavage planes and dislocation generation, depend on
specific crystallographic orientations and resolved stresses
in specific directions. Calculations using the MEAM po-
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tential that are presented below are the first to determine
the energy consumed by the creation of lattice defects
during dynamic fracture and to explain the limiting speed
of cracks in silicon. Bernstein and Hess [6] proposed that
potentials with a relatively low peak stress in the force-
separation response for (111) planes should produce brittle
fracture. The peak stress for the MEAM potential (30 GPa),
which shows brittle fracture, is greater than the peak stress
shown in [6] for the tight binding potential and the
Stillinger-Weber (SW) potential, the latter of which exhib-
its ductile fracture. Therefore the peak stress is not the most
important factor that leads to brittle fracture.

Fracture on (111) and (110) planes in silicon has been
shown [9-11] to obey the Griffith criterion: J;c = 27y,
where vy, is the surface energy. This indicates that purely
brittle cleavage with no energy dissipation occurs on these
low energy planes, which is verified by experimental ob-
servations of atomically smooth fracture surfaces [1,2]. For
dynamic fracture, additional energy is typically expended
to accelerate material ahead of the advancing crack tip. In
most cases, the dynamic fracture toughness (J;) can be
related to the crack speed (v) as [12]

=1, )

where J is the static strain energy release rate and cp is the
Rayleigh wave speed in the direction of crack propagation.
J, is the reduction in potential energy (due to release of
strain) in the body per unit area of new crack surface
created (J, = dU/dA). J,; is the portion of converted
potential energy that is used to create new surfaces and
lattice defects. For fracture on the (111) and (110) planes in
silicon, experiments have shown that J; = J; for values
of J, up to 2J;¢ [1,2]. For larger values of J,, the experi-
ments reveal that J; > J|., indicating that some dissipa-
tion occurs. For values of J; much larger than J,., crack
branching can occur resulting in two (or more) dynami-
cally propagating crack tips that consume up to twice as
much energy (or more) as a single crack tip.

085503-1



VOLUME 89, NUMBER 8

PHYSICAL REVIEW LETTERS

19 AUGUST 2002

For the strip specimen geometry (Fig. 1) that will be
used herein, the energy release rate can be written in terms
of the relative displacement of the top and bottom surfaces
(V) as [13]

V2

2H @

Js

where H is the total height of the strip and E* is an effective
modulus derived from the anisotropic elastic constants as
given by Hutchinson and Suo [13].

Since, as indicated by Eqgs. (1) and (2), physical con-
stants play a pivotal role in dynamic fracture, accurate
molecular dynamic simulation of dynamic fracture re-
quires the use of a potential (such as the MEAM potential)
that gives values for surface energy and elastic constants in
good agreement with experimental values. Three models
were used to determine if the model height had an effect on
the fracture results. The dimensions of the models were
450 X 20 X 112 A, 450 X 15 X 147 A, and 599 X 15 X
239 A in the x, y, and z directions, respectfully. The largest
model contained 111 000 atoms, and the other two models
contained 56 000 atoms each. Periodic boundary condi-
tions were applied in the y direction. The models were
oriented so that the crack would lie in the x-y plane and
propagate in the x direction as shown in Fig. 1. The x, y,
and z directions were aligned with the [211], [011], and
[111] crystallographic directions, respectively. The models
contained starter cracks that were 60-90% of the model
height in length and formed by the removal of one plane of
atoms. The simulations showed that the crack tip was well
defined as a 3 A separation between atoms. Therefore a
cutoff radius of 6 A was used with the MEAM potential.

Load was applied by first straining the lattice in tension
in the z direction accompanied by contraction in the x and y
directions equal to 25% of the z-direction strain. Next,
displacements in the z direction were applied to the upper
and lower surfaces at the rate of 0.25 A /ps for a period of 1
to 4 ps. A wide range of load was applied by varying the
initial strain from 4 to 9% and applying additional dis-
placements. By varying the length of the starter crack, the
load was applied while the crack accelerated, but before
the crack had propagated past the midpoint of the speci-
men. Finally, the upper and lower surfaces were held fixed
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FIG. 1. Molecular dynamics model oriented with crystallo-
graphic axes as shown. Crack propagates in the [211] direction.
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to provide a constant energy release rate while the crack
propagated in the central region of the model.

Initially, atoms were given kinetic energy equivalent to a
temperature of 300 K. In the upper third and lower third of
each model, the temperature was maintained at approxi-
mately 300 K using a Nosé-Hoover thermostat [14,15] on
only the velocities in the x and y directions. The tempera-
ture in the central third of the model was not controlled
after the initial distribution of kinetic energy.

In order to simulate relatively large energy release rates,
strains of up to 14% were applied to the models. At strains
of that magnitude, the elastic constants of silicon are sig-
nificantly reduced compared to the equilibrium condition.
Therefore, in order to accurately calculate J; in the MD
simulations, the mean value of E* was determined as a
function of strain via

%E%ZE* = %, (3)
where €, is the strain in the z direction, () is the atomic
volume, and AU is the energy change for a homogenously
strained sample (€,, = €,, = —0.25€¢_,). The results for
E* are shown in Fig. 2, where the z direction is aligned with
the [111] crystallographic direction. The variation of Cs;
with strain is also shown in Fig. 2 for comparison.

Because the elastic constants vary with strain, the
Rayleigh wave speed also varies with strain. At zero strain,
the MEAM potential gives ¢y = 4.71 km/s for a Rayleigh
wave traveling on a (111) surface in the [211] direction.
The comparable value calculated from the experimental
elastic constants is cgx = 4.68 km/s. The Rayleigh wave
speeds were determined from the anisotropic elastic
constants using the method given by Darinskii [16].
For €, =0.14 and €, = €y = —0.035, the relevant
MEAM potential elastic constants are C;; = 130.2 GPa
([211] direction), Cs3 = 109.7 GPa ([111] direction),
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FIG. 2. Variation of C3; (for €,, = €,, = 0) (dashed line) and
the mean value of E* (for €,, = €,, = —0.25¢,,) (solid line)
with strain for the silicon MEAM potential [8] with the z
direction aligned with the [111] crystallographic direction.
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Ci3 = 44.21 GPa, and Cs5 = 38.3 GPa and the density is
2.193 g/cm?, which give cg = 3.86 km/s.

After the full load was applied and the upper and lower
surfaces were held fixed in the MD simulations, the crack
continued to accelerate for 1-2 ps and then propagated at a
constant rate *10%. Crack speeds were determined during
the period of steady state propagation, while the crack was
in the central region, that is, at least 0.75H from either end
of the model. Knauss [17] and Rice [18] have shown that
the energy release rate is approximately constant in this
region. The MD results for normalized crack speed are
plotted versus the static energy release rate in Fig. 3. Crack
speeds in the H = 112 A model are consistently slightly
lower than the two otheromodels, which indicates that H
must be larger than 112 A to avoid boundary effects. The
H =147 A and H = 239 A models give equivalent re-
sults. An increase in model dimensions in either the x or
y directions produced the same results for crack length
versus time within one atomic spacing, in agreement with
continuum predictions [17,18].

Experimental results from Hauch et al. [1] are also
shown in Fig. 3 for comparison. In the MD simulations,
cracks did not grow dynamically for J; <3.6 J/m?2.
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FIG. 3. (a) Variation of Rayleigh wave speed (cg) with static
energy release rate (J,) in the H = 147 A model. (b) Normalized
crack speed (v/cg) as a function of J, and model heights H =
239 A (open circle), H = 147 A (full circle), and H = 112 A
(full triangle), compared with the experimental results (open
square) of Hauch ez al. [1]. Solid line is continuum prediction for
J d= 2'}/0
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Experimental results show that J,- = 2.48 J/m? [9,10].
For 2.5<J,<3.6J/m? minimization of the energy
would cause the crack to grow, but the time scales used
in the MD calculations at 300 K (10-30 ps) were not
sufficient to observe the initiation of crack growth. These
results are can be compared to fracture initiation in simu-
lations by Hauch er al. [1] using a modified Stillinger-
Weber (SW) potential (J;- = 5.5 J/m?) and by Bernstein
and Hess [6] using the tight binding potential (J;- =
2.1 J/m?) and the environmentally dependent interatomic
potential (EDIP) (J,¢ = 20 J/m?).

For J, > 3.6 J/m?, the crack speed increases rapidly
with J; in the MD simulations, similarly to the experimen-
tal results for J, > J,c. For J, > 4 J/m?, the MD results
for the H = 147 A and H = 239 A models agree with the
experimental crack speeds within experimental uncer-
tainty. The crack speeds calculated by MD fluctuated by
nearly +10% with variation of the initial conditions. The
scatter could be reduced by running the crack for longer
times in longer models. In the MD simulations, the crack
speed reached a maximum value of 67 = 7% of the
Rayleigh wave speed compared to the maximum value
observed in the experiments: 74 = 7% of cg. The decrease
of ¢ with increasing J, for the H = 147 A model is also
shown in Fig. 3 for reference. In previous simulations using
amodified SW potential [1], the crack speed showed only a
slight increase for J; > 6 J/m?. In simulations using EDIP
combined with a tight binding potential [6], crack speed
decreased for J;, > 4 J/m?. In those simulations, no varia-
tion of ¢, was taken into account. The current simulations
clearly indicate that a decrease of cx with J, is expected,
since H=150A in [1], and H =235A in [6]. The
amount of the decrease would depend on the variation of
the elastic constants with strain in those potentials. We find
that using the normalization v/cg, correlates models of
different height. Much larger models with low strain could
be used, in which case no correction for cp would be
necessary. The sizes of models used in this study were
chosen for greater efficiency.

In the simulations, fracture always occurred along (111)
planes between atoms aligned vertically. For J; <
5.5 J/m?, fracture resulted in nearly perfect cleavage. For
higher values of J, dislocations were generated behind the
crack tip, resulting in lattice defects as shown in Fig. 4.
Since the (111) fracture plane is not a plane of mirror
symmetry, differences in the deformation above and below
the fracture plane are possible. Dislocations on the upper
crack surface were primarily on the (100) plane. On the
lower crack surface, dislocations occurred most often on
the (111) plane, with some dislocations on the (100) plane
also. For J, > 10 J/m?, the crack would occasionally
jump from one (111) plane to another located one to five
bilayers apart. An example is shown in Fig. 4. The jumps
resulted from crack tip blunting, which reduces the tensile
stress directly ahead of the crack tip [12]. Crack branching
into two or more simultaneously propagating cracks was
not observed in these simulations.
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FIG. 4. Detail of a crack propagating in the H = 147 A silicon
model for J, = 13.1 J/m?.

The dislocations and other damage on the crack surfaces
resulted in atoms displaced from their lattice positions in
the wake of the crack as shown in Fig. 4. The excess energy
associated with these displaced atoms and surface atoms
was calculated by completely relaxing the H = 147 A
model at 0 K after the crack had run completely through
it. Then the energy of the atoms in ten bilayers above and
below the crack faces was determined for a 100 A long
region where steady crack propagation had occurred. In the
absence of any other dissipation mechanism, the energy in
excess of the bulk potential energy is equal to the dynamic
fracture toughness (J;). A least squares regression of the
data from the H = 147 A model determined that J, in-
creased linearly with J; according to: J, = 1.15 J/m? +
0.337J, (regression coefficient, r = 0.99). Extrapolation
of this linear relation to large values indicates J; that
approaches (1/3) J,. Inserting J; = (1/3) J, into Eq. (1)
predicts a limiting value of the crack speed equal to
(2/3)cg, as observed in the simulations and in agreement
with experimental results [1].

In order to test whether Eq. (1) holds for the strip
geometry, the results for v/cy are plotted versus J,;/J in
Fig. 5. Plotted this way, the prediction from Eq. (1) is a
straight line, as shown by the solid line in Fig. 5. The datum
point for the lowest crack speed does not agree with the
prediction, because the crack has probably not reached
steady state. The rest of the data shows approximate agree-
ment with Eq. (1).

The strain energy that is not consumed as J,; is converted
into phonon vibrations. Using the modified SW potential,
Hauch et al. [1] determined that most of the strain energy
was converted into phonon vibrations during fracture.
Gumbsch et al. [19] propose that each bond breaking event
leads to phonon vibrations. For a wide range of dynamic
fracture toughness, the current results show that the phonon
vibration energy is approximately equal to the elastic wave
energy predicted by continuum theory for an infinite body.
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FIG. 5. Normalized crack speed (v/cg) as a function of J;/J,
for dynamic fracture in the H = 147 A silicon model. Solid line
is the prediction from Eq. (1).
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