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ABSTRACT additionally require that the attacker needs this key th hict

We have recently proposed the framework of indepeng:uracy (ideally perfectly) in order to reconstruct the naggs
We follow [5] in our use of the term ‘security’, in that we

dent blind source separation as an advantageous approachdto iminate bet bust ¢ t K (the wbilit
steganography. Amongst the several characteristics matsd :{scnmmae l(ewegnhro us neszoda wa elrmar ( 1€ il
a sensitivity to message reconstruction due to small geatur of a watermark to withstand standard signal processing-oper

tions in the sources. This characteristic is not common i t|ons_), and security (the ability of aWate”T‘ark o witinsta
most other approaches to steganography. In this paper vatentlonal tgmp’enng). In the elect_romc_patlent headihard
discuss how this sensitivity relates the joint diagonéilisa where a patient’s private an.d.cqnﬁdentlal data is the_ccbnten
inside the independent component approach, and reliance (%the embedded message, itis important an attacker is@nabl
exact knowledge of secret information, and how it can be usercﬁD locate enough b'tsf of the message to attempt a reconstruc-
as an additional and inherent security mechanism against mgon- The attacker will only have access to the watermarked

licious attack to discovery of the hidden messages. Therpapgover and possibly have access to similar, though not identi
%qJ, examples of non-watermarked covers (and hence would

therefore provides an enhanced mechanism that can be usb ble t tatisti f1h ¢ le)isn th
for e-document forensic analysis and can be applied tordiffe € able lo assess stalistics of (h€ covers for examp e)idn
ense we focus on the issue of security in a watermarked-

ent dimensionality digital data media. In this paper we use | K6

low dimensional example of biomedical time series as migh?n y-atrtf_\c [6]. ish to f i beddi

occur in the electronic patient health record, where ptiatec In this paper we wish to focus on a specific embedding
approach and expand on a recently observed phenomenon of

of the private patient information is paramount. ) R - -
o . inherent sensitivity in one specific class of data hidinghmet
Index Terms— ICA, Sensitivity, Watermarking, Nonorthogods. We will show the source of this sensitivity, and provade

onal Joint Diagonalisation practical illustration of the use of this sensitivity as #idthal
security to an attack to try and recover a random secret mes-
1. INTRODUCTION sage. Since most steganographic methods are designed for

images in which there is significant redundancy in data, we
The use of embedding hidden messages in digital data for thieliberately focus on time series data since it is much more
protection of private information (such as in the electegra-  difficult to embed secret messages in one-dimensional data
tient health record) or for forensic analysis (includinggi  streams. We have a specific interest in the protection of per-
of-ownership, or last-access logs) relies on algorithnté wi sonal and private data in biomedical time series such as EEG
in-built security. However most steganographic approacheand ECG time series as part of an individual's electronic pa-
to data embedding have no explicit security in that at léeest t tient health care record, but our approach has relevance to
location of the embedded message, if not the actual messagedio and other low dimensional data streams. The methods
itself can be discovered or removed by a skilled attacker [1¢an also be applied to higher dimensional data such as images
2, 3, 4]. Hence a steganographic system which automaticallgnd video without modification.
embeds last-access details of any user would lose its redeva Blind Source Separation (BSS) is a well known signal
if a skilled attacker can discover and hence change thetsecngrocessing technique used in analysing a mixed set of data
message. By ‘skilled’ we mean that any steganographic sygienerated from multiple sources. The application of one of
tem must accept the ‘Kerckhoff principle’ in cryptography.the popular BSS techniques, the ICA (Independent Compo-
Specifically, the security of the system must accept that theent Analysis) method, for watermarking applications has
‘attacker’ has full knowledge of the methods, design and impreviously been presented in [7, 8], and has also been used as
plementation details of the system. The only missing inforan attack framework in [3] for images by exploiting the in-
mation to the attacker is some extra private information or dormation that the embedded message is usually statligtical
secret key mechanism. For a good steganographic system, welependent of the natural statistics of the cover.



It relies on a simple linear model in which &th obser- 2. STATEMENT OF THE SENSITIVITY PROBLEM

vationx; € R" is generated from a set &f underlying latent
sourceys, € RV} combined by a set of mixing coefficients A secret message is embedded in the transform domain de-
{aip}: x; = zp aipsp,. With a set of observations this is fined by the ICA framework using a specific unmixing ma-
equivalent taX = AS + n wheren is a possible single ad- trix W calculated explicitly from a specific original covertext.
ditive Gaussian noise source. The source separation pnoblelhe unmixing matrix remains as a private key andékact
cannot be solved if there is no knowledgefobr S from just ~ covertextis not publically available.
the observation data (the coverteXt) Simultaneous estima- Using this unmixing matrix allows the construction of the
tion of A andS is the blind source separation problem, andlatent sources, and hence have access to the basis vectors
the independent component analysis solution to the BSS prophodified to incorporate the message.
lem assumes that (1) the sources are statistically indgmend ~ In most ICA based watermarking techniques the set of
(2) at most one of the sources is Gaussian distributed, gnd (81ixed observationX are taken from a covet, andW is
the mixing matrix is full rank. used as the key to obtain a transformed set of vectors Xom

S. S is used as the embedding spacedor F defining the

Projecting the observation vectdks onto the inverse of €mbedding functiork samples of are selected as the prob-

the mixing matrix, W yields the latent sources in the ideal @ble embedding locations af. The selection ok is based
caseWX — S. on the application of andm.

We have previously [10, 11, 12] demonstrated for time F(8(k),m) — S.

series and images, the use of independent component @nalygi the decoder the modified sourSe-We. is used to retrieve
as a useful framework for information hiding. We have shown,, astimate ofn. 1.

that hiding information in the independent sources has good From an attacker's perspective this provides both a for-
robustness and data integrity. This is intuitively cleacsi \yarq and a backward problem. The forward problem is:
the focus of such methods is to decompose a signal into itgjyen an estimate oWW. W. how closely can the mixing
statistically independent underlying sources. If the ee8r atrix and the latent sources be estimatedhe important

are statistically independent they do not interfere witbhea packward problem is therGiven an estimate of the mixing
other, unlike for example, in an orthogonal decompositibn o yatrix. how accurately can the unmixing matrix be deter-

a system such as a Fourier analysis. Hence slightly changingined and is this sufficient to locate the hidden message?

one of these independent components should not distort the The packward problem is the important one because the

other components since they are independent of each otherggacker only has access to the watermarked cover (and pos-
sibly representative examples of unwatermarked covens), s

However, we have also previously observed that there ign unmixing matrix needs to be applied to recover the basis

a sensitivity to message reconstruction. Specifically,tin a vector sources which carry the secret message. Once the ba-

tempting to recover the hidden message in the ICA approad)s vectors are uncovered, traditional methods can beaappli

itis important to use exactly the same separating matribes oto the sources to hunt for the message. The essential ingre-

tained in constructing the source vectors. This extreme senjient is whether a small error in knowledge of the covertext

sitivity to message reconstruction is not intuitively olws,  |eads to small errors in construction of the mixing matrixga

since we do not observe the same sensitivity when we usghether small errors in the mixing matrix lead to small er-

an equivalent PCA or spectral approach for example. Howrors in the unmixing matrix. This is the crux of the senstjvi

ever, very recently [13] a possible mathematical explamati problem.

for this observation has been presented which we exploit in - This paper demonstrates how small perturbationXto

this paper as a significant advantage of the ICA approach tgan result in large perturbations in the estimatiorVéf It

information hiding from a security and forensics perspecti il be demonstrated how the relationship between the per-
turbations inX and W provides a security mechanism for

We will see that although the ICA method is stable towatermarking applications.

small perturbations in the observations in extracting the u

derlying statistically equivalent sources, it is not stabi

message reconstruction. Hence an attacker who knows the

method and attempts to reconstruct the correct but unknown

separating matrix themselves from similaut not identical

observation data (such as the exact set of original patient

EEG data for example) will be unable to reconstruct the hid-

den message, such as private patient information or previou

access data.



3. THE APPROXIMATE ICA APPROACH 4. MATRIX JOINT DIAGONALISATION

Given observationX, the ICA algorithm estimates the sep- Many problems in signal processing can be posed as an issue
arating (unmixing) matrixXW and the probable statistically of jointly diagonalising a set of matrices. Specificallye
independent sources AssumeS is an ideal true set of sta- @ et ofn x n symmetric matrice¢C;},i = 1... N, find a

tistically independent sources which are not observahég t - Non-singular matri8 such thaBC;B” are as diagonal as
possible. When we construct these matrices from observed

S,un = [81,....8p], data, we dp not expect to be able tq exagtly diagonalis_e all
these matrices, and so we are dealing with an approximate
, joint diagonalisation problem.
P . 3 Many domains consider a restricted formathogonal

Pr(Np=18,) = H Pr(s,)- joint diagonalisation where the matrix is constrained tobe

p=1 thogonal. ICA does not generally have this constraint unles
an additional requirement of prewhitened covariance matri
ces are used, which then imposes an additional constraint on
the possible diagonalisations of other matrices. So gépera
ICA can be considered as a non-orthogonal joint matrix diag-
< o . onalisation problem as follows.
yvhereA Is the ‘.”T"”OW” mixing mf”“”x: (We are NOwassum- - \yhen we consider the generation of observed data vectors
ing a square mixing problem for simplicity of notation). from the independent sources= As, the requirement of in-

Once the secret message is embedded in the sources, thgyhendence of the imposes constraints on the form of the
are no longer statistically independent and the previous ag,nssiple matriced. that can be estimated from knowledge of
sumptions of separability of the source distributions is/on the distribution ok. In particular the covariance sf Ry sat-
approximate. This slight relaxing of the independence aSsfiesR, — AA,AT whereA, is the diagonal covariance of
sumption has a strong consequence for algorithms atteqptiy __ giagonal, since the source vectors are independent. Sim-
to diagonalise the resulting cumulants, as discussed later ilarly, it is a property of independent random variables tia
higher order cumulant matrices of independent sources must
also be diagonal.

Hence, given a set of observation vectors from which we
can construct a finite set of higher order cumulants, the ICA
method is equivalent to finding a decompositionXfsuch
that its projection jointly diagonalises all higher ordenuu-
lants.

Hence ICA as a problem is generically equivalent to the
problem of non-orthogonal joint diagonalisation of matri-

Let A € RP*P such that

X = AS,

3.1. Estimation Problem

The estimated separating matd¥ by the ICA algorithm

should ideally be the inverse of the unknown Let ¢ repre-

sent the threshold of the perturbationXf due to uncertain-
ties in its exact determination by an attacker.

X+e=X ces. What does this have to do with the sensitivity issue in
steganography?
X ¢4 AS. Recently [14, 13], Afsari analysed the mathematics of
approximatenon-orthogonal joint diagonalisation. He con-
X €A AS. cluded that the exact joint diagonalisation becomes partic
larly sensitive when noise is added to the ‘clean’ matrices,
It was observed in [10] that ifS — S|| = ¢ and or when the sought joint diagonaliser is close to being ill-
conditioned. He showed that the problem is particularly
Dy + €c > C. severe in the case that the number of matrices used is small

and high dimensional. We also note that this issue of sensi-

whereD .., is the cover distortion due to the embedded mestivity surrounding joint diagonalisation in ICA methods sva

sage, then the hypothesis of correct message retrievatwou!SC Previously discussed by Hori and Manton [15] in the
be zergH. = 0. context of a critical point analysis.

The sensitivity problem is therefore defined as ‘the prob- We reproduce the pr|nc_|pal results here [13]. Specifically,
- T . ' consider the case @fstimatingthe cumulants from observed
lem of defining bounds fo£ which in turn will define the . .
. . - , data. Then the cumulant matrices are approximate.So con-
bounds fore. which will affect the decisior._ .

) . sider the perturbation problem where the true cumulants are
The query is thus, what affects the accurate reconstructio

. ) A fSerturbed by uncertainties
of W given only observations of data, or approximations o
the moments of the data distribution? C; = AMAT +aN; ac€ [—0, 0]



whereA; are diagonalN; are symmetric error noise matrices would expect to see a difference in the ability of an attatier

and o denotes a small noise contribution. Fer= 0 the
problem has an exact joint diagonaliser4f!. However for
a # 0 we have the approximate diagonaliser:

recover a secret hidden message in a system using staltjstica
independent basis functions versus a system using ortlabgon
basis functions to hide the message.

We now demonstrate this difference.
B=(I+aA)A™!
whereA € R™"™ anddiag(A) = 0. [|A|| measures the 5. TIME SERIES EXAMPLE
sensitivity of the joint diagonalisation problem to noise.

For an orthogonal joint diagonaliser, it can be shown thatVe show how gradual increases in the magnitudes of pertur-
bations to a signal lead to smooth changes in the condition

Ski number of the relevant covariance matrices (as would be ex-
ZZJ'V:I(/\HC — Aa)2 pected), but at a critical threshold the ability to recoveams:
dom message abruptly switches for the method based on in-
whereS = — "N [(ATN;A)°, A;], with [X,Y] = XY —  dependent components for small perturbation values. his i
YX andX°® = X — diag(X) . The term inS provides the due to a step-function change in the structure of the separat
amplification of the noise, and singeis assumed orthogonal, ing matrix. It will be shown that much larger perturbation
this term is finite. values are required for an orthogonal basis vector expansio
However, for a non-orthogonal diagonaliser, a perturbamethod,hence an attacker will not need to estimate thetsecre
tion analysis shows thak satisfies key separating matrix as exactly for the orthogonal metisod a
opposed to the independence method.
The experimental protocol is as follows:

Ap =

MyAp =Ty, 1<k<I<N

whereZ = — 37 (A7IN;(A~1)T)°A,; and 1. Aone-dimensional EEG signabf twenty seconds du-
ration is considered as the cover work. The EEG time
series is transformed into a matrix of observation vec-
tors, X using the dynamical embedding method de-
scribed in [12]. (Hence the finite observation vectors

My = ki [l/nkl pkl} 1<k#I<N
Pkl Mkl

and . .
x; are overlapping windows of samples fram)
- S (o, A3V
=PV, = 1;1712’“1/2 2. The ICA approach s used to decompBsanto a set of

i=1 i=1 Xz %) independent sourcé&sand a separating matrtv. W

and is used as one of the secret keys needed to retrieve the
o 5 f\z: ik watermark.
(N A2 A2)12 3. One of the sources,,, thus obtained is watermarked

using the QIM method of message embedding. (the
QIM method is not crucial to the argument. Other mes-
sage embedding approaches can be useds Lgtep-
resent the watermarked sour&represents the water-
marked source matrix.

The point about the above is that, the noise contribution
of A is magnified byZ which can be very large ifl is ill-
conditioned, sincé is controlled by the estimated unmixing
matrix which can have large errors. So a small perturbation
in the estimated cumulant matrices can lead to large emors i
the joint diagonaliser.

In the context of steganography and an attacker trying to
discover the hidden message, the attacker knows everything
about the method but is faced with trying to reconstructiatjoi

diagonaliser from similar but not identical data to the ones 5 Tg estimate the sensitivity of the ICA methods per-

4. The watermarked EEG is reconstructed fromX
which is obtained by applying the inverse of the sepa-
rating matrix, A = W~ to S.

used to construct the original unmixing matNX. This ma-

trix is large and there are only a few matrices (this depends
on the optimisation algorithm used, but many blind source
separation algorithms only consider low order cumulants an
hence only a small number of matrices are approximately di-
agonalised) and hence the problem is ill conditioned.

This is not the case for fixed feature space methods which 6.

do not aspire to independence, but only to orthogonalisatio
for example (such as PCA or Fourier methods). Hence we

turbed by a zero mean random noise sigmalp ob-

tain ¢. The variance of the noise signal represeqnts
and several increasing values of noise power are used
to simulate the effect of an attacker using different data
to estimate the separating matrix.

¢, obtained for each value Qt_ is transformed into a
matrix of observation vectorX; wherel indexes the
different noise levels.



7. 'I_'he condition number of the covarianceXfand each
X, is calculated.

8. The norm of the difference betwe&nand its perturbed

versionX, ¢ is calculated. S
3000 —»—ICA

9. The ICA is applied to eacK; to obtain a set of mod-
ified ‘best-guess’ sourceS; and separating matrices
W,. The ICA is initialised using the eigenvectors of
the covariance oX in order to obtain the same order
of the estimated sources.

2500
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10. '[he condition number of the covariancé®fand each
‘W, is calculated.

-
1S}
o
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Norm of difference between input data
and its perturbed version

11. The norm of the difference betwedN and its per- s00r
turbed versiorW, is calculated.

I I I I I I I I
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04

12. An estimate of the SOUI’C&U g is obtained by ap- Distortion to the EEG calculated as the ratio of variance of perturbation signal
' . _ ' ! - X y ap and variance of the EEG
plying W and eactW, respectively taX. An estimate

of the embedded message is retrieved flom, of S..  Fjg 1. Change in the perturbed input data maféixdue to
and eacts;. increased noise power on the original cover signal for both
et@e PCA and ICA experiments. The slight differences are due

13. The Hamming distance between the original embedd . L .
to different random realisations of the noise.

watermark and the estimated watermark is noted.

The same protocol is repeated, except that rather than use
the ICA framework to construct basis vectors, we use a stan-
dard PCA approach applied to the same observation matrices
X, and the same quantities calculated for comparison.

6. RESULTS

Figure 1 indicates the monotonically increasing changhén t
observation matrixX with respect to the original matrix as
the noise power on the original cover time series is incrtase
This is an attack which represents the attacker using very si
ilar but not identical data to estimate the only remaining un
known: the separating matrix (or the matrix of PCA coeffi-

I I I I I I I I

0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04

Distortion to the EEG calculated as the ratio of the variance of the perturbation
signal and the variance of the EEG

cients). Distorting the cover will induce a matrix norm dis- o[ ‘ ‘ . >

tortion in the data matrices used in the ICA algorithm. For 3:%01

smooth and small distortions, if the overall methodassen- it

sitive, then the message should be recoverable since dppro:  foos

mate knowledge should be sulfficient. ) ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
We would naively expect that the message would remair 52 piuooos i i tre caesimed asisratio ot me variones of (s murbaton

recoverable to an expert attacker until the noise poweifsign : sionaland ine variance of he EEG

icantly distorted the original cover.

Figure 2 shows the change in structure of the PCA coFig. 2. Matrix norm of the difference between the original
efficient projection matrix and the ICA separation matrix asand the perturbed coefficient projection matrix for PCA and
the noise power is increased. The flat structure of the PCAhe separating matrix for ICA due to increasing noise power
approach is due to the whitening effect and the orthogonalion the original cover signal. The PCA difference remains flat
sation which preserves the structure. However the sepgrati The ICA difference increases showing a change in structure
matrix changes its structure for quite small values of nois@f the separating matrix. This is expected for small noise.
power, as exhibited by the increase in the matrix norm. We
would expect this change in matrix structure to be refleated i
the ability of an attacker to recover the hidden message.



Figure 3 shows the probability of bit error of the estimated
message compared to the original random message embed-
ded in the clean data. This figure depicts the marked contrast

——rca| | ‘ ‘ ‘ ‘ ‘ ‘ between the orthogonalised basis vector approach and-the in
—ica dependence basis vector approach. We note that at the point
where the structure of the separating matrix is changirey, th
message basically becomes randomly correlated with tike tru
message: the attacker is unable to recover the message for th
independent vector approach.

o
3

I o o =4 o
N w > [ =)

o
[

Bit error rate of recovered watermark

Figure 4 is for reference only, indicating that for the noise

vovono power we are considering sufficient to destroy the hidden

vvvvvv

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04

Distortion to the EEG calculated as the ratio of the variance of the perturbation signal message, the Structure Of the OI’IgIna| cover (EEG t|me Sﬁl’le
and the variance of the EEG - . e e , ..
is essentially unchanged. As far as a clinician’s percepto
concerned, no physiological characteristics of the EEGhav
een destroyed at this level of signhal degradation. Hehee, t

Fig. 3. The probability of bit error between the estimated re-

covered message as determined by the expert attacker and £
o - . attacker would need to use data at least as accurate as the
original message. Note the significant difference betwhen t

qistorted data shown in this figure if she is to have an success
ICA and PCA approaches. The message becomes randomY . . . . .

i - . : at recovering the embedded private information by using the
unintelligible when the added noise power increases begtonddata 10 estimate the separation matrix

small threshold. The message embedded in the PCA vectors P '

remains recoverable for much higher values of noise which  These results support the theoretical discussion in the

equates to a much less accurate estimation of the PCA prearly part of the paper. We had hypothesised that a stegano-
jection matrix. graphic method which relied on the non-orthogonal joint
diagonalisation of a small set of matrices would have an in-
herent sensitivity in that it would be ill-conditioned. Wave
now observed this effect for the ICA approach used in this
one-dimensional time series example. In addition, we also
surmised that a method which relied on a secret key derived
from a constraint of orthogonalised basis vectors would not
Segment of the EEG signal have the same sensitivity. This is also shown in the compara-
2000f ‘ ‘ ‘ ‘ ‘ i tive example of the PCA approach. (Note, the approach based
_ZOOE‘_‘/\N\/A’\J\’VN on fourier transforms is trivially open to an attacker siitce
-4000| ‘ ‘ ‘ ‘ ‘ 1 is not data-derived and the attacker is assumed to have all
600 650 700 750 800 850 900 knowledge Of the method)

Segment of the EEG signal perturbed a noise signal of strength
equal to 0.0063 of the variance of the EEG signal
T T T

2000F

il ‘ ‘ 1 Although this paper has not discussed other features of
mow\’\/\/\’\/\y\w the nonorthogonal independent basis vector expansiogof si
-4000¢ ‘ ‘ ‘ ‘ ‘ 1 nal space, we have previously argued that it should also have
600 650 700 750 800 850 900 . . P
Segment of the EEG signal perturbed a nofse signal o strength better tradeoffs of data rate robustness and imperceptilil

equal to 0.042 of the variance of the EEG signal

2000F ‘ : : : ‘ . the trade-off triangle.

ok
—zooowvm This additional feature of sensitivity to estimation can be
—4000 . . . . . ]

oo - e s o s o qsed as a _secunty measure for privacy pr(_)tectlon, or atern
tively considered as a better forensic tool in that we caa als
embed different messages in different independent compo-

Fig. 4. This figure illustrates the very small distortion consid-Nents. We can choose these independent components for their
ered in this experiment. The figure plots a small segment oftaPility characteristics. Embedding last-access inédiom

the original EEG time series and compares with the distorte8f USers who may have opened a digital document can now be
EEG. The middle figure is for a variance where the ICA er-made more secure by using a private key based on the sepa-
ror becomes randomised, but the PCA error remains at zerfting matrix of the ICA approach. As we have demonstrated,
The bottom figure reflects the EEG distortion for higher noiséN® a@pproximate non-orthogonal joint diagonalisationxs e

power when the PCA method starts to deteriorate pected to be difficult in the ICA example, and hence even an
expert attacker is unlikely to be able to estimate the s¢ipgra

matrix accurately enough to recover and therefore modé#y th
embedded message without destroying the cover itself.




7. CONCLUSION Forensics and Securitywol. 153, no. 3, pp. 127 -139,
2006.

We have discussed how the observed sensitivity of the ICA
method derived from the problem of joint diagonalisation of [4] Francois Cayre and Patrick Bas, “Kerckhoffs-based em-
estimated matrices leads to a sensitive estimation of the un ~ bedding security classes for WOA data-hidingEEE
mixing matrix W. Without almost exact knowledge of the Transactions on Information Forensics and Secyrity
precise original data used to construct the true unmixing ma  Vvol. 3, no. 1, pp. 1-15, 2008.
trix, the estimation of the matrix is an ill-conditioned pro [5] 1. J. Cox, M. L. Miller, and J. A. Bloom,  iDigital
lem. Since in our method, the unmixing matrix is used as a \)Va.terma;rkiﬁgi\ﬂorgar,l Kaufrﬁar.m Publi’sh,ers 2002
key for extraction of the hidden message, the inability of an ' '
attacker to estimate this key accurately is sufficient togmne [6] F. Cayre, C. Fontaine, and T. Furon, “A theoretical study
recovery of the message. This system allows for Kerckhoff’s of watermarking security,” Proc. Information Theory
principle, in that the attacker is allowed to know everythin (ISIT), pp. 1868 —1872, 2005.
about the method except the key, and we have seen that the
key cannot be accurately estimated enough even with knowl{7] S. Bounkong, B. Toch, D. Saad, and D. Lowe, “ICA for
edge of how it was generated. watermarking,” J. Machine Learning Researctiol. 4,

It was seen that for the orthogonal basis vector approach ~ N0. 7-8, pp. 1471-1498, 2004.
as typified by the PCA method, the message could be recov—[8] C. Jinand L. Pan T. Su, “Multiple digital watermarking
ered with a much less rigorous ‘error bar’ on the correspond- sc':heme bas;ed on I'CA,Proc IEEES™ Int. Workshop
ing projection matr_ix of PCA coeffic_ients. However, for the on Image Analysis for i\/lultﬁnedia Intera<':tive Services
method based on independent basis vectors, a very accurate pp. 70-73, 2007
estimate of the separating matrix was required. When this ' ' '
threshold of matrix difference norm was crossed, the degra-{9] A. Hyvarinen, J. Karhunen, and E. Oja, ,” indepen-
dation of the message was a sharp transition, and not one of  dent Component Analysi#iley-Interscience, 2001.
gradual degradation.

The paper is a preliminary investigation only. We have nof10] B. Toch, D. Lowe, and D. Saad, “Watermarking of au-
explored all variants of independent component analysis or ~ dio signals using independent component analysis,’
alternative algorithm variants which might be more stable t International Conference on WEB Delivering of Music
the perturbation sensitivity identified here. Similarly have (WEDELMUSIC'03)pp. 71-74, 2003.
not investigated specific attacks which might compromise th 11]
new suggested security mechanism proposed here. These Lre
topics for the future.

We have been motivated by this use of the ICA method
as a steganographic framework for exploitation in the fitur [12] B. R. Matam and D. Lowe, “Steganography, biopat-
electronic patient healthcare record, for security of peas terns and independent componenBrpc. 7¢" Int. Conf.
and confidential patient information likely to be embedded i Mathematics in Signal Processingp. 206—209, 2006.
side the actual raw medical data, and also for possible foren
sics of retaining a record of last access logs on data file§13] Bijan Afsari, “Sensitivity analysis for the problem of

B. Toch and D. Lowe, “Watermarking of medical sig-
nals,” Proc. 2" Int. Conf. Computational Intelligence
in Medicine and Healthcargp. 231-236, 2005.

However the method has a much wider generality of appli- ~ Matrix joint diagonalization,” SIAM Journal on Ma-

cation. trix Analysis and Applicationwol. 30, no. 3, pp. 1148—
1171, 2008.
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