
Quantisation E�ets and Watermarking CapaitySt�ephane Bounkong, David Saad and David Lowefbounkons,d.saad,d.loweg�aston.a.ukNeural Computing Researh GroupAston UniversityBirmingham, B4 7ET, United KingdomAbstratDigital watermarking aims at embedding informa-tion in digital data. The watermark is usually re-quired to be impereptible, unremovable and tohave a high information ontent. Unfortunately,these three requirements are ontraditing. Forexample, having a more robust watermark makesit either more pereptible or/and less informative.This paper investigates the relationship betweenthe watermark information ontent and the indueddistortion due to quantisation, suh as lossy om-pression.1 IntrodutionDigital media have beome very popular over thelast deade. The development of eÆient ompres-sion algorithms, suh as MPEG [5℄, JPEG [7℄, orJPEG2000 [1℄ has made it easy to distribute dataover the Internet but also inreased their vulner-ability to illiit distribution or retailing. Interestin watermarking tehniques has grown signi�antlyin the past few years, mainly due to the need toprotet intelletual property rights of these prod-uts [3℄. In this paper, we investigate the relationbetween the maximum information ontent thatan be embedded and suessfully retrieved afterbeing transmitted over a quantised hannel (an at-tak). Suh a hannel is typially enountered inlossy ompression (JPEG, MPEG) methods, whihare an essential tool in the transmission of digitalmedia. Without loss of generality, here, the anal-ysis is arried out over JPEG ompression for im-ages.

2 Watermarking Communia-tion ChannelThe basi problem of watermarking, is how to em-bed information, usually termed a watermark, inthe data [3℄, with an impereptible loss of qualityand suh that ommon proessing will not removethe embedded watermark. Quantisation is essentialfor lossy ompression, and for the transmission andstorage of digital data. In this paper, the inueneof quantisation on the watermarking transmissionrate is investigated. Figure 1 depits the ommu-niation hannel studied (termed hannel with sideinformation in the information theory literature),where X is the original data, M the message to beembedded, X̂ the watermarked data, QF the om-pression quality fator, Y the quantised data andM̂ the message estimate after an attak.
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Figure 1: Watermarking ommuniation hannel.2.1 Lossy Compression and Water-markingReent researh has foused on evaluating the a-paity of the watermarking hannel [4, 6℄. Typi-ally, all proesses studied so far are modelled usingsimple distributions, mostly Gaussian. However,1



this modelling may be misleading for determinis-ti attaks, suh as lossy ompression. The stan-dard deviation values used to model the quantisa-tion noise lead to very low information transmis-sion rate. Among other results, the present workwill show the disrepany between the transmis-sion rate obtained using the Gaussian model andthe true transmission rate.In the present paper, quantisation, whih is theheart of all lossy ompression methods, is onsid-ered as a deterministi proess. Quantisation re-dues all states of the data within a quantisationbin to a unique state named the quantised state.This redues the number of possible states for thedata, watermarked or not, and therefore bounds theahievable information rate (IR) of the watermark-ing sheme. For a given allowed indued distortion,the maximum number of informative bits that anbe enoded, when subjet to suh an attak is there-fore given by the number of quantised states withinthe radius de�ned by the allowed distortion.An illustration is given in Fig. 2, where `+' repre-sent the quantised points and `X' the original datapoint, the area assoiated with eah quantised pointis marked by plain lines. Eah quantised point is as-soiated with a ertain information represented bythe letters `A' to `D'. Therefore, in order to enodethe letter, the indued distortion will be hara-terised by `C1', `C2', 0, and `C3' respetively. So,given a quantisation step (width of the quantisa-tion bin) Æ, one an derive a relation between theIR and the indued distortion K.
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Figure 2: Quantisation and watermark.In the following, the distortion ost K of trans-mitting information over a known uniform quan-tised hannel is investigated. A mean square error

metri in the image spae is used to measure thelatter ost, MSE = 1hwPi;j(Xij � X̂i;j)2, whereh is the height of the image, w the width of theimage, i the vertial index of the pixel, and j thehorizontal index of the pixel.2.2 Lossy Compression: JPEGIn this setion, a brief presentation of the JPEGstandard, on whih the analysis is based, is given.More details an be found in [7℄.
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Image DataFigure 3: JPEG Lossy Compression Blok Dia-gram.Figure 3 depits JPEG ompression for still im-ages. First, the image is divided into ontiguouspathes of 8 � 8 pixels. The DCT of all pathesis taken, the obtained oeÆients are quantised a-ording to X̂ = Qu(X; Æ) = �XÆ �Æ ; (1)where X̂ is the quantised data X , Æ is the quantisa-tion step and where `[ : ℄' stands for the �x roundingoperator (rounding towards `0').The quantisation step Æ is omputed from theJPEG quality fator parameter QF (Eq. 2 and 3)and the prede�ned quantisation table Q (Ap-pendix, Fig. 9), whih provides the di�erent valuesfor eah oeÆient in a path. Finally, the quan-tised oeÆients are enoded using a lossless om-pressor.Æ = k Q ; (2)k = � 50=QF if QF < 50 ,(200�2QF )100 if QF � 50 . (3)3 Information Rate and In-dued DistortionIn this setion, we investigate the maximum in-dued distortion required to ahieve a ertain in-2



formation rate for a given level of quantisation (at-tak) at the enoder. A general analysis will be ar-ried out, followed by a partiular example (JPEG).3.1 AnalysisAssume n parallel hannels, subjet to a quantisa-tion attak, as de�ned in Eq. 1, with di�erent quan-tisation levels Æi (i = 1 : : : n). In the worst ase, theindued distortion K an be expressed as followsK = Xijni>0 22(ni�1)Æ2i ; with N =Xi ni ; (4)whereN is the number of bits we want to embed, niis the number of bits enoded using the ith hanneloeÆient (e.g. DCT oeÆient).Our aim is therefore to �nd the best distributionof ni, whih minimises K for a given N . By intro-duing a Lagrange multiplier in Eq. 4 and solvingthe system of equations given by the �rst order on-dition of optimality, we getni = Nn + 1nXj log2 Æj � log2 Æi : (5)Then, the validity of the obtained solutions ni hasto be veri�ed for eah of the hannels. For instane,eah ni has to be a positive integer. If not, it meansthat the solution lies on the system boundaries.The problem an also be overome using lassialmethods, for example a Langrange multiplier foreah non veri�ed onstraint hanging them into anequality if needed.3.2 Gaussian Model AnalysisIn this setion, we present a short analysis on theGaussian model mentioned earlier and as it is usu-ally presented in the literature. In this framework,the quantisation noise is modelled by a entredGaussian noise. Its standard deviation is estimatedfrom the distortion introdued by the quantisation.Assuming a at distribution for the soure to bequantised, the standard deviation of the noise is� = Æ=p12. Furthermore, for a hannel with addi-tive Gaussian noise, the apaity is given by [2, 4℄C = 12 log2�1 + �2w�2 � ; (6)= 12 log2�1 + 12�2wÆ2 � ; (7)

where �w is the standard deviation of the intro-dued watermark. In our problem, n parallel han-nels, indexed by i, are onsidered, and for these thebest distribution has to be found for a given infor-mation rate and set of attak strengths Æi. Thisgives rise to a similar optimisation problem as inSe. 3.1, with Kg =Xi �2wi ; (8)to be used as a ost to minimise under the on-straint N =Xi Ci = 12 log2�1 + �2wi�2i � : (9)The problem is solved in the same way. The opti-mal alloment is then given by�2wi = 112�2 2Nn �Yj Æ2j� 1n � Æ2i� ; (10)then the validity of the solution has to be veri�edwith respet to the positivity ondition.3.3 Pratial CaseIn this setion, a JPEG attak is assumed and pre-sented as a ase study. A brief desription of thealgorithm used in a pratial ase is also given. InSe. 3.1, we presented and solved the problem forthe worst-ase soure data. In pratie, the orig-inal value of the soure data is of high relevaneas it has a signi�ant inuene on the introdueddistortion for low information rate. Furthermore,it is important to notie that the quantisation binentred around 0 is double the size of all others,(Eq. 1).A simple way to takle the problem is to use agreedy algorithm. The latter searhes for the low-est distortion to embed one more bit per iteration.This basially means that the number of reaheablestates with the allowed distortion has to double forone of the parallel hannels onsidered at eah iter-ation. The hannel with the lower ost is seletedand the ost assoiated to it is added to the totaldistortion ost at the previous iteration. Then, theost related to further use of the seleted hannel isupdated. The desription of the algorithm is givenby the following steps.3



1. The distortion Ci for �rst use of eah of thehannels is evaluated byCi = � (Æi � ri)2 if qi = 0,min(r2i ; (Æi � ri)2) if qi 6= 0, (11)qi = �iÆi � ; and ri = i � qiÆi ; (12)where i is the original (real) value of thesoure, the original osts are also referred toas Oi.2. The lower distortion is seleted and added tothe previous distortion.K = K +mini Ci ; and ni = ni + 1 : (13)3. The seleted marginal distortion Ci for the se-leted hannel is then updated usingCi = 8>><>>: (2niÆi �Oi)2 � Ci ;if jqij � ni < 0 ;((2ni � 1)Æi +Oi)2 � Ci ;if jqij � ni � 0 . (14)4. Steps 2 and 3 are repeated until N =Pi ni.3.4 ExperimentsFollowing, the previous analysis in Se. 3, we im-plement an algorithm evaluating the maximum dis-tortion introdued in order to transmit an N bitmessage, when the watermarked data is subjet toa quantisation attak (lossy ompression) of knownstrength at the enoder. The results are shown forthe JPEG standard for di�erent strengths. Theexperiments are given for the worst host data(monohrome blak piture) and for a pratialase using the well-known Lena piture. For the lat-ter, only the average maximum distortion induedis reported for di�erent quantisation strengths.3.5 ResultsFigure 4 represents the distortion introdued to en-ode N bits given a QF in a blak image (worstase), while Fig. 5 is the average ost of enodingN bits per path of 8�8 pixels in the Lena piture.In both plots, quantisation is treated as a determin-isti proess. While, Fig. 6 represents the distortion
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Figure 5: Distortion versus IR for a JPEG attakfor a known QF.introdued by enoding N bits given QF in a blakimage modelling quantisation as a Gaussian noise.The results show that Gaussian modelling overes-timates the distortion needed in all studied rangesof quantisation strength and transmitted numberof bits. This also explains why some shemes inthe literature using the Gaussian model, designedwith the full knowledge of the ompression stan-dard, ahieve better results than expeted. In ouranalysis the quantisation strength is assumed tobe known at the enoder, whih might not be thease in most pratial ases. When quantisationis treated as a deterministi proess as above, onean easily show that if the attak has not the ex-peted strength, even if weaker, this may introdue4
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QF=95, k=0.1Figure 6: Maximum distortion versus IR for JPEGattak for a known QF, modelled as an additiveGaussian noise.signi�ant errors in the deoding. When Gaussianmodelling is used, the reported distortion is stillvalid if the real quantisation strength is not greaterthan the one for the informed ase. In the follow-ing setion, we disuss the amendment needed toour approah, when the maximum strength of theattak is only known at the enoder.4 Unknown Quality FatorIn this setion, the Æ is assumed to be unknown atthe enoder but bounded from above by Æm whih isknown. We are interested in the relation betweenthe IR and the distortion to introdue to ahieveit. Results obtained in Se. 3 where for the ase ofknown Æ at the enoder.4.1 Ambiguity ProblemIn the ase desribed in Se. 3, embedding someinformation only requires moving the data to theorret hyperube. However, when Æ is unknown,the problem lies in the unertainty introdued byoverlapping bins, when di�erent Æ values an beused. The problem is explained in Fig. 7. Enod-ing a given letter refers to moving the data to theappropriate bin, assuming a quantisation strengthof Æm (Fig. 7, line 1). If the quantisation attakresults in Æ = a (Fig. 7, line 2); a reeived dataY = a an ome from intervals assoiated with ei-

ther A or B (Fig. 7, line 1). This reates ambiguityin the previous sheme. To amend it, �rst we no-tie that values are always quantised toward thevalue `0', whih is the only �xed point. The areasof ambiguity for eah bin an be found using themaximum remainder over Æ of the Eulidean divi-sion of i Æm by Æ (Fig. 7, line 2 to 3, the areas ofambiguity are underlined by arrows), whih an beexpressed formally as follows, where i 2 N denotesthe index of the bin from the bin entre at `0',RÆm(i) = maxÆ i Æm � Æ� i ÆmÆ � ; (15)= iÆmi+ 1 + � ; 0 < �� Æm : (16)The intervals of ambiguity are therefore of the form[iRÆm(i); (i+ 1)RÆm(i)℄.
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Figure 7: Maximum unertainty generated by mul-tiple quantisers. Enoding and deoding strategy.Amending the algorithm involves modifying theboundaries of both enoding and deoding bins.The area between a and 2a (Fig. 7, line 2) shouldbe assoiated with the information B at the de-oder, but at present data an be from either A orB. The enoder will be modi�ed so that no infor-mation is enoded in this area. Respetively, thearea between 2b and 3b (Fig. 7, line 3) has to be as-soiated with the information C and so on (Fig. 7,line 5). This also de�nes the bounds for the enod-ing proess (Fig. 7, line 6); for example to enodeB, the watermarked data has to lie between Æm and2b (Fig. 7, line 3). If the modi�ed data is below Æm,using a quantiser with Æ = RÆm(1)� �, with an ap-propriate value �, will automatially bring it belowa and lead to a bad deoding. If the data is greaterthan 2b, no quantisation will automatially lead toa bad deoding to C. One these boundaries are es-tablished, a similar algorithm to the one desribedin Se. 3.4 an be applied.5



4.2 Results
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Figure 8: Distortion vs IR for JPEG attak for aknown Æm.Figure 8 shows the average ost over the pathesto transmit N bits per path. As expeted the ostinreases signi�antly only for low IR, sine themarginal ost remains the same, equal to Æm, forevery oeÆient. From Fig. 8, it an be seen thaturrent state of the art methods are still far be-low the maximal information rate. For example, ifQFm = 20, and the distortion ost allowed is about3, at least 1 bit an be embedded reliably per path,whih means more than 4096 bits for a 512� 512pixels, Lena piture; this is 4 to 40 times greaterthan the performanes reported in the literature.5 ConlusionThis paper provides a lear framework for omput-ing the relationship between the IR and distortionintrodued by a watermark under a quantisationattak. An example on a typial piture ommonlyused by researh ommunity is also provided. Theresults show that urrent watermarking shemesare still far below the maximal IR of this hannel.Further researh will inlude evaluation of the IRunder various types of attaks.Aknowledgement: Support from EPSRC re-searh grant GR/N63178 is aknowledged.

A JPEG Quantisation Table16 11 10 16 24 40 51 6112 12 14 19 26 58 60 5514 13 16 24 40 57 89 5614 17 22 29 51 87 80 6218 22 37 56 68 109 103 7724 35 55 64 81 104 113 9249 64 78 87 103 121 120 10172 92 95 98 112 100 103 99Figure 9: JPEG quantisation table: Q.Referenes[1℄ M. D. Adams. The JPEG-2000 still image om-pression standard. Tehnial Report JTC 1/SC29/WG1N 2412, ISO/IEC, September 2001.[2℄ T. M. Cover and J. A. Thomas. Elements of infor-mation theory. John Wiley and Sons, New York,1991.[3℄ I. Cox, M. L. Miller, and J. A. Bloom. DigitalWatermarking. Morgan Kaufmann, San Franiso,2001.[4℄ J. J. Eggers and B. Girod. Quantization e�ets ondigital watermarks. Signal Proessing, 81(2):239{263, 2001.[5℄ ISO/IEC JTC1/SC29/WG11. Codingof moving pitures and audio. Tehni-al Report ISO/IEC-11172 and ISO/IEC-13818 and ISO/IEC-14496, ISO/IEC, 1988.http://mpeg.teleomitalialab.om/standards.htm.[6℄ P. Moulin and J. A. O'Sullivan. Information-theoreti analysis of information hiding. IEEETransations on Information Theory, Marh 2003.[7℄ G. K. Wallae. The JPEG still piture ompressionstandard. Communiations of the Assoiation forComputing Mahinery, 34(4), April 1991.
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