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ABSTRACT
The human resource management (HRM) function has witnessed the rapid integration of algorithms into incumbent processes; 
however, significant employee resistance and aversion to algorithmic decision- making have also been reported. Research on 
algorithmic HRM practices indicates an underlying duality of perceptual responses by HRM professionals towards this tech-
nology. We seek to understand how HRM professionals experience algorithmic HRM use and determine if there are bright sides 
to its organizational integration. We undertake a qualitative, open- ended study based on written responses to open- ended ques-
tions from 58 respondents in the United Kingdom and the United States of America. The data were thematically analyzed using 
grounded theory, which revealed four themes representing HRM professionals' overarching perspectives on why algorithmic 
HRM precipitates aversion or appreciation. The first two themes highlight HRM professionals' perceived subjective uncertainty 
regarding algorithmic HRM and its perceived negative effects on the organization. The third theme acknowledges the positive 
effect of algorithmic HRM, and the final theme discusses three critical coping strategies (embrace, avoid, and collaborate) that 
HRM professionals adopt to counteract their experienced fears. Our findings suggest that HRM professionals adopt a cautiously 
fearful rather than a wholly adverse outlook towards algorithmic HRM, wherein aversion and appreciation appear to emerge 
simultaneously. We contend this existence of a duality of perceptual responses to algorithmic HRM may be a precursor to setting 
a harmonious collaboration between humans and algorithms in the HRM domain, contingent on appropriate levels of oversight 
and governance. Implications for theory and managerial practice are also discussed.

1   |   Introduction

Recently, HRM has experienced a transformation driven by 
the deployment of digital technologies and platforms (Budhwar 
et  al.  2023; S. Kim, Wang, and Boon  2021; Poba- Nzaou, 
Uwizeyemungu, and Clarke  2020). There is emphatic recog-
nition of the efficiency of algorithms in processing data and 
performing cognitive tasks normally undertaken by humans 

(Giermindl et al. 2022). This has led to their increasing use in op-
timizing HRM decision- making by partially or fully automating 
incumbent processes (Baiocco et al. 2022; Meijerink et al. 2021) 
in areas such as task allocation (Baiocco et  al.  2022), perfor-
mance and compensation management (Khoreva et  al.  2019; 
Kinowska and Sienkiewicz 2022; Tong et al. 2021). This integra-
tion of algorithms into HRM has led to the development of algo-
rithmic HRM as an emerging field of inquiry. This field involves 
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the narrow application of algorithms to HRM processes, func-
tions, and data, and in our view, algorithmic HRM differs from 
general algorithmic management in its usages and expectations.

While there is widespread recognition of the benefits algorith-
mic HRM can bring to organizations, such as, in streamlining 
HRM operations (see Goods, Veen, and Barratt  2019), there 
have also been serious concerns raised about its usage. These 
concerns especially revolve around how it can perpetuate ra-
cial and gender bias (Leicht- Deobald et al. 2019) and social in-
equalities (Bankins et al. 2022) due to data quality, integrity and 
size, and the complexity of HRM- related consequences (e.g., 
Tambe, Cappelli, and Yakubovich 2019). These concerns have 
led scholars to recognize the phenomenon of algorithmic aver-
sion. Algorithmic aversion is “a behavior of neglecting algorith-
mic decisions in favor of one's own decisions or other's decisions, 
either consciously or unconsciously” (Mahmud et  al.  2022, p. 
1). In the context of HRM, we contend that such aversion to 
algorithms could originate from professionals' perceptions of 
distrust, fear, or lack of confidence (Cheng and Hackett  2021; 
Prikshat, Malik, and Budhwar 2021) in algorithmic HRM due to 
the possible bias and detrimental outcomes that it could engen-
der. These outcomes (e.g., see Maasland and Weißmüller 2022; 
Mahmud et al. 2022) include perceived decrements in fair treat-
ment (Köchling and Wehner 2020) and even job redundancy for 
HRM professionals (Arslan et al. 2022; Ore and Sposato 2021).

Despite scholars' acknowledgment that fear of and aversion to al-
gorithmic HRM can have severe implications for organizations' 
use of such technology and the future of work, scant research 
has been directed toward understanding why these issues exist 
(Mahmud et al. 2022). This may be due to a combination of rea-
sons. First, there is limited evidence that informs scholars and 
practitioners about the factors that could reduce the enthusias-
tic adoption of algorithmic HRM across different HRM func-
tions, such as recruitment (Köchling and Wehner  2020; Park 
et  al.  2021). Second, very little research examining algorithm 
aversion in real- world professional communities through quali-
tative methods exists (Mahmud et al. 2022), which means there 
is significant scope for developing more nuanced insights into 
the causes of such aversion. In our view, these knowledge gaps 
are significant since perceptions about the possibility of bias 
against human agents in new technologies can often determine 
the failure or success of their adoption (Budhwar et  al.  2022; 
Newman, Fast, and Harmon 2020).

Recognizing these gaps, several scholars (e.g., Köchling and 
Wehner 2020; Leicht- Deobald et al. 2019; Meijerink et al. 2021; 
Meijerink and Bondarouk  2023) have called for research that 
examines how professionals' fear of and aversion to algorith-
mic decision- making may be reduced, particularly in the con-
text of domains such as HRM. We contend that gaining an 
in- depth understanding of such aversion is critical for two rea-
sons. First, scholars have reported that negative perceptions of 
algorithmic HRM use lead workers and HRM professionals to 
demonstrate algoactivism or deliberate sabotage of algorithmic 
HRM use (Meijerink and Bondarouk 2023). Such negative em-
ployee responses to algorithmic HRM use have the potential 
to severely undermine organizational returns on investments 
in the deployment of these technologies. Following such sup-
positions, researchers have recently emphasized the need for 

qualitative investigations to determine solutions for algorithmic 
aversion and the underutilization of algorithms (e.g., Neumann 
et al. 2023; Burton, Stein, and Jensen 2020). We believe that this 
need is singularly important considering the existing precon-
ceived reservations about the black- box phenomenon of algo-
rithms (i.e., the opacity of their inner workings for the masses; 
Bartosiak and Modlinski 2022; Meijerink and Bondarouk 2023).

Second, the extensive diffusion of algorithmic HRM rests on 
HRM professionals acting as agents of change who prepare their 
organizations and human resources to accept the technologies 
and their outcomes (Suseno et al. 2022). Hence, gaining a nu-
anced understanding of factors that could make HRM profes-
sionals fearful or averse to algorithmic HRM use is critical. If 
solutions are to be proposed to counter this aversion or fear, we 
need to understand if and why such emotional responses persist 
despite wide- ranging and continual technological advancements 
being adopted in the workplace. By doing so, we respond to the 
call to understand HRM professionals' perceptual and emo-
tional responses to algorithmic HRM, with an emphatic focus 
on investigating why they may resist or be averse to this techno-
logical system. We act on the need for nuanced and in- depth re-
search on algorithmic HRM and adopt a qualitative approach to 
address two research questions (RQs): (1) Are HRM professionals 
fearful or averse to algorithmic HRM use in their organizations? 
If so, what are the reasons for these negative responses and if not 
what are the reasons for their positive responses? (2) What are the 
outcomes of such fear and aversion toward algorithmic HRM, and 
how do HRM professionals cope with them?

To answer these RQs, we collected qualitative data via open- 
ended, structured interview questionnaires from 58 HRM pro-
fessionals based in the United Kingdom (UK) and United States 
of America (USA). Most of these respondents were employed at 
the managerial level, covering a range of varied functional roles 
in HRM, such as recruitment, learning and development, per-
formance, and compensation management (see Table 1). These 
respondents were familiar with algorithmic HRM applications 
and were asked (a) whether they encountered any fear of or aver-
sion to the use of algorithmic HRM within their organizations 
and the reasons thereof and (b) their reactions and the coping 
strategies they utilized in dealing with any experienced fear or 
aversion. HRM professionals were a viable choice as respon-
dents for this study as they are well- positioned to shape orga-
nizational HRM policy and garner other employees' reactions 
to the same. They, in essence, act as change agents for their or-
ganizations (Sarvaiya, Arrowsmith, and Eweje 2021). The data 
were inductively analyzed using the grounded theory method 
(Creswell et al. 2007) through iterative coding, which enabled 
us to assimilate the respondents' voices and translate them into 
four different themes. These include HRM professionals' per-
ceptual responses of aversion, fear, and even appreciation of al-
gorithmic HRM.

This study contributes to the field of HRM in the following ways  . 
First, it offers an in- depth understanding of why HRM profes-
sionals experience a fear of or aversion to algorithmic HRM 
(either in themselves or from other employees), the outcomes 
thereof, and the strategies used to cope with the outcomes. By 
doing so, our first contribution is our response to recent schol-
arly calls (Cheng and Hackett  2021; Kelan  2023; Mahmud 
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et al. 2022) for further research exploring factors allied to stake-
holders' resistance to algorithmic HRM. Recent systematic 
reviews indicate that only 22 academic studies focusing on al-
gorithmic HRM (Cheng and Hackett 2021) have been published, 
and algorithmic aversion is less studied in terms of perceptual 
biases in specific contexts (Choung, Seberger, and David 2023), 
social dimensions (Bevilacqua and Alashoor 2023), tasks, and 
high- level organizational factors (Mahmud et al. 2022).

There is limited scholarly information on these topics as algo-
rithmic HRM pertains to a narrow application of algorithms in 
the modern workplace and is an emergent research issue. The 
research specifically directed at aversion to algorithmic HRM 
is relatively scant in comparison to aversion to algorithmic rec-
ommendations and decision- making in a general context, which 
has been the subject of multiple studies (e.g., Köchling and 
Wehner  2020; McDonnell et  al.  2021). Indeed, few qualitative 
studies (e.g., Neumann et al. 2023) have focused on explicating 
the reasons or bases for algorithmic aversion or fear—which, in 
our view, could be a precursor to active resistance toward al-
gorithmic HRM. In this regard, our study goes a long way in 
undertaking and offering a detailed discussion of professionals' 
perceptual responses to algorithmic HRM. Our study reveals 
two reasons (uncertainty and subjectivity of experiences and 
perceived negative effects on organizations and employees) that 
may inform HRM professionals' nuanced perceptual responses 
to algorithmic HRM use, including caution, wariness, fear, and 
aversion. However, we also find that there is a simultaneous 
emergence of appreciation for algorithmic HRM that is precip-
itated by respondents' belief in singularly discussed positive 
effect on the organization. We believe that such appreciation is 
a precursor to their acceptance of this technology. To bind the 
findings together, we employ the stimulus- organism- response 
(SOR) model to develop a framework explaining perceptual re-
sponses to algorithmic HRM use. The SOR is a well- regarded 
theory that allows scholars to understand the process through 
which individuals evaluate whether to adopt or avoid a behav-
ior in response to a specific stimulus (Jacoby 2002; Mehrabian 
and Russell 1974). This framework is an initial attempt to estab-
lish a basis for developing more nuanced frameworks linking 
algorithmic HRM use and employee behavior, both positive and 
negative.

Second, our study contributes to the literature by revealing a 
distinct duality of HRM professionals' responses to algorithmic 
HRM use that encompasses both bright (appreciation) and dark 
(aversion) aspects is a marked contribution to this field, espe-
cially as we find that the latter (i.e., aversion) seems to have a 
range of emotional connotations as a response. In our view, 
aversion may be too strong a word for describing the percep-
tions of the current workforce, which has witnessed intense and 
extensive technological advancements in their organizations, 
particularly in the wake of the COVID- 19 pandemic. Instead, 
we believe algorithmic wariness or caution would be a more 
apt description for HRM professionals' perceptual response to 
algorithmic HRM implementation. In addition, some of our re-
spondents also demonstrated appreciation for some aspects of 
this technology contingent on its selective and well- governed 
usage. Our findings support prior scholars' (e.g., see Einola and 
Khoreva 2023; Charlwood and Guenole 2022) contention that a 
harmonious coexistence between humans and algorithms, with 

minimal resistance, is possible. However, this potential coex-
istence is dependent, as mentioned, on algorithmic HRM's se-
lective use and appropriate governance. Further, we align with 
Moritz et al. (2023) to suggest that algorithmic aversion and ap-
preciation may be two sides of the same coin, thus offering an 
insight into the potential duality of algorithmic HRM's usage in 
organizations. In this regard, our proposed framework, which 
binds this duality under a theoretical aegis, presents an import-
ant contribution to this field; it allows scholars to foresee a path-
way that translates the deployment of algorithmic HRM into 
behavioral responses by HRM professionals who are exposed 
to it.

Third, few studies have focused on investigating the specifici-
ties of HRM professionals as a respondent group in aversion 
literature compared to other respondent groups, such as job ap-
plicants (Choung, Seberger, and David 2023) and workers, espe-
cially those employed in the gig economy (e.g., Newman, Fast, 
and Harmon  2020). Since HRM professionals can be effective 
change agents and are uniquely positioned to ensure the align-
ment between organizational resources and demands, their ex-
periences exemplify various problematic employee experiences 
that organizational fora may encounter during algorithmic 
HRM implementation. Our study findings inform practitioners 
and scholars about the transformational role that HRM profes-
sionals can play in reducing algorithmic HRM aversion. For in-
stance, HRM professionals can deploy strategies that strongly 
influence employees' positive rumination of the effects of algo-
rithmic HRM use, such that this influence leads to their appre-
ciation of this technology. The results provide valuable insights 
into practices that could be deployed to alleviate algorithmic 
aversion and promote HRM professionals' appreciation of algo-
rithmic HRM. Our findings also provide evidence to support the 
practice of collaborative intelligence (Park et  al.  2021; Wilson 
and Daugherty  2018) in HRM, a nascent field of study with 
significant implications that may provide organizations with a 
competitive advantage.

Lastly, the study offers methodological advancement in the 
field, which has, to date, been limited to mainly conceptual, 
experiment- based, and quantitative studies. Qualitative ap-
proaches can be used to generate nuanced insights in answering 
the “why” and “how” questions related to HRM professionals' 
interaction with algorithmic HRM, which is a relatively less ex-
amined topic. For this purpose, we utilize the grounded theory 
approach, which generates a “general explanation for a process, 
action, or interaction shaped by the views of a large number of 
participants” (Creswell et al. 2007, p. 249).

The remainder of the manuscript is structured as follows. We 
begin by offering insight into the state- of- the- art of existing al-
gorithmic HRM and aversion research. This is followed by de-
scribing the methodological approach adopted to answer our 
RQs and the presentation of the study's findings. Binding the 
findings together under the theoretical underpinnings of the 
SOR model, we present a framework describing a pathway for 
explaining the dual perceptual responses that algorithmic HRM 
use can engender. This is accompanied by a discussion on future 
research possibilities that scholars can address. Lastly, we pres-
ent a conclusion, including the implications (both practical and 
theoretical) and limitations of our research.
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2   |   Background Literature

2.1   |   Algorithmic HRM—Types and Usages

Algorithms reflect an assemblage of different adaptative 
technologies, such as artificial intelligence (AI) and machine 
learning approaches designed to read and interpret large sets 
of data, performing cognitive tasks usually undertaken by hu-
mans (Giermindl et al. 2022). Algorithmic HRM is a subset of 
digital HRM that still lacks broad consensus on its definition 
due to its nascent origins. Scholars have chosen various ways 
to define this concept; for instance, Meijerink et  al.  (2021, 
p. 2547) define algorithmic HRM as “the use of software al-
gorithms that operate on the basis of digital data to augment 
HRM- related decisions and/or to automate HRM activities.” 
Cheng and Hackett (2021, p. 8) propose that “HRM algorithms 
are computer programs of a heuristic nature that use econom-
ical input of variables, information, or analytical resources 
to approximate a theoretical model, enabling an immediate 
recommendation of screening, selection, training, retention, 
and other HR functions.” Despite the minute variations in 
scholarly perspectives toward algorithmic HRM, Meijerink 
et al. (2021) suggest it encompasses three unique features: (a) 
the creation and use of digital data, (b) software algorithms 
for processing data that can be combined to establish algorith-
mic HRM's link with digital HRM, and (c) the full or partial 
automation of HRM- allied decision- making, which differen-
tiates algorithmic HRM from other technologies included in 
digital HRM, such as online labor platforms or social media/
mobile analytics. In our study, we concur with Meijerink 
et al.'s (2021) conceptualization of algorithmic HRM and con-
sider AI- assisted HRM as part of the concept.

Algorithms are a group of simple or complex instructions. 
They are building blocks for technologies like AI and ma-
chine learning, which go beyond algorithms to use data to 
develop human- like logic. As Danner  (2018, p. 25) explains, 
“Algorithms are goal- oriented, cascaded sets of rules that 
are influenced by external data, triggered by an event or 
constantly looping, never- ending.” In other words, not all 
algorithms are AI (Puranam  2021). Algorithms are broadly 
classified into three categories: descriptive, predictive, and 
prescriptive (Kuhn, Meijerink, and Keegan  2021; Leicht- 
Deobald et  al.  2019). Descriptive algorithms are deployed to 
support decision- makers (humans) by processing and an-
alyzing data related to workers through statistics such as 
distribution and mean scores (Langer and König, 2023; Leicht- 
Deobald et al. 2019). For example, such algorithms may com-
pare worker metrics in performance management. Predictive 
algorithms typically use more advanced statistics, including 
regression and data mining, to analyze forecasting data. These 
algorithms can predict the likelihood of a specific outcome in 
HRM, such as a prospective candidate's performance or an or-
ganization's turnover for a particular period (Leicht- Deobald 
et al. 2019). Lastly, prescriptive algorithms are used for appli-
cations such as scenario planning to decide a course of action 
based on the prescriptions or decisions produced (Langer and 
König 2023; Leicht- Deobald et al. 2019).

Algorithms are used globally to quantify, automate, and op-
timize HRM functions such as staffing, task allocation, and 

management compensation with little or no human inter-
vention (Lamers et  al.  2022). However, confidence in such al-
gorithms' accuracy and efficiency remains questionable. For 
instance, a survey in the UK (BCS 2020) discovered that about 
53% of the public was not confident about any organization's 
use of algorithms for decision- making in areas related to indi-
viduals' welfare, such as social services and education. Further, 
Medwell  (2022) discussed how workers in companies such as 
Amazon saw algorithms as dehumanizing, overly demanding, 
and unreasonable in setting performance expectations. Another 
study (Neudert, Knuutila, and Howard 2020) found that glob-
ally, business professionals were slightly more optimistic, with 
47% believing automated decision- making to be helpful rather 
than harmful, albeit with regional variations evident in the 
analysis.

With the rising integration of digitization in HRM, it is criti-
cal to understand the origins of the observable lack of confi-
dence and aversion to the use of algorithmic HRM (Dargnies 
et al. 2024), particularly as organizations seem to derive prof-
itability from such applications (Lamers et al. 2022). However, 
academic research investigating the origins of the aversion 
to and fear of algorithms in HRM still needs to be developed 
(Cheng and Hackett  2021; Lamers et  al.  2022; Scheibmayr 
and Reichel 2021). Subsequently, we assert that the question 
of whether algorithmic deployment in business and society 
is an opportunity or a challenge remains unresolved (Levy, 
Chasalow, and Riley 2021), and there is a need to understand 
the duality of responses to this technology's integration in the 
HRM domain.

2.2   |   Algorithmic Aversion

While algorithmic aversion has been studied previously in the 
context of general decision- making (Mahmud et  al.  2022), in-
vestigations into the HRM domain are, in the main, limited. 
Moreover, the limited extant studies offer diverse opinions about 
how professionals react to algorithmic deployment in HRM 
functions, which can be contingent on their perception of jus-
tice or fairness (Mirowska and Mesnet 2022; Parent- Rocheleau 
and Parker 2022), organizational outcomes (Moritz et al. 2023), 
HRM attributions of intent, and algorithmic qualities (Koch- 
Bayram and Kaibel 2023). Even studies in the general context 
suggest that employees may be both appreciative of and averse to 
algorithmic decisions (Moritz et al. 2023), depending on certain 
factors. For instance, Vassilopoulou et al. (2024) and Langer and 
König (2023) proposed that the lack of confidence in algorithms 
used within the HRM domain could be based on their opacity 
and potential to introduce or mask biases that can perpetuate 
and disguise social inequalities.

Interestingly, professionals' level of experience has also 
been found to play a role in determining their perceptual re-
sponse to algorithmic management. For instance, Allen and 
Choudhury (2022) determined that professionals with moder-
ate domain experience may find algorithmic advice to be com-
plementary, while professionals with significant experience 
may reject algorithmic advice because they consider their ac-
countability to be greater for any intended consequences that 
may arise from following such advice. The latter proposition 
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was also echoed by Wang, Gao, and Agarwal  (2023), who 
found AI to provide greater benefits to employees with exten-
sive task- based experience, wherein junior- level employees 
were observed to garner greater benefits compared to seniors. 
Along similar lines, Logg, Minson, and Moore  (2019) exam-
ined varied individuals' reliance on algorithmic advice and 
found that professionals rely less on algorithmic advice com-
pared to lay persons.

Such issues are posited to be significant reasons for the aversion 
toward algorithmic applications, but studies specific to algorith-
mic aversion remain scarce. Considering the dearth of research 
on algorithmic aversion in the HRM domain, we also refer to the 
literature available in other contexts to explain the possible mo-
tivations and factors for this phenomenon. In a recent systematic 
review, Mahmud et al. (2022) proposed an integrated framework 
that detailed four elements that could lead to algorithmic aver-
sion: individual factors (e.g., personal or psychological), the na-
ture of the task, the algorithm itself (i.e., its design and delivery), 
and other high- level factors (e.g., organizational or cultural). 
However, this review also pointed out that the extant under-
standing of algorithmic aversion is still constrained by factors 
such as the need for a comprehensive theoretical framework and 
an overemphasis on quantitative studies.

Further, a few existing studies have also investigated the factors 
that could reduce algorithmic HRM aversion. For example, a 
recent lab- based study on the attitudes of workers and manag-
ers toward algorithmic hiring decisions found that algorithmic 
neutrality toward gender among workers and feedback on deci-
sions among managers reduced aversion (Dargnies et al. 2024). 
Another study (Lacroux and Martin- Lacroux 2022) found that 
workers were more averse to algorithmic decision- making 
than HRM managers in recruitment due to the subjectivity in-
grained in this HRM process. Maasland and Weißmüller (2022) 
determined that HRM personnel were less opposed to delegat-
ing unpleasant tasks (e.g., employee dismissal) to algorithms 
vis- à- vis pleasant ones (e.g., recommending promotions). They 
also discussed such aversion being contingent on trust in 
technology- mediated versus human decision- making and HRM 
professionals' opportunities to pretest the algorithms.

Notably, our literature review (see Appendix I) reveals that aver-
sion or fear experienced by HRM professionals' use of algorith-
mic HRM remains severely understudied. Moreover, this review 
especially shows a lack of focus on explaining how HRM profes-
sionals view and interact with algorithmic HRM, wherein the 
extant studies are limited by having adopted a conceptual dis-
cursive stance, being based solely in the USA, or focusing only 
on specific aspects related to algorithmic deployments, such as 
their association with employee experiences and factors that 
could reduce algorithmic aversion. Hence, what remains miss-
ing is a deliberate and in- depth focus on understanding how and 
why HRM professionals may feel averse to algorithmic HRM.

Such investigations of algorithmic HRM are sorely needed as this 
domain has traditionally been dominated by human manage-
ment and control. Deployment of and dependence on algorithms 
in this domain may probably be viewed by HRM professionals 
as intrusive or reductive in light of HRM's “human” aspect. It 
is also possible that these technologies may be appreciated or 

preferred by some professionals because of their possibility of 
reducing any unfairness or bias in the HRM processes. Yet, 
without a focused investigation on HRM professionals, it is im-
probable to develop a decent understanding of their appreciation 
or aversion to algorithmic management.

Further, research indicates that algorithmic aversion may be 
culturally and contextually dependent. For instance, a recent 
study (M. Liu et al. 2023) found ridesharing drivers' algorithmic 
aversion could be explained by their specific experiences regard-
ing previous recommendations by algorithms and peers' actions. 
The study raised the call for a deeper look into other contextual 
factors that could explain algorithmic aversion in different set-
tings (M. Liu et al. 2023). Further, N. T. Y. Liu, Kirshner, and 
Lim  (2023) found that algorithmic aversion differed among 
respondents in the USA and India for two factors: uniqueness 
neglect (i.e., the consideration of an individual's unique cir-
cumstances) and familiarity, but they acknowledged their lim-
ited focus on two countries and sectoral specificity (medicine 
and finance). Similarly, in a recent study, Kelan  (2023) also 
argued that in- depth research is needed to understand the nu-
ances of human–machine interactions during HRM decisional 
situations. However, these studies (e.g., N. T. Y. Liu, Kirshner, 
and Lim  2023; M. Liu et  al. 2023) have also echoed Mahmud 
et  al.'s  (2022) call to imperatively conduct more investigations 
into algorithmic aversion, particularly regarding factors associ-
ated with the individual and contextual environment.

Responding to such scholarly calls, we have conducted a quali-
tative study to develop in- depth insights into HRM profession-
als' experience with algorithmic aversion and fear to explicate 
individual, organizational, and technology- related reasons that 
may create distrust and resistance to using algorithms in HRM. 
Our study aims to add contextual and situational insights to the 
algorithmic aversion literature by focusing specifically on al-
gorithmic HRM applications to understand how HRM profes-
sionals feel about this technology. We expect our findings to add 
significantly to past knowledge through our contextual focus on 
HRM professionals as respondents and our use of a theoretical 
lens to develop a framework to encourage further research on 
algorithmic HRM.

3   |   Methodology

3.1   |   Approach

We utilized a qualitative approach and leveraged a structured 
written interview question guide to probe HRM profession-
als into revealing why they or other employees are fearful of 
or averse to algorithmic HRM. A qualitative approach was ap-
propriate due to the under- researched state of the chosen topic 
(Sumpter and Gibson  2022; van den Groenendaal et  al.  2022) 
and the stark shortage of knowledge from the point of view of 
HRM professionals (especially from different managerial levels). 
This approach enabled us to conduct an inductive data analysis 
to develop explanations for the fear of and aversion to algorith-
mic HRM. Our explanation emerges from our analysis which 
focused on identifying and classifying the emergent patterns in 
the interview data (Glaser and Strauss 1999; Mills, Durepos, and 
Wiebe 2010).
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3.2   |   Sample and Procedures

The qualitative data collection was based on open- ended interview 
questions, an approach that scholars have used previously to ob-
tain respondent narratives regarding a phenomenon under inves-
tigation (Blaique and Pinnington 2022; Iyanna et al. 2022; Shah, 
Qayyum, and Lee 2022). This method facilitates respondents' shar-
ing of their experiences, views, and opinions regarding a chosen 
phenomenon in line with the predefined questions (Shah, Qayyum, 
and Lee 2022). Furthermore, it allows scholars to understand re-
spondents' cogitation about a phenomenon as their own lived ex-
periences (Blaique and Pinnington 2022) without the limitations 
that are ordinarily placed by predefined scales. Additionally, open- 
ended questions allow scholars to obtain rich data that can yield in- 
depth and nuanced insights into the contextual factors and facets 
that shape respondents' thoughts and actions.

The qualitative data was collected over 6 months, from 
August 2022 to February 2023. Initially, a screening survey 
was run with 952 HRM professionals based in the UK and 
USA through purposive sampling to identify appropriate par-
ticipants for the study (see Appendix II for screening survey 
questions). These HRM professionals came from top, middle, 
and entry- level management roles. Their job titles spanned 
from HR assistant to chief HR officer. To identify appropri-
ate participants for this study, the screening questions were 
focused on the following: (a) a minimum work experience of 
2 years, (b) experience employing their organization's use of 
algorithmic HRM for a minimum of 1 year, and (c) personal 
exposure to and use of algorithmic HRM in their routine jobs 
or tasks. The authors reviewed the participants' responses to 
these questions and shortlisted them based on mutual consent 
for participation in the main study. Subsequently, 113 suitable 
participants were identified and considered appropriate for the 
study of the open- ended questions. In the authors' view, these 
participants showed sufficient exposure to algorithmic HRM 
and knowledge of its use for employee management in their 
routine tasks to discuss how they—and their colleagues—per-
ceived algorithmic HRM.

To collect the actual data (see Appendix  II for a list of the 
open- ended questions), we asked respondents questions about 
(a) their views on algorithmic HRM application (e.g., areas in 
which algorithmic HRM should or should not be used), (b) the 
perceived effect of algorithmic HRM use on organizational 
processes and outcomes (e.g., in terms of fairness), (c) any ex-
periences of their (or other employees') aversion to or fear of 
algorithmic HRM and reasons thereof, and (d) the responses 
and coping strategies they used to deal with these negative 
feelings. These questions were based on prior literature on 
algorithmic use (e.g., Burton, Stein, and Jensen  2020; Koch- 
Bayram and Kaibel 2023), resistance (Kellogg, Valentine, and 
Christin  2020; Wu et  al.  2023), and anxiety and fear (e.g., 
Budhwar et  al.  2022) regarding such technologies in HRM 
functions. Of the 113 contacted HRM professionals, 58 par-
ticipated in the study on a first- come- first- serve basis (see de-
tailed profile in Table 1). The respondents, who spent between 
30 and 55 min answering the questions, were mainly male 
(56.9%), aged between 30 and 49 years (65.5%), and came from 
various industries. The respondents spanned all three (entry, 
middle, and senior) HRM managerial levels. Most respondents 

came from middle- management levels (75.8%), and we refer to 
them as HRM professionals.

3.3   |   Analytical Method

We used the grounded theory approach to analyze the data since 
it is recognized as a systematic and unambiguous method for data 
analysis and theory development (Kurdi- Nakra and Pak 2022). 
This approach generates many benefits for researchers, includ-
ing developing prior theory while emphatically considering 
context and the phenomenon being studied; and following the 
obtained data inductively and iteratively (Murphy, Klotz, and 
Kreiner  2017). We specifically leveraged the Gioia methodol-
ogy (Gioia, Corley, and Hamilton  2013), which allowed us to 
present a visual data structure from rigorous analyses focused 
on developing iterative codes for the obtained data. The Gioia 
method assumes that an organizational phenomenon is socially 
constructed (Murphy, Klotz, and Kreiner 2017) by “people [who] 
know what they are trying to do and can explain their thoughts, 
intentions, and actions” (Gioia, Corley, and Hamilton  2013, p. 
17). However, it is to be noted that the grounded approach cannot 
be used for confirming, disconfirming, or continually refining a 
theory; rather, it is for rethinking the bounds of conceptual de-
velopment (Jeris and Daley 2004).

We followed the standard recommendations for developing 
a coherent data structure from the analysis in three phases, 
which aligned with the development of first- order codes, 
second- order subthemes, and aggregate themes or conceptual 
dimensions (Gioia, Corley, and Hamilton 2013; Suleiman and 
Othman  2021). Two authors independently and iteratively 
developed the first- order codes to cross- validate the findings 
(van den Groenendaal et al. 2022). They mitigated subjective 
bias possibilities (Lenka et  al.  2018) while engaging in mu-
tual discussion and negotiation at each phase to obtain a con-
sensus on the developing coding structure (Ying et al. 2021). 
Scholars have previously used similar analytical approaches 
(Blaique and Pinnington  2022; Kurdi- Nakra and Pak  2022) 
to gain an in- depth understanding of HRM professionals' re-
sponses to under- researched phenomena such as crisis recov-
ery (Sumpter and Gibson 2022) and inclusive HRM (van den 
Groenendaal et al. 2022).

The study respondents elucidated several issues that underlie 
the subjective and episodic nature of fear and aversion to algo-
rithms in HRM and the coping strategies they adopt to deal with 
these phenomena. Using an inductive process, we assimilated 
the identified issues into aggregate ones (subsequently, themes) 
presented in the following sections. Then, through an iterative 
analysis, we derived four themes (see Figure 1), which encom-
passed 12 subthemes (second- order codes) and 50 issues/topics 
(first- order codes), representing the factors underlying the fear 
of, aversion to, and surprisingly, the genesis of appreciation for 
algorithmic HRM.

4   |   Findings

The results suggest that HRM professionals hold diverse opin-
ions about applying algorithmic HRM to support business 
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functions. Such diversity is evident in the developed themes, 
which pertain to (a) the subjective reasons or ‘bases’ for respon-
dents' uncertainty regarding algorithmic HRM use, (b) their 
perceived negative effects of such usage, (c) the perceived pos-
itive effect for organizations, and (d) the coping strategies used 
to deal with their perceived negative perceptual responses. 
These themes and the related issues raised by our respondents 
are consolidated and presented in the following subsections. 
Appendix III presents quotes that exemplify the premise of our 
findings categorized under the same thematic structure.

4.1   |   Subjective Uncertainty

We find that the first basis of fear regarding algorithmic HRM 
originates from HRM professionals' uncertainty and anxiety 
regarding the technology's applications in HRM processes and 
subsequently, their self- determined value in the organization 

(see Figure 2). Furthermore, the findings also suggest that such 
uncertainty and allied anxiety may only be episodic and subjec-
tive, which we believe may be contingent on HRM professionals' 
awareness and acceptance of algorithms as a critical technology 
within the HRM domain.

4.1.1   |   Subjective and Episodic Nature

Overall, we find that anxiety and uncertainty regarding al-
gorithms are subjective and episodic, which indicates that 
individuals' contextual evaluation of algorithmic HRM use 
plays a role in ascertaining their perceptual response to its 
use. This is in line with limited prior research emphasizing 
the significance of contextually driven experiences in deter-
mining an individual's aversion to algorithms (e.g., see N. T. 
Y. Liu, Kirshner, and Lim 2023). Moreover, our findings sug-
gest that this subjective nature precedes a range of perceptual 

FIGURE 1    |    Themes and subthemes derived from data analysis.

FIGURE 2    |    Data structure—subjective uncertainty theme.
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responses directed toward algorithms, spanning from fear to 
caution and wariness. For instance, some HRM professionals 
acknowledged that “employees and organizations have some 
issues to fear from algorithmic HRM” [P28] (also see P38's 
and P15's opinions in this regard in Appendix  III). Such ac-
knowledgment of fear as a potential response seemed to arise 
from respondents' views that “algorithms will take away some 
manual inputs” [P30] and that algorithms could be “skewed 
to show certain biases” [P39]. In our view, such responses in-
dicate that rather than an outright fear of algorithmic HRM, 
HRM professionals harbor a sense of caution and wariness. 
Our contention is based on multiple respondents' contention 
(for instance, see P32's statement in Appendix III) that when 
dealing with algorithmic HRM, employees should “be wary of 
them” [P9] and “use them with caution” [P21, P39].

However, other respondents opined that fearing algorithmic 
HRM is ineffective in the face of rapid technology integration in 
the domain, which is “just a fact at this point … [and] it's better to 
familiarize yourself with it and adapt” [P1]. For example, when 
asked if employees should fear algorithmic HRM in any way, a 
general manager (HRM) working in an IT firm with significant 
daily use of algorithms stated, “Absolutely not! … We have a gen-
eral understanding, which the employee base is well aware of and 
communicated on periodically that use of algorithms in the HRM 
is always subject to human/management oversight in any signif-
icant or contentious cases” [P32]. Indeed, our analysis indicates 
that there seems to be an acknowledgment that “technology only 
improves things if used in the right manner” [P11], wherein the 
rightness of algorithmic HRM usage is indicated to be the key to 
eliciting and alleviating fear or uncertainty among employees in 
our respondents' view.

In our respondents' view, the right way of usage stems from 
ensuring that all employees have proper recourse for gain-
ing substantial awareness of algorithmic HRM as a tech-
nology and the processes for appealing or understanding its 
decisional outcomes. Suggested recourses include using algo-
rithmic HRM “alongside skilled personnel” [P22] or “a team 
of human HR specialists” [P19], deploying it “transparently 
and in limited circumstances” [P13] to “aid human decisions” 
[P17], and ensuring that employees have “the chance to discuss 
the process further with a human if they think they have been 
treated unfairly” [P23]. Moreover, respondents acknowledge 
that “it must always be considered that an intervention may be 
needed” [P30]. Indeed, some participants suggested that this 
fear and caution among employees can be reduced through 
human oversight and auditing (i.e., supervision of the algo-
rithms). The need for human involvement and the capacity to 
intervene were emphasized as critical factors that influenced 
respondents' perspectives on algorithmic HRM's capacity to 
inspire fear or anxiety among their colleagues (for instance, 
see P12 in Appendix III). One of our respondents, [P3], a se-
nior manager, also suggested that an organization's imple-
mentation process could strongly influence employees' view of 
this technology and said, “It has to be gradually implemented 
and in phases. Once such a process is done gradually, employees 
are more likely to be receptive to it.”

Thus, even in the face of a growing acceptance of algorithmic 
HRM usage, cautiousness tinged the responses of our sampled 

HRM professionals, who strongly indicated the need for contextu-
ally fueled conditions that could support this technology's effective 
usage. The conditions pertain to the gradual implementation, gov-
ernance, and auditing of algorithmic HRM, particularly with hav-
ing humans- in- the- loop as a necessary condition for assuaging the 
fear and anxiety that accompanies the deployment of such tech-
nology (see P31 in Appendix III). Our findings in this regard align 
with prior research, which emphasizes the inclusion of humans 
in decision- making processes in conjunction with algorithmic 
tools to hold untold benefits (e.g., see Allen and Choudhury 2022; 
Raisch and Krakowski 2021). These benefits and human insight 
could be reinforced through a feedback loop between system and 
user behavior (Kellogg, Valentine, and Christin 2020).

Cumulatively, we infer that uncertainty, fear, caution, and wari-
ness for algorithmic HRM implementation are episodic and sub-
jective. This subjectivity seems to be based on various contextual 
factors ranging from organizations' methods of implementing 
algorithmic HRM use, the possibility of human intervention, 
and the governance of this technology. Our supposition aligns 
with previous research, which urges varying organizational 
groups to approach sense- making for intelligent technologies 
like AI in different ways (Einola and Khoreva 2023). Further, 
such subjectivity is also based on employees' awareness of the 
technology and their perceptions about the uncertainties its im-
plementations could create in their work lives, as discussed in 
the subsequent subthemes.

4.1.2   |   Uncertainty Regarding Technology

Uncertainty and a lack of knowledge about the role of algorith-
mic processes in organizational decisions—particularly those 
that affect employees—influence respondents' experience of 
fear of and aversion to algorithmic HRM. For example, P16 
opined, “I think that most employees are unaware of the use of 
algorithmic HRM” (see also P49 in Appendix III). Regarding the 
technology itself, many respondents discussed how “not all em-
ployees understand an algorithm's purpose” [P10] as they “often 
don't have sight of the algorithm and the factors that influence 
it” [P45]. This is relatively unsurprising as prior scholars have 
discussed the apparent black box phenomenon of algorithms as 
a significant barrier to building trust (Langer and König 2023; 
Mahmud et al. 2022). We believe such responses indicate that a 
“fear of the unknown” [P48] and uncertainty about algorithmic 
HRM's working processes are at the root of our respondents' ad-
verse opinions regarding its use. Indeed, as P25 stated, “I think 
that employees see [algorithms] negatively as they do not under-
stand the full processes and methods used.”

Our analysis aligns with limited prior research that suggests 
employees prefer known human elements over the unknown 
nature of algorithms due to a perceived lack of explainability 
and the possibility of biases ingrained in the algorithms them-
selves (Mirowska and Mesnet  2022; Vassilopoulou et  al.  2022). 
For example, P40 shared her opinions and experience of the po-
tential for algorithms to include biases, even unknowingly (see 
Appendix III, and also P46 for a similar opinion). The possibility 
of having baked- in or implicitly included biases in the algorithms 
before organizational implementation has raised concerns among 
both academicians (Giermindl et  al.  2022) and practitioners 
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(Nelson, Burton, and Kurth  2023). As a result of mainstream 
media discussions about such biases and their discriminatory out-
comes (e.g., see Dastin 2018; Morse 2020), working professionals 
may be somewhat aware of possible biases in algorithmic HRM. 
They may also perceive these technologies to be biased due to un-
certain knowledge about their application criteria or parameters. 
Thus, uncertainty or lack of technical details may promote fear of 
and aversion to algorithmic HRM unless otherwise substantiated, 
which was also observed by P53 (see Appendix III).

Moreover, the HRM professionals in our study discussed how 
the fear of and aversion to algorithms was not just relegated 
to the technical details but to employees' limited awareness of 
the nuances, scope, and degree of effect that algorithmic HRM 
has on their work lives and choices. For instance, as P20 stated, 
some employees were “very suspicious of algorithms because they 
feel they take away choices from people,” and, as P40 noted, algo-
rithms make it “harder to get hired.” Another respondent [P22] 
opined that employees may also be uncertain about using algo-
rithms in processes that humans have traditionally handled. 
She shared, “Many employees are not clear on how [an] algorithm 
assists in performance rating” (see also P38's similar opinion in 
Appendix  III). Apart from uncertainty regarding algorithmic 
HRM's functions, employees also found it difficult to decipher 
or trust algorithmic outputs, “software interfaces” [P41], and “the 
criteria we feed [algorithms] to speed up processes” [P1]. Indeed, 
one respondent [P37] shared that algorithmic HRM use could be 
significantly challenged “if people can't understand how we are 
applying criteria and the reasoning around it.”

Further, the respondents (e.g., see P37 in Appendix  III) also 
noted that such technology- related fear could be related to an 
employee's degree of exposure to the algorithm. In our view, 
such limitations link technology- related fear to facets of infor-
mational justice (see Section 4.3). Further, the respondents em-
phatically discussed how the aversion to algorithmic HRM was, 
perhaps even more, related to employees' beliefs about the tech-
nology having “baked- in biases” [P13, P28] and being “faceless” 
[P45] or “soul- less and avoidant of human interaction and under-
standing” [P14]. Another employee believed algorithmic HRM 
creates the “risk that the individual feels they are being treated 
like a robot rather than a person” [P12].

Such perceived dehumanization has been indicated in prior re-
search as a critical reason for algorithmic aversion (Dietvorst, 
Simmons, and Massey 2015; Koch- Bayram and Kaibel 2023). It 
is also possible that employees' inherent expectation of personal-
ized interaction with HRM professionals may cause algorithms 
to be viewed as “impacting fairness … [and] dehumanizing” 
[P29] (also see P40 in Appendix III), regardless of the technol-
ogy's benefits as HRM processes “need more visible human in-
teraction and depth” [P38]. However, such personal perceptions 
may also be linked to the following confidential basis of fear: 
the respondent professionals' evaluation of their organizational 
relevance post- algorithmic HRM implementation.

4.1.3   |   Uncertainty Regarding Self

Prior research suggests that the use of algorithms and AI- 
assisted HRM can engender a feeling of cynicism and fear 

among employees about potential job displacement risks (Tong 
et al. 2021) and job losses resulting from automation (e.g., Ore 
and Sposato  2021; Pereira et  al.  2021; Varma, Dawkins, and 
Chaudhuri 2023). Our respondents echo such scholarly conten-
tions. As P53 succinctly stated, “If algorithms can take person X's 
job, could mine be next? I don't currently have an answer for that!” 
More notably, such feelings may arise more frequently among 
employees engaged in data- heavy administrative tasks that 
could be easily automated, such as holiday calculation, payroll, 
and attendance management (for instance, see the opinions of 
P44, a manager in a public- sector organization, in Appendix III).

Additionally, a few respondents shared how employees “felt 
less than human because of the algorithm” [P10] (also see P34 
in Appendix  III). They believe that “automation runs the risk 
of eliminating the need for people” [P24], and algorithmic HRM 
treats “humans as numbers and not individuals who are all 
different” [P26]. Such negative impressions about algorithmic 
HRM have inculcated a lack of confidence in the humanness 
of HRM among employees, as this technology “can take out the 
human aspects of human resources” [P9], thus possibly reducing 
employees' trust in HRM and their organizations.

Additionally, algorithmic HRM seems to generate substantial 
aversion and fear as employees dread becoming irrelevant in the 
face of increasing algorithmic use in their organizations and de-
liberate on “how it may affect their own role or job security” [P4]. 
We contend that such responses indicate employees' experience 
of uncertainty regarding their future and relevance in their em-
ploying organizations. For example, P7 stated, “I think employ-
ees often worry about algorithms and technology replacing their 
role” (also see P4 in Appendix  III). Our finding garners some 
support from a recent study that concluded that employees' ex-
posure to knowledge about receiving AI- generated performance 
feedback negatively affected their trust in the quality of feedback 
and heightened their perceived risk of job displacement (Tong 
et al. 2021). This finding also aligns with the propositions that 
Parent- Rocheleau and Parker (2022) advanced about the nega-
tive effect of algorithmic management on work design aspects, 
including job security and task significance. Indeed, the fear of 
decreased human relevance was echoed by several respondents. 
They remarked that employees were acutely aware, due to the 
automation of all or some parts of their job description, that they 
“might have issues about job security due to redundancies” [P11].

This was a particularly substantial concern among older 
employees who lack the technical exposure of their younger 
counterparts and “do not seek out an automated system to re-
solve their queries” [P55]. While prior research has discussed 
possible redundancies as an implication of algorithmic and 
AI- assisted HRM (Arslan et  al.  2022; Budhwar et  al.  2023; 
Meijerink and Bondarouk  2023), our study solidifies these 
issues as foundational to employees' fear of and aversion to 
these technologies.

Our analysis showed that employees' worries and fears were fur-
ther compounded by uncertainty regarding possible complaint 
handling, grievance, or appeals processes that could be initi-
ated against algorithmic decisions. P4 suggested that such fears 
could be mitigated by demystifying the algorithm's inner work-
ings and “having an appeal process in place.” Such mitigation 
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strategies also align with prior research, which indicates that 
reducing the opacity of algorithmic management may have far- 
reaching implications in building trust and acceptance toward 
these technologies (e.g., see Langer and König 2023).

An interesting point to note was our respondents' acknowledg-
ment that employees' fear of their future careers and organiza-
tional value had a distinct silver lining—that of nudging them 
to learn the nuances of new technologies (for instance, see P48's 
opinion in Appendix III). Thus, we opine that it is plausible that 
such fear of job security and personal relevance could be a pos-
itive reinforcement that encourages employees to familiarize 
themselves with algorithmic HRM. This raises implications for 
the critical role of organizations in leveraging this nudge and 
offering support to employees' efforts to learn and develop their 
skills.

4.2   |   Perceived Negative Effects on Organization 
and Employee

Our respondents prolifically discussed various negative conse-
quences that, in their view, could arise due to algorithmic HRM 
deployment and acknowledged these as the reasons why they re-
main cautious of this technology. We categorized these reasons 
under five subthemes (see Figure 3). These include the unantic-
ipated and evident costs of using algorithmic HRM, perceived 
disparity, loss of inclusivity in the organizational environment, 
and individual differences. From our sampled HRM profession-
als' perspective, these are the costs or risks (both tangible and 

intangible) arising post- implementation of algorithmic HRM 
and a key cause of their aversive tendencies for the same.

More importantly, these factors shape their perceptions of the 
cost of failure, as it were, of using algorithms in HRM. Of these, 
the intangible and unanticipated costs relate to personnel- 
related outcomes, such as employee frustration. These costs 
were perhaps not accounted for as probable concerns arising 
from algorithmic HRM use, but they have detrimental conno-
tations for organizational processes and employees' working 
efficiency. The evident costs, on the other hand, relate to the 
monetary or financial costs arising from algorithmic HRM.

4.2.1   |   Intangible and Unanticipated Costs

The possibility of missing out on potential talent while recruit-
ing based on algorithmic suggestions was frequently raised as a 
negative effect or reason for being cautious of algorithmic HRM 
use. Many respondents noted that while algorithms made it 
easier to screen job applicants, especially if the applicant pool 
was big, it was easy to ignore an applicant who did not meet all 
or scored low on the predetermined criteria. Without human 
oversight, such exclusion could lead HRM professionals to 
miss talented potential workforce members. For instance, P31 
emphasized that algorithms were not designed to “capture im-
portant parts of the CV of applicants that may be relevant and 
considered by a human recruiter” (see also P21's similar thoughts 
in Appendix III). Our findings echo observations made by prior 
scholars (Allen and Choudhury 2022; Bankins et al. 2022), who 

FIGURE 3    |    Data structure—perceived negative effects theme.
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also highlight missing relevant data as a shortcoming of AI- 
assisted HRM decision- making.

Interestingly, a few HRM professionals also acknowledged 
that job applicants' awareness of algorithmic use could lead 
them to game the system by including recognized keywords 
in their CVs and applications. Our respondents identified that 
applicants could use tactics like falsely listing skills and key-
words to showcase one's suitability for a job, to manipulate 
algorithms as such tactics are beyond an algorithm's detecting 
abilities. Such plausible actions were of concern particularly 
while recruiting younger, more tech- savvy applicants (see 
the observations shared by P51 and P29 in Appendix III). In 
our view, such manipulation could lead HRM professionals 
to disregard other potentially better- suited candidates—an 
unanticipated and significant potential regret for HRM pro-
fessionals linked to another possible loss—that of priceless 
human intuition.

Quite a few respondents argued that algorithmic HRM use 
is complicated because it “lacks human intuition” [P50], and 
there is a possibility “that it will make a judgment that a human 
wouldn't” [P20]. For instance, P24 noted how “some employees 
fear that without human oversight some nuances could be missed, 
and the ideal candidate excluded purely on academic or prede-
termined grounds.” These HRM professionals resisted relying 
on algorithms to avoid the loss of human intuition while eval-
uating other employees and prospects. For example, P51 (see 
Appendix III) highlighted the drawbacks of algorithmic HRM 
to make decisions without human intervention. Similar situa-
tions and negative perceptions regarding the effects of algorith-
mic HRM cause employees to “find it frustrating” [P30] to deal 
with the technology and its fallouts (see Appendix III for details 
of an incident shared by P15 in this regard). Moreover, the fall-
outs of such negative effects, either due to incorrect choice of al-
gorithmic parameters, data input, or interpretation, also include 
employees' undertaking extra work to correct or avoid the situa-
tion. For instance, P7, a manager working in a government body, 
stated, “A business may find themselves having humans checking 
things, and with wages, it becomes a double cost.”

Our analysis also identifies substantial inconspicuous risks as-
sociated with the perceived failures of algorithmic HRM, which 
raises the question as to whether this technology is beneficial 
in the long run for every organization. Respondent P13 empha-
sized that algorithm- related fallouts “lower the confidence in not 
only our abilities but the credibility of our department.” Further, 
P28 spoke of the “atrophy of skills for human managers when 
dealing with issues,” resulting in a loss of valuable soft skills for 
managing employees. In the same line of thought, a few respon-
dents (for instance, see P46 in Appendix III) highlighted another 
hidden negative effect employers have now begun to consider—
the possibility of “discrimination lawsuits” [P13].

Moreover, for some HRM professionals, hiring external staff, 
such as “external IT technicians to sort out problems” [P25], and 
managing internal staff retention and engagement also become 
hidden but expensive costs, especially while transitioning to the 
use of algorithmic HRM (see P42's opinion in Appendix  III). 
Leveraging existing research (Dietvorst, Simmons, and 
Massey  2015), we contend that such detrimental effects are 

significant intangible costs for HRM, which thrives on employ-
ees' trust as an organizational function. Indeed, P15 shared a 
thought that succinctly reflects the critical issues in this sub-
theme: “Should we put our trust in it, and does it make us lazy 
when it comes to making important decisions for a company? 
These are all serious questions that employers need to be asking 
themselves.”

4.2.2   |   Evident Costs

Our respondents argue that implementing algorithmic HRM 
is an exercise with axiomatic monetary costs, which affect the 
organization's desire to realize its maximum possible benefits, 
regardless of employees' reactions. The technology's initial de-
ployment is perhaps the most evident cost, as shared by P18 (see 
Appendix III). Additional accompaniments to these initial costs 
could include “customization costs” [P2] to improve suitability 
for the organization and establishing “a team of qualified per-
sonnel to maintain it and make changes—IT maintenance, devel-
opers, etc.” [P31].

Further, the “cost of training existing staff across a complex HRM 
service, to use the systems and processes being implemented” [P44] 
was also a substantial add- on cost that contributed to HRM pro-
fessionals' hardships, particularly if employees' resistance to 
such implementation culminated in their failure to “update it 
regularly and accurately” [P44] as it could cause the system to be 
abandoned. As P51 noted, if their employers “decide to not spend 
the money to upgrade or pay to get things straightened up, it goes 
aside.” We believe these represent the sunk costs of status quo 
bias (H. W. Kim and Kankanhalli 2009), which may drive HRM 
professionals to maximize their algorithmic use as a recovery 
strategy to gain back the costs of its implementation (see P18's 
opinion in Appendix III).

4.2.3   |   Disparity and Distrust

Most of our respondents discussed how employees' most signif-
icant source of fear and caution originated in misgivings about 
the functional processes for which algorithmic HRM was used, 
as it could significantly affect employees' perceptions of fair 
treatment. We saw a variety of dissenting opinions on this issue. 
For example, P33 believed that “hiring wouldn't be a great way to 
use an algorithm, as there's more to people than just a CV or an 
application form.” Contrarily, P54 proposed algorithmic HRM 
as a promising approach for “processes such as screening can-
didates' CVs and matching them to the job.” Similarly, concerns 
about using algorithms to support HRM operations at specific 
management levels (e.g., recruiting for entry- level or top- level) 
and functional domains (e.g., performance management for 
salespersons vs. administrative workers) were raised.

Such uncertainty regarding the basic usage patterns of algo-
rithmic HRM could contribute to developing a distrustful aura 
toward this technology. For instance, one respondent [P15] dis-
cussed how “there is a lack of trust with the notion of the algo-
rithm and the intentions of the user of this mechanism” (see also 
P38 in Appendix III). This distrust was further compounded by 
employees' belief that algorithmic decisions went unchecked, 
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without intensive human scrutiny—a problem that disconcerted 
even some of our HRM professionals (for instance, see P17 in 
Appendix  III). Another respondent, [P3] (see Appendix  III), 
discussed how algorithms could be the make- or- break point 
for employees without humans' decisional review, which could 
lead to a perception of unfairness in considering nuances. We 
believe that such distrust about the influence and application of 
algorithms is a strong underlying reason for employees' subcon-
scious preference for human decision- making and algorithmic 
aversion. Indeed, past scholars have acknowledged employee 
reactions (e.g., Tambe, Cappelli, and Yakubovich 2019) to be a 
significant challenge that has plagued the introduction of AI 
and algorithms to the HRM domain. Our findings lend credence 
to the same.

4.2.4   |   Individual Differences

A few respondents emphasized that some of their colleagues 
found it difficult to perform according to the parameters in-
corporated in this technology. Their discussion centered on the 
possibility that for some employees, aversion and resistance to 
algorithmic HRM may not be based on their view of technology 
as malicious but simply because of their limitations in acclima-
tizing to it. In this regard, three aspects emerged: generational 
differences, prior technical experience, and individual learning 
capacity.

Regarding generational differences, respondents (e.g., see P42's 
shared experience in Appendix  III) unsurprisingly pointed 
out that their senior colleagues had the most trouble adapt-
ing to algorithmic HRM use. Discussing their experience, P28 
mentioned “older employees [age- wise] struggle with any kind of 
new technology and are often suspicious of this sort of software.” 
On the other hand, younger employees were generally consid-
ered to “be more aware” [P55] of the technology as they “have 
been used to technology throughout their lives, and it is second 
nature to them” [P28]. Further emphasizing such generational 
differences, P41 discussed the preference for algorithmic HRM 
among “younger employees in our office who prefer the non- 
interaction and the ability to resolve things quickly through our 
software.” Similar propositions have been put forth by Allen 
and Choudhury (2022) and Wang, Gao, and Agarwal (2023) al-
though their explanations for this anomaly varied. While Allen 
and Choudhury (2022) proffered that senior employees remain 
averse to algorithmic advice due to their own perceived account-
ability for the consequences, Wang, Gao, and Agarwal  (2023) 
found senior employees demonstrated lower trust in the tech-
nology engendered by their ability to identify imperfections or 
faults in algorithmic outputs.

Further cementing the significance of individual differences in 
experiencing algorithmic aversion, we find such differences are 
also subject to the type and area of employees' work experience 
(e.g., task description, sector) as they “needed to have a strong 
understanding of IT before using it” [P54]. This observation finds 
some support in recent studies that found domain (Allen and 
Choudhury 2022) and task- based experience (Wang, Gao, and 
Agarwal 2023) to have a conditional influence on employees' per-
formance in algorithm- augmented workplaces. P44 also shared 
his experience regarding the effect of technical knowledge on 

algorithmic appreciation that aligns with such extant research 
(see Appendix III). Another facet that our respondents (e.g., see 
P8 in Appendix III) mentioned was individuals' intrinsic learn-
ing capacity or technical savviness, which determined their ap-
preciation of or aversion to algorithmic use. For instance, [P42] 
agreed that “a challenge we still face is with employees who are 
not tech savvy” and noted that this issue often occurred with 
“older colleagues [who] tend to need extra support.”

4.2.5   |   Missing Inclusivity

Another crucial negative connotation of algorithmic HRM 
raised by our respondents was their belief that this technology 
could undermine their diversity, equality, and inclusion initia-
tives. Echoing prior studies (e.g., Kelan 2023), our analysis indi-
cates that HRM professionals—and their colleagues—seem to 
perceive that algorithms could reduce organizational consider-
ations of diversity, nonconformance, and personal contexts that 
affect human performance. For example, P27 opined that an al-
gorithm “treats humans as numbers and not individuals who are 
all different” (see also P40 in Appendix III). In our view, these 
opinions imply that diversity might not be appreciated in an 
algorithm- driven environment, which is a significant factor that 
may underlie algorithmic aversion in HRM.

Such aversive opinions may be further exacerbated if there is 
an overreliance on using algorithmic decisions, which is seen 
to contribute to a “lack of organization transparency” [P17] 
and “affect [the] morality of decision- making processes” [P28]—
thus again raising significant deleterious implications for per-
ceptions of organizational justice, as also shared by P51 (see 
Appendix  III). Moreover, HRM professionals discussed how 
they and other supervisors were acutely aware of algorithms' 
limitations in accounting for subjective and personal contexts 
while using their outputs for HRM- related decisions.

Multiple respondents opined that there are “certain intangibles, 
which cannot be detected from data alone, and you can't get a per-
sonality from a set of data” [P40, P21]; therefore, algorithms are 
inferior in assessing humans who “are emotional and complex 
creatures” [P40]. Organizations are team- based environments 
with complex interpersonal dynamics, wherein specific roles 
emphatically require HRM professionals to “factor in traits like 
passion, motivation, and drive” [P22]. Algorithms' inability to 
account for subjective parameters like an employee's fit into 
“office dynamics and team spirit” [P21] or how they “hold them-
selves and interact with you” [P7] is seen by HRM professionals 
as a serious shortcoming and a reason for their caution regard-
ing the use of algorithmic HRM (e.g., see P40's discussion on this 
aspect in Appendix III).

Similarly, P31 discussed how “specific personal circumstances 
should also be accounted for, which is more difficult to do with an 
algorithmic system.” These personal circumstances are critical 
when assessing employee performance. Their absence on ac-
count of algorithmic limitations is an especially noted challenge 
in the HR community, whose duties “require subjective think-
ing” [P4] (see also P26's shared experience in Appendix  III). 
Further, some respondents reprised a link between employees' 
feeling excluded in their algorithm- augmented workplace with 
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algorithmic limitations that created technology- related uncer-
tainties (see Section  4.1.1). In this aspect, they discussed how 
algorithm- driven organizations could even see a decline in em-
ployees' establishing a connection with their organization, per-
haps even their citizenship. For instance, P13 pointed out that 
the use of algorithms can make processes less human. As a re-
sult, employees do not feel connected to the team, and it can 
make a moment such as a layoff much harder and colder as it 
came from a ‘bot’.

Such situations negatively influence employees' interpersonal 
relationships and are also compounded by their perception that 
algorithms amputate human elements of “sympathy” [P37], “em-
pathy” [P12], and “nuance and compassion” [P28]. These miss-
ing human components have led some HRM professionals to 
resist algorithms as “they have no feelings, no compassion; they 
can't think or adapt to the situation” [P58].

4.3   |   Perceived Positive Effects on an Organization

Even though the discussions emphasized the negative effects 
of algorithmic HRM, our respondents simultaneously acknowl-
edged that this technology had the potential to be “a significant 
asset” [P32, P56] (see also P51 in Appendix III). Furthermore, 
our analysis showed that algorithmic HRMs' benefits fall under 
the broad category of process efficiency and justice, which was 
improved in multiple ways (see Figure 4).

The main benefits were building process efficiencies, stream-
lining processes, and integrating the tenets of organizational 
justice in the form of impartiality, fairness, and parity, mainly 
when it is essential to make “quick decisions with data that 
are evidence- based and results- driven” [P14]. For instance, P16 
found algorithms to be highly beneficial for recruiting as they 
“facilitate efficient use of hiring manager and candidate time by 
ensuring suitable fit.” At the same time, P12 emphasized that 
when used appropriately, algorithms could ensure a “consistency 
of treatment throughout the organization.”

Similarly, P3 agreed that “equality of treatment across all levels 
is fair when using such algorithms,” and P8 stated, “I think that 
the algorithms actually enhance equality in decision making,” 
indicating that algorithmic HRM can ensure equality of out-
comes for all employees (see also P38's opinion on this aspect 
in Appendix  III). This viewpoint indicates that algorithmic 
HRM can improve the justice and fairness of HRM processes 
if appropriately structured and governed. It also aligns with 
the discussion of the first theme (see Section  4.1.1), which 
highlighted auditing and governance as key factors that could 

play a role in alleviating the fear of and aversion to algorith-
mic HRM.

These opinions suggest HRM professionals believe that algo-
rithmic HRM holds positive connotations for enhancing orga-
nizational (distributive and procedural) justice perceptions as 
algorithms do not “play favorites” [P8]. Thus, we partially sup-
port the findings of Araujo et al. (2023) and Bankins et al. (2022), 
who found similar results for automated and AI- assisted 
decision- making in varied domains. While these prior findings 
relate primarily to general decision- making context, our find-
ings emphatically cement the importance of justice perceptions 
with regards to algorithmic HRM. Lastly, some respondents de-
clared that algorithmic HRM could enable employees to be cre-
ative when dealing with complex scenarios, which aligns with 
the propositions of Bogert, Schecter, and Watson (2021) regard-
ing algorithmic appreciation while engaging in difficult tasks. 
For instance, P45 indicated that algorithmic HRM “can free up 
teams to focus on the more important items and the scenarios that 
need more attention than others,” and P52 observed how this tool 
“can free up time spent on mundane tasks, therefore making ex-
isting jobs more interesting.” This finding correlates with a recent 
study suggesting that AI can rehumanize workplaces because it 
frees up employees' time and facilitates more employee engage-
ment in creative tasks (Einola and Khoreva 2023).

Based on these findings, we contend that our respondents' rec-
ognition of such positive effects of algorithmic HRM use could 
indicate that alongside aversion, caution, and fear, a possible 
emotional response to these technologies could be algorithmic 
appreciation (see Bogert, Schecter, and Watson  2021; Choung, 
Seberger, and David  2023; Logg, Minson, and Moore  2019). 
Our supposition is supported by prior scholarly work on other 
technologies and platforms, such as social media, which rec-
ognizes that technology has both a bright and dark side (e.g., 
see Baccarella et al. 2018). However, our work deviates from the 
findings of Logg, Minson, and Moore  (2019), which suggested 
that professionals could demonstrate algorithmic aversion, and 
finds that in the context of HRM professionals, a budding ap-
preciation is emergent among employees in middle- level man-
agement regarding the benefits that algorithms bring to HRM 
processes. These employees can be postulated to have a moder-
ate level of experience in their domain, and as such, our findings 
add support to scholarly works that determined that employees 
with significant domain and task- based experience could benefit 
from algorithmic support (e.g., see Allen and Choudhury 2022; 
Wang, Gao, and Agarwal 2023).

We proffer the plausibility that aversion and appreciation may 
exist as a duality and occur as a response to the same evaluative 

FIGURE 4    |    Data structure—perceived positive effect theme.
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process that algorithmic HRM may be subject to. Our conten-
tion finds strong support in the work of Tong et al. (2021), who 
determined that using AI to provide employees with feedback 
could produce significant value for organizations. However, they 
also found that the disclosure of AI as a source of such feedback 
could destroy the generated value as it could reduce employees' 
trust in the feedback quality and lead them to consider the pos-
sibility of job displacement. The emergent recognition of such a 
duality presents a valuable area of inquiry for future research.

4.4   |   Coping Strategy

Our respondents' discussion on the fear of and caution toward 
algorithmic HRM also focused on understanding how em-
ployees respond to these negative perceptual responses. We 
determined three coping strategies (see Figure  5)—positive 
(embrace), negative (avoid), and the middle ground (collabo-
rate)—wherein the last seems to be the way forward for most 
of our respondents.

4.4.1   |   Embrace and Learn

Recognizing that fear and aversion were often “based on a lack 
of knowledge” [P7], study respondents suggested that despite 
demonstrating algorithmic aversion, most employees displayed 
a self- driven initiative to learn more about the technology to al-
leviate their apprehensions (e.g., see the opinions shared by P33 
and P35 for this aspect in Appendix III). Such initiatives tran-
scended functional boundaries, as our respondents indicated 
that employees across departments were seen to work closely 
with “implementation consultants to learn and understand” 
[P26] the use and effect of algorithmic HRM. Senior manage-
ment supported these efforts, and those with expertise in algo-
rithms were “able to help less experienced members to learn and 
develop on understanding better” [P6].

Our study indicates that a solid readiness for change accom-
panies fear as HRM professionals understand that, given its 

capacity for conserving resources (i.e., time and money), the 
integration of algorithmic HRM is likely to increase in the 
future. Past research on AI- assisted HRM adoption (Suseno 
et al. 2022) has also shown change readiness to facilitate em-
ployees' adoption behavior indirectly. We expect a similar 
effect in the case of algorithmic aversion, perhaps in concert 
with employees' technical know- how and individual deter-
minants, such as the desire to learn and regulatory focus. 
However, for such readiness to practically translate into re-
duced algorithmic aversion, “organizations need to be open 
and provide training and understanding” [P33], for example, 
by providing “additional training seminars” [P29] to support 
professionals' efforts.

4.4.2   |   Avoid Until Necessary

We found that some HRM professionals avoided using al-
gorithmic HRM unless the situation necessitated its use, or 
they suggested that it was only “safe to use them for generating 
mundane items” [P13]. For instance, P15 observed, “We have 
some members of staff that try to avoid the use of technology 
as much as they can” and pondered if such avoidance origi-
nated from these colleagues' beliefs about “being observed in 
terms of their technology use” (see also P11's opinions detailed 
in Appendix  III). Similarly, respondents also discussed how 
they did not “use algorithmic systems militantly” [P24] and 
observed that their colleagues “just do the minimum” [P30] 
with the technology without really considering the systems' 
suggestions. However, such unenthusiastic opinions reflected 
only a minority of respondents. In contrast, the majority em-
phasized a response strategy aimed at integrating the best of 
technology and human characteristics, as discussed in the 
next subsection.

4.4.3   |   Discourse Selective Application (Collaborate)

Most respondents understood the value of algorithmic HRM. 
Still, they suggested that retaining the human touch of HRM 

FIGURE 5    |    Data structure—coping strategy theme.
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functions would be a viable solution for reducing employees' fear 
of and aversion to this technology. An overwhelming number 
of our respondents suggested the need to establish guidelines 
that appropriately converge human and algorithmic decision- 
making, and we find two main reasons for this suggestion. First, 
HRM professionals believe collaborative decision- making would 
enable the retention of the human touch of HRM functions that 
could substantially address the negative employee perceptions 
we discussed in the preceding sections and reduce the fear of 
and aversion to this technology. For instance, acknowledging 
the benefits of algorithms in HRM, P31 stated, “These must be 
used with caution. Senior leaders must ensure that algorithms are 
fit- for- purpose, and they should be critically evaluated on a regu-
lar basis.”

These suggestions originated from respondents' belief that due 
to the very nature of HRM, which needs to account for personal 
context, “sometimes a human touch within a face- to- face inter-
view is required” [P4], and algorithms “should be there as an aid, 
but the final say should come from experienced staff using their 
skills to make the correct decisions” (for instance, see P44's stance 
on this aspect in Appendix III). The consensus for collaborative 
decision- making was especially evident for recruitment pro-
cesses as this required a subjective and qualitative assessment 
of candidates. Indeed, one of our respondents [P29] emphasized 
the need to have the final say among humans in HRM functions 
(see Appendix III for their response regarding this aspect).

Second, a collaborative approach would allow HRM profession-
als and employees to build trust in algorithmic HRM decisions. 
As [P31] stated, “people need to build trust in the algorithms,” 
which can facilitate their acceptance of the associated effects of 
algorithmic HRM use over time. To establish this basis for trust 
and belief, an algorithm should be “used to augment human de-
cision making” [P17], and “to save time and resources” [P23]. Our 
findings suggest that augmentation and benefits would be de-
rived more strongly by applying algorithmic HRM in the initial 
stages, such as recruitment, performance reviews, and absence 
management. This suggestion aligns partially with the sugges-
tions of Tong et al. (2021) to introduce AI- generated feedback to 
employees in a tiered fashion, although they refer to employees' 
tenure with an organization as the precipitating factor in this 
regard. However, in our respondents' voice, even such discrete 
implementation was still accompanied by one caveat—the final 
decision should remain in human hands. As some respondents 
(P53, P21) discussed, one way to build such trust and retain 
HRM's human touch would be to ensure the soundness of algo-
rithmic vis- a- vis human decision- making (see Appendix III for 
the full statements), especially at the end of HRM processes cul-
minating in decisions that ultimately affect humans.

We believe these suggestions closely align with scholars' 
(Chowdhury et al. 2022, 2023; Wilson and Daugherty 2018) prop-
ositions for promoting collaborative intelligence such that orga-
nizations can combine and utilize the capabilities of humans and 
machines. We concur with past findings that it is possible for a 
collaborative tandem (Einola and Khoreva 2023) to exist wherein 
HRM can integrate algorithmic processing with human qualities, 
such as creativity and intuition, to establish unparalleled business 
process efficiency. A quote by P24 succinctly sums up our conten-
tion: “We all want to work more efficiently, and I believe algorithms 

can help us achieve this—they will never be a replacement for hu-
mans, but I firmly believe they can work in harmony with us.”

5   |   Discussion

Generally, the results present evidence regarding HRM profes-
sionals' belief that algorithmic HRM can be beneficial. However, 
what is debatable is the range and scope at which these benefits 
can be realized without encountering a substantial amount of 
aversion or fear attributable to the perceived negative effects of 
using these technologies. We further find that, overall, HRM 
professionals harbor a “cautiously fearful and not wholly averse” 
outlook on algorithmic HRM. This is a significant deviation 
from past research, which has mainly discussed algorithmic 
aversion and fear without any shades of appreciation in its midst 
(e.g., Mahmud et al. 2022; Lacroux and Martin- Lacroux 2022).

We diverge from past research to suggest that aversion to and 
fear of algorithmic HRM may be Janus- faced (e.g., Arnold 2003; 
Tong et al. 2021). While most HRM professionals remain wary 
of algorithmic HRM's application, some have also begun to par-
tially accept this technology's deployment while discussing ave-
nues for its selective and human- inclusive applications to reduce 
their wariness. However, such responses differ based on the in-
dividually perceived effects of algorithmic HRM use, whether 
positive or negative. Those focusing on the positive effects that 
algorithmic HRM has on organizational processes showed ap-
preciation, albeit they did not explicitly discuss their own agency 
while highlighting these benefits. Yet, their responses lead us to 
posit that for such appreciative HRM professionals, algorithmic 
HRM may be a handy tool for strengthening their work agency 
and performance by leveraging its proffered advantages.

Moreover, this duality of responses, based on individual evalua-
tions that our study uncovered, indicates a transition in HRM 
professionals' mindset toward acknowledging algorithmic HRM's 
diverse benefits despite lingering caution regarding its varied per-
ceived pitfalls. Such a transition offers us an optimistic outlook on 
the more widespread integration and acceptance of algorithmic 
HRM. This observation is particularly important considering the 
growth of AI and algorithmic applications in traditionally human- 
dominant aspects such as monitoring employees' performance, 
compliance, and even their emotions (Mantello and Ho 2023). We 
believe that, in time, more HRM professionals will adopt a positive 
outlook on algorithmic HRM, leading to its wider dissemination 
within different organizations.

Nonetheless, our findings suggest that such adoption is contin-
gent on developing more transparency, knowledge, and aptitude 
surrounding algorithmic HRM to preempt HRM professionals' 
extremely cautious approach toward this technology. This is in 
alignment with prior studies that have also indicated that aversion 
to algorithmic HRM could be reduced by incorporating human 
feedback (Dargnies et al. 2024; Kawaguchi 2021) and overcoming 
the perceived opacity to inculcate trust (e.g., see Vassilopoulou 
et al. 2022; Langer and König 2023; Mirowska and Mesnet 2022). 
Such actions could be undertaken through several means, such as 
developing financial outlays before using algorithmic HRM, en-
suring appropriate governance and an auditing structure for its 
deployment, and adopting human- in- the- loop decisional systems. 



19 of 34

These measures could go a long way in reducing the negative ef-
fects discussed by our respondents, such as perceived costs and 
distrust. Yet, before using such measures, organizations and HRM 
professionals need to understand how and why employees develop 
a cautious or fearful stance toward algorithmic HRM. To this pur-
pose, we assimilate our findings and propose a framework (see 
Figure 6) to explain the mechanisms underlying the responses of 
HRM professionals toward algorithmic HRM.

5.1   |   The Duality of Algorithmic HRM: Aversion–
Appreciation Framework

To proffer an explanation for the duality of perceptual responses 
to algorithmic HRM use, we leverage the SOR model—a neo- 
behavioristic framework that comprises three elements: stimu-
lus (S), organism (O), and response (R; Tandon et al. 2021, 2022; 
Mehrabian and Russell  1974). The stimulus is an external en-
vironmental trigger that activates individuals' (i.e., organisms') 
cognitive and emotional processes, leading them to cogitate on 
adopting a specific response (Tandon et  al.  2021, 2022; Malik 
et al. 2023).

Stimulus: We presume that the use of algorithmic HRM is a key 
stimulus that induces HRM professionals to ruminate on how it 
affects their work agency and role, as well as their organization. 
This stimulus, in our view, pertains to the processes that algorith-
mic HRM is used for in the organization for HRM as a function.

Organism: The stimulus created by the use of algorithmic HRM 
leads HRM professionals to ruminate on this technology and the 
effects of its use. Based on our findings, we proffer that such ru-
mination may take two directions based on the individual (see 
Figure  6). These directions represent the duality of responses 
that can originate from employees' exposure to and use of algo-
rithmic HRM.

The first direction represents the dark side of algorithmic HRM. 
It takes individuals on a pathway that leads them to focus on 
two aspects. The first aspect relates to the subjective uncertain-
ties that algorithmic HRM use creates for themselves as employ-
ees (Section 4.1). These uncertainties, although subjective and 
episodic in nature, seem to also be linked to the second aspect 

of rumination—the negative effects that HRM professionals 
perceive to originate from algorithmic HRM use (Section 4.2). 
These negative effects encompass both monetary and nonmon-
etary aspects, wherein the latter focus on dynamic and con-
temporary problems such as maintaining inclusivity, trust, and 
parity within organizational relationships. We believe that these 
subjective uncertainties and perceived negative effects represent 
the dark aspects of employees' rumination originating from the 
stimulus, that is, algorithmic HRM use. In our view, these two 
aspects form the reasons why our sampled HRM professional 
experienced the perceptual response of fear, caution, and wari-
ness toward algorithmic HRM.

The second direction HRM professionals' rumination can take 
is an innately positive one (Section  4.3) and represents the 
bright side of algorithmic HRM as it focuses their attention on 
the many perceived benefits of using algorithmic HRM. As per 
our findings, these positive effects relate to streamlining pro-
cesses for maximum efficiency, justice, and fairness—definitive 
reasons for not fearing algorithmic HRM use. Interestingly, our 
findings indicate that some HRM professionals have also begun 
to appreciate how algorithmic HRM can facilitate creative work 
performances by automating mundane tasks. This finding has 
profound connotations. It indicates the genesis of recognition 
among HRM professionals that algorithmic automation may in 
fact help humans achieve higher goals.

Response: These two ruminative directions, emerging from our 
findings, induce HRM professionals to adopt either of two per-
ceptual responses—appreciation or aversion—depending on 
whether they focus on the perceived positive or negative effects 
of algorithmic HRM use.

This allows us to consider the two sides to algorithmic HRM 
use—positive (bright) and negative (dark)—that may co- 
occur. Indeed, we contend that the duality of perceptual 
responses to algorithmic HRM originates from the same eval-
uative process.

On the one hand, employees who focus on the negatives, in our 
view, showcase varied perceptual responses ranging from fear to 
caution and wariness based on their rumination on the subjec-
tive uncertainties and perceived negatives (or reasons) not to use 

FIGURE 6    |    Proposed framework for the aversion–appreciation duality of algorithmic HRM.
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algorithmic HRM. We believe that these perceptual responses 
are precursors to resistance behavior and, if left unaddressed, 
could lead HRM professionals to lean toward adopting active 
resistance tactics, such as algoactivism (Kellogg, Valentine, and 
Christin 2020).

Moreover, we believe that the perceptual response of fear or 
caution influences the professionals' adoption of specific coping 
strategies as a behavioral response (Section 4.4). For instance, 
professionals who embrace the embrace- and- learn coping strat-
egy could evaluate their position in the organization as com-
plementary to algorithmic HRM and not perceive diminished 
self- relevance. Such employees may even experience algorithmic 
appreciation over time by focusing on algorithmic HRM's ben-
efits. On the contrary, professionals who are more advanced in 
age or struggle with algorithmic use could perceive a higher risk 
to their job security and adopt avoidance as a coping strategy.

On the other hand, those who focus on the positive effects of 
algorithmic HRM use showcase appreciation of these technol-
ogies, which, in our view, is a precursor to acceptance as a be-
havioral response. Such acceptance of algorithmic HRM use, 
especially from HRM professionals, who can be seen as agents 
of change, can be an emphatic influence through which other 
employees' perceived negative effects of algorithmic HRM could 
be attenuated or eliminated.

Thus, our framework presents duality- centric pathways that ex-
plain how the same base of factors, centered in the use of algo-
rithmic HRM by individuals and the organization, could lead to 
two forms of perceptual responses.

5.2   |   Future Research Possibilities

To enhance our understanding of algorithmic HRM and the 
perceptual, emotional, and behavioral responses of HRM pro-
fessionals who encounter its usage, we propose certain future 
research possibilities developed based on our understanding of 
the literature and the respondents' voices. We implore scholars to 
undertake mixed- method and longitudinal research approaches 
to explore the connotations of the subsequently mentioned is-
sues to build a more robust and nuanced framework for explain-
ing algorithmic HRM use behaviors and perceptual responses.

Stimuli: Based on our respondents' discussion, we propose fu-
ture investigations into two specific aspects as potential stimuli 
related to algorithmic HRM use: the area for which it is applied 
(e.g., for recruitment or performance management) and the cri-
teria used to ensure that the application does not impinge on the 
humanness of HRM processes (e.g., having appeals processes in 
place). We implore future scholars to undertake more exhaus-
tive research into the cognitive and affective stimuli, unrelated 
specifically to algorithmic HRM, that could evoke HRM pro-
fessionals' rumination on its use. For instance, future scholars 
could explicate how an employee's self- motivation and regula-
tory focus (i.e., prevention or promotion focus; Brockner and 
Higgins  2001) could endear them toward algorithmic HRM. 
Moreover, exploring HRM professionals' prejudices, such as 
cynicism or anxiety related to technology use in a function that 
is human- dominant, may also be critical internal stimuli to 

explore. Further, it is human nature to share experiences and 
assimilate information from such shared experiences. Thus, 
scholars could also turn their attention to understanding if there 
exists a filter bubble effect that attunes HRM professionals, and 
perhaps other employees, to only a certain range of perceptual 
and emotional responses to algorithmic HRM.

Organism: Leveraging our findings and recent research (e.g., 
Duggan et al. 2023; Edwards et al. 2024), we propose the need 
to examine contextual factors that could influence HRM pro-
fessionals' rumination about and behaviors toward algorithmic 
HRM. For instance, through our findings, we propose the need 
to examine if employees' aversion to or fear of algorithmic HRM 
could be alleviated in the presence and visibility of a robust gov-
ernance, auditing, and oversight structure (see Sections  4.4.1 
and 4.3) with a straightforward human- in- the- loop design. One 
reason could be that such a system design would capacitate 
humans to identify clear intervention possibilities in algorith-
mic decision- making and retain their sense of humanness and 
context- inclusive decision- making in the HRM processes.

Indeed, recent research has also contended that such a design 
could engender greater trust among all corporate employees in 
the algorithmic system (e.g., see Meissner and Keding  2021). 
With the lapse of time, such contextual influences could prompt 
HRM professionals (as well as other employees) to view algo-
rithmic HRM in a more positive light and perhaps enhance the 
possibility of more congenial human–machine collaboration. 
For example, such collaboration could strengthen the contex-
tual influence of employees' trust in the organization and the 
technology.

Simultaneously, we implore scholars to decipher the nuances of 
any functional benefits derived from algorithmic HRM in varied 
processes such as compensation or performance management. 
For instance, scholars could study if algorithmic HRM's appre-
ciation is seen in cases of automated prompt acceptance of com-
pensation requests for work expenses instead of purely human 
decision- making. Such nuanced knowledge could go a long way 
in helping HRM professionals understand the processes wherein 
algorithmic HRM may yield the most return on investment and 
processual benefits.

Duality of responses: While our study was initially geared toward 
understanding the more negative or dark side of algorithmic 
HRM (i.e., fear and aversion), our results showed respondents' 
acknowledgment of a distinct positive or bright aspect to using 
this technological system. Consequently, we argue that account-
ing purely for resistance through a conceptual model would be 
ineffectual in considering users' comprehensive evaluation of 
and perceptions toward algorithmic HRM. Thus, based on our 
findings, we propose that algorithmic HRM use can be enabled 
and hindered by factors evaluated by its users simultaneously. 
Since the way employees make sense of the stimuli that influ-
ence their work environment has been found to influence their 
well- being (Edwards et al. 2024) and work engagement (Parent- 
Rocheleau et al. 2024), it is important that the duality of their 
responses be critically examined.

Subsequently, we propose that a more nuanced approach to-
ward understanding employees' responses to algorithmic 
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HRM systems needs to be developed, considering that both 
aversion and appreciation may occur based on their evalua-
tion of the same factors. Similar observations have been put 
forth by Meissner and Keding  (2021), who emphasized that 
individual decision- making styles can lead different users 
of an IT system (such as AI) to formulate their responses 
uniquely, even when the system- related inputs are the same. 
So, it is plausible to say that an individual's filtering and per-
ception of information after interacting with an IT system is 
the deciding factor in their view of the system as having a neg-
ative or positive effect. A recent study by Li et al. (2024) also 
supports our contention. This study examined cab drivers' 
work engagement during algorithmic management through 
challenge- hindrance appraisals and found these appraisals 
have a significant mediating effect. Through their findings, 
the authors (Li et al. 2024) emphasized that algorithmic man-
agement could be simultaneously experienced as both positive 
and negative. In another recent work, Duggan et  al.  (2023) 
examined gig workers' experience of algorithmic HRM. They 
discussed how this technology can both capacitate and restrict 
workers, considering the volatility of contextual factors. Thus, 
we propose that future scholars emphatically consider the du-
ality of algorithmic HRM use and evaluation while developing 
their research frameworks.

In addition to the SOR- related factors discussed above, we 
leverage our findings to propose a few conditional and tempo-
ral influences that could dampen or enhance the relationships 
between algorithmic HRM use, HRM professionals, and their 
organizations, as well as other employees. In our view, these in-
fluences could act as possible mediators or moderators between 
stimuli, organisms, and responses.

Conditional and temporal influences: Our findings indicated 
that caution or fear toward algorithmic HRM might be reduced 
with continual exposure, increased awareness of its benefits 
or detriments, and organizational support in its transparent, 
ethical use. Subsequently, we propose that future scholars in-
vestigate how algorithmic HRM's perceived effects on human 
agency and job autonomy influence employees' behavioral and 
perceptual responses over time while accounting for organiza-
tions' supportive and ethical use of this technology. Such stud-
ies are particularly important in light of limited past research 
which has indicated that algorithmic HRM can increase and 
decrease workers' autonomy (Meijerink and Bondarouk 2023) 
and motivation (Edwards et  al.  2024). Thus, temporally ori-
ented information on the factors that simulate both positive 
and negative effects on employees' overall experience, well- 
being, organizational relevance, security, and autonomy is 
highly valuable.

Likewise, scholars should also focus attention on the thresh-
olds at which HRM professionals (or even other employees) may 
consider the negative costs of algorithmic HRM to outweigh 
any perceived effects of its implementation or vice versa. This 
information would be valuable in assisting organizations in de-
veloping strategies to keep HRM professionals from reaching 
and crossing such thresholds. Scholars could also focus atten-
tion on whether and to what degree an appeals or grievance 
process implemented to include human feedback for improving 
algorithmic management (i.e., for a human- in- the- loop design) 

influences these professionals' rumination, behavioral, and per-
ceptual responses.

6   |   Conclusion

While algorithms are increasingly used to support HRM, schol-
arly debates focus on the automation–augmentation paradox 
(Raisch and Krakowski 2021) to explain the best approach for 
optimizing the interactions between humans and algorithms. 
However, we believe such efforts will succeed only if humans 
keep an open mind toward algorithms and are not preinclined 
to resist their adoption. Furthermore, prior scholars' contentions 
that the benefits of technology for HRM can be genuinely un-
locked by developing nontechnical resources, such as an inno-
vation mindset among employees (Chowdhury et al. 2023), also 
lend credence to our belief. Motivated by this thought and the 
scantness of literature on algorithmic HRM aversion, we con-
ducted a qualitative study to understand (RQ1) if HRM profes-
sionals are fearful or averse to algorithmic HRM use in their 
organizations and the reasons thereof and (RQ2) the outcomes 
of this experienced fear and aversion along with the strategies 
HRM professional employ to cope with its deployment.

In response to the first question, HRM professionals and their 
colleagues are not wholly opposed to algorithmic HRM and in-
stead have adopted a cautious stance toward this technology. 
The reasons for this caution and fear were attributed to their 
uncertainties about their place in an algorithm- driven organiza-
tion as well as the perceived negative effects of this technology's 
use for HRM processes and the overall organization, for exam-
ple, in creating disparity, unanticipated costs, and overlooking 
individual differences in work behaviors.

These findings lend insights into the proxy view of technology 
theorization (Kim, Wang, and Boon  2021), which places em-
phatic importance on the role users play in determining the 
implementation, adoption, and acceptance of technologies. In 
essence, users' agency and responses (behavioral and cognitive) 
have a significant influence on how technology's effects are 
perceived post- implementation (Kim, Wang, and Boon  2021). 
Our findings signify that HRM professionals believe that their 
agency is affected to a certain degree due to the use of algorith-
mic HRM, which subsequently informs their perceptual and 
behavioral response of caution, fear, and aversion and conse-
quently, their coping strategies. Furthermore, we also contend 
that these professionals' perceptual responses arising from their 
evaluation of how algorithmic HRM influences them and their 
organizations are, ultimately, the reasons for their possible re-
sistance to this technology. However, some employees discuss 
being appreciative of this technology's many evident benefits 
and contributions toward improving HRM processes. At the 
same time, many wary employees remain open to learning 
about algorithms and embrace their use in HRM despite their 
wariness. Thus, we find a duality exists for professionals' per-
ceptual and behavioral responses to algorithmic HRM deploy-
ment in the workplace.

We determine that the limited openness HRM profession-
als display in appreciating algorithmic HRM remains con-
tingent on its deployment in a highly selective manner that 
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ensures human oversight and governance in place to preempt 
any fallouts. This stance, echoed by respondents showcas-
ing wariness and fear of algorithmic HRM, clarifies their 
adopted coping strategies addressed by RQ2 of our study. In 
response to RQ2, we found that our respondents relied on 
three strategies that ranged from avoidance to embracing the 
technology, with respondents also advocating for the selective 
application of algorithmic HRM in a manner that establishes 
a harmonious collaboration between humans and machines. 
Our findings elucidate substantial and vital implications for 
scholars and practitioners who are interested in mapping the 
future directions of algorithmic HRM, which we will discuss 
subsequently.

6.1   |   Theoretical Implications

We offer a fivefold contribution to theory through our results. 
First, a qualitative approach enabled us to delve deeply into 
HRM professionals' experiences with fear of and aversion to 
algorithms—an understudied field that needs concentrated 
academic research (Mahmud et al. 2022; Meijerink et al. 2021; 
Meijerink and Bondarouk 2023). Our findings offer an in- depth 
insight into the individual and organization- related negative 
effects and uncertainties that lead employees to develop algo-
rithmic aversion and fear of its widespread use. One of the most 
important implications for scholars that we raise through our 
findings pertains to the effect of algorithmic HRM on diver-
sity, equality, and inclusion strategies, especially in the context 
of psychologically vulnerable (e.g., those dealing with mental 
health issues) and neurodiverse workforces that may be more 
susceptible to organizational biases (e.g., see Walkowiak 2023).

Second, our proposed framework constitutes a significant step 
forward in establishing a new perspective on algorithmic HRM- 
related aversion and appreciation—and the duality thereof. We 
conceptualize that algorithmic aversion and appreciation arise 
from the same process that organizational employees (HRM 
professionals in our case) adopt to evaluate algorithmic HRM. 
These two phenomena of appreciation and aversion, in our view, 
represent a duality and may be considered two sides of the same 
coin, that is, perceptual responses to the implementation of algo-
rithmic HRM in organizations. Our acknowledgment of the per-
ceived positive effects of algorithmic HRM and its subsequent 
appreciation behavior adds to the extant HRM literature by con-
solidating perspectives from the information systems domain. 
Past research on other technologies in the information systems 
domain (e.g., Honora, Memar Zadeh, and Haggerty  2024) has 
also suggested that individual or organizational adoption of 
technological platforms can have both bright and dark aspects 
that subsequently engender varied responses from the adopters. 
Our consideration of this aspect of technology adds to the the-
oretical underpinnings in our HRM- oriented study of algorith-
mic management. It will hopefully bring two concepts (aversion 
and appreciation), which have hitherto been studied separately, 
under the same aegis as perceptual responses to algorithmic 
management.

We surmise that HRM professionals (and perhaps other employ-
ees) acknowledge the positive effects (i.e., benefits) of algorith-
mic HRM well enough to move in a positive direction instead 

of toward pure aversion. Subsequently, we call for robust lon-
gitudinal qualitative studies that examine the individual, or-
ganizational, and technology- related factors that could affect 
employees' rumination on algorithmic HRM use and, in turn, 
their aversion and appreciation of this technology. Our findings 
and the proposed framework add in- depth and contextual in-
sights regarding employees' perceptual responses to algorithmic 
HRM adoption to extend past knowledge and push boundaries 
for future scholarly investigations. We also raise the call for de-
ciphering the minutia of changes in these dimensions of our 
framework over time, as also discussed in Section 5.2.

Third, our study emphasizes that algorithmic aversion may 
be a continuum of emotional responses, ranging from fear to 
wariness, instead of a discrete stance that employees adopt in 
response to perceived negative effects created by technologi-
cal integration. We implore scholars to focus on the conceptual 
(particularly the emotional and psychological) nuances and 
stages of algorithmic aversion, perhaps by using seminal frame-
works like the diffusion of innovation model and technology re-
sistance frameworks (e.g., see Samhan 2018). Explicating these 
stages could help scholars identify specific stimuli that prompt 
HRM professionals' reasoning processes of appreciating or 
being aversive to algorithmic HRM through more novel frame-
works such as behavioral reasoning theory (Claudy, Garcia, and 
O'Driscoll 2015). Given the dearth of theoretical grounding in 
algorithmic aversion research (Mahmud et al. 2022), we believe 
such approaches would add substantial knowledge to the cur-
rent literature.

Fourth, we concur with the recent research (e.g., Einola and 
Khoreva 2023) contending algorithms' and AI's capacity to in-
troduce elements of dehumanization in HRM functions in niche 
and unique ways. Since our findings indicate employees' incli-
nation to embrace selective algorithmic HRM applications and 
collaborative intelligence approaches, it would be beneficial to 
conduct more in- depth studies to decipher how algorithms could 
be used in conjunction with higher levels of human touch in au-
tomated and augmented processes. Doing so will clear the path 
for a more harmonious coexistence between these two. Such 
attempts could make in- roads to resolve the automation–aug-
mentation paradox and understand the instances of mismatch 
between algorithm use and human expectations.

Lastly, our respondents frequently alluded to performance and 
recruitment- related processes while discussing the shortfalls 
and frustrations related to algorithmic HRM use. Subsequently, 
we believe that resolving these processes' challenges could con-
tribute significantly to showing employees the value of algorith-
mic HRM. In this regard, researchers could develop in- depth 
and nuanced approaches for these prospective assessments 
using knowledge from other fields, such as natural language 
processing and neurolinguistics, to create a more personal pro-
file addressing candidate psychology and technical skills.

6.2   |   Practical Implications

For practitioners, we offer three implications. First, as our find-
ings show algorithmic HRM aversion to being contingent on 
individual differences amidst a generally cautious perspective, 



23 of 34

we strongly urge practitioners to develop targeted and recur-
ring interventions to overcome the negativity. To ensure their 
effectiveness and appreciation within organizations, we suggest 
their development should leverage human-in-the-loop design, 
wherein functional managers and frontline employees should 
also be included in the design, testing, and implementation of in-
terventions (also see Charlwood and Guenole 2022). Moreover, 
HRM professionals' experience with HRM and organizational 
processes should be accounted for while designing algorithms 
used in their organizations. Such design may ensure that the al-
gorithms being used to automate HRM processes are uniquely 
attuned to the needs of the employees and the organization, 
thereby offering a way to alleviate any perceived disparity or 
distrust.

Further, algorithmic HRM development and use should also 
account for employees' prior domain experience (e.g., see 
Allen and Choudhury  2022), current context, and ability to 
facilitate knowledge transfer to this IT system. Such consider-
ations may dispel employees' concerns regarding algorithms' 
inability to address inclusivity and situational factors affect-
ing employees. Concurrently, HRM professionals should offer 
intensive formal training programs and informal peer support 
for older and less technologically savvy employees. The same 
could also be directed toward employees with more nontradi-
tional backgrounds and subjective task descriptions to encour-
age an “embrace and learn” approach among all employees. 
Interventions in this regard could include, for example, cre-
ating workplace teams that bring together inexperienced 
and experienced employees to encourage knowledge shar-
ing about complementing the strengths of algorithmic HRM 
with human skills. Such interventions, we believe, could go 
a long way in reducing employees' experienced uncertainties, 
fear, and aversion and, perhaps, in inculcating algorithmic 
appreciation.

Second, we focus on the respondents' proposition to selectively 
apply algorithmic HRM. We propose conducting extensive in-
terorganizational mapping exercises to examine the processes 
wherein algorithmic HRM would be prone to a more positive 
employee embrace. This map, for example, could develop green, 
yellow, and red zones of algorithmic HRM implementation 
through a participatory approach with employees and HRM 
professionals. It would indicate where employees would be com-
fortable with fully deploying integrated algorithm- driven pro-
cesses (green), partially integrating algorithms with substantial 
human oversight and final decision- making (yellow), or alto-
gether avoiding algorithms (red).

However, such an exercise would require substantial interor-
ganizational coordination. So, we also encourage HRM pro-
fessionals to take a step back and assess their organizations' 
readiness and capacity to streamline coordination among 
different departments. This would lay the way for HRM pro-
fessionals, as well as other employees, to work together and 
reimagine workflows that use algorithmic HRM for the most 
optimal outcomes. This may also allow current employees to 
consider how prospective ones may fit into the new work sce-
narios and process flows and, in turn, develop preemptive in-
puts for the algorithms to consider if used during recruitment 

and selection processes. Such an effort, though specific to 
organizations, could preempt employees' adoption of work-
around strategies and instead foster a more friendly outlook 
toward algorithms. This could significantly assist organiza-
tions in saving resources invested in developing algorithmic 
systems, enhancing their technological infrastructure, and 
developing critical employee skills.

Lastly, our respondents' discussion about the unanticipated 
costs of algorithmic HRM leads us to question whether or-
ganizations' readiness for algorithmic HRM truly considers 
all possible avenues of this technology's effects on individ-
uals and their organizations. We especially call attention to 
the organizations that are not dominant users of technology 
or have recently embarked on adopting algorithmic manage-
ment. These organizations need to consider how to use algo-
rithmic HRM to optimize employee creativity, performance, 
and decision- making while also ensuring that technology use 
does not impinge on employees' perceived work autonomy and 
job security. For this purpose, it might be beneficial for orga-
nizations to use recently developed frameworks, such as the 
AI capability framework (Chowdhury et al. 2023), to reassess 
their algorithm use strategies, considering the issues raised by 
our respondents.

However, such strategic initiatives in organizations must 
be accompanied by the establishment of transparent audit-
ing, governance, and grievance structures to deal with any 
incidents of perceived injustice by current and prospective 
employees. Such an initiative would be a significant step in 
giving employees across all organizational levels a chance to 
express their reservations with algorithmic decision- making. 
In our view, it would also reduce employee uncertainties and 
perceptions of the algorithm as a threat to their careers while 
establishing trust in organizations' ethical and benevolent use 
of this technology.

In conclusion, the appropriate use of algorithmic HRM could 
contribute to developing content and a thriving workforce with 
opportunities to engage in creative and challenging tasks. To 
this end, it is essential to introduce counteractive measures to 
negate algorithmic aversion and uncertainty- driven fear.

6.3   |   Limitations and Future Research

Despite our attempts to ensure a robust research design, our 
study is limited by certain constraints that should be addressed 
in upcoming studies. First, our sample was limited to the UK 
and the USA, which are mature and developed economies with 
significant infrastructure to support technology integration in 
organizations. The findings apply mainly to our subject pool 
and may not be generalizable to other samples or contexts. Thus, 
it would be interesting to examine if similar issues are raised 
by HRM professionals in other countries that are culturally 
different and relatively less developed or technologically ad-
vanced than the UK and USA, for example, India or Turkey. 
Comparative studies should also consider the connotations of 
culture as a viable area of inquiry, as indicated by Mahmud 
et al. (2022).
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Second, we focused on HRM professionals as respondents and 
did not examine intergroup differences between the various 
management levels that the respondents belonged to or those be-
tween HRM and other functions. We believe there is significant 
potential for investigating the cross- functional and intergroup 
differences in professionals' aversion toward algorithmic HRM. 
Therefore, we urge scholars to develop research designs incorpo-
rating different groups with varied management levels of HRM 
professionals and of HRM with other departments to understand 
the thresholds of and areas vulnerable to algorithmic HRM aver-
sion, fear, and uncertainty. Additionally, as we found the extant 
literature on algorithmic HRM and aversion limited, we did not 
consider segregating our respondents according to their organi-
zational hierarchy. However, through our analysis, we find that 
it would be beneficial to conduct dyadic or triadic qualitative and 
longitudinal investigations with members from different man-
agement levels to understand how (and if) temporality and hier-
archy affect algorithmic HRM aversion and what could be done 
to establish a consonance among them.

Lastly, we acknowledge that despite our efforts to introduce ob-
jectivity in the coding process, we cannot entirely exclude the 
possibility of researchers' subjective bias, which is a limitation 
of our approach. Further, our use of grounded theory is limited 
in its ability to refine our findings as it is recommended for the 
conceptual development of varied phenomena. Hence, future 
scholars should validate our results with more qualitative and 
mixed- method research approaches, including focus group 
studies and personal interviews, which could be combined with 
survey- based or experimental research to develop more nuanced 
insights into algorithmic HRM.
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ar
in

g 
1–

2 
ex

am
pl

es
 o

r r
ea

l- l
ife

 in
ci

de
nt

s t
ha

t h
av

e 
sh

ap
ed

 y
ou

r t
ho

ug
ht

s.

 1
1.

 
In

 y
ou

r 
op

in
io

n,
 d

oe
s 

us
in

g 
al

go
ri

th
m

s 
in

 H
R

M
 a

ffe
ct

 d
ig

ni
ty

 a
nd

 r
es

pe
ct

, e
qu

al
ity

 o
f t

re
at

m
en

t, 
or

 c
on

si
de

ra
tio

n 
gi

ve
n 

to
 a

ll 
em

pl
oy

ee
s?

 D
is

cu
ss

 y
ou

r 
an

sw
er

 (w
hy

 o
r 

w
hy

 n
ot

) b
y 

pr
ov

id
in

g 
1–

2 
ex

am
pl

es
 o

r r
ea

l- l
ife

 in
ci

de
nt

s t
ha

t h
av

e 
sh

ap
ed

 y
ou

r t
ho

ug
ht

s.

 1
2.

 
D

o 
yo

u 
th

in
k 

al
go

ri
th

m
ic

 H
R

M
 c

an
 n

eg
at

iv
el

y 
af

fe
ct

 th
e 

fa
ir

ne
ss

 o
f p

ro
ce

ss
 o

ut
co

m
es

 fo
r c

ur
re

nt
 e

m
pl

oy
ee

s (
e.

g.
, s

el
ec

tio
n,

 p
ro

m
ot

io
ns

, a
pp

ra
is

al
s,

 a
nd

 d
is

ci
pl

in
ar

y 
ac

tio
n 

ou
tc

om
es

)?
 D

is
cu

ss
 y

ou
r 

an
sw

er
 (w

hy
 o

r w
hy

 n
ot

) i
n 

de
ta

il 
by

 p
ro

vi
di

ng
 1

–2
 e

xa
m

pl
es

 o
r r

ea
l- l

ife
 in

ci
de

nt
s t

ha
t h

av
e 

sh
ap

ed
 y

ou
r t

ho
ug

ht
s.
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A
pp

en
di

x 
II

I

E
vi

de
nc

e 
Q

uo
te

s

T
he

m
e 

an
d 

su
bt

he
m

e
Q

uo
te

 [r
es

po
nd

en
t]

U
nc

er
ta

in
ty

 b
as

es
 a

nd
 su

bj
ec

tiv
ity

Su
bj

ec
tiv

e 
an

d 
ep

is
od

ic
 

na
tu

re
Ye

s, 
I t

hi
nk

 it
 is

 p
er

fe
ct

ly
 u

nd
er

st
an

da
bl

e f
or

 a
n 

or
ga

ni
za

tio
n 

an
d 

its
 em

pl
oy

ee
s t

o 
fe

ar
 a

lg
or

ith
m

s i
n 

th
e H

R
M

 p
ro

ce
ss

. F
ir

st
ly

, i
t t

ak
es

 a
w

ay
 a

 b
as

ic
 se

ns
e o

f h
um

an
 

“a
ge

nc
y”

 in
 te

rm
s o

f h
ow

 d
ec

is
io

ns
 a

re
 m

ad
e.

 S
ec

on
dl

y,
 it

 co
ul

d 
cr

ea
te

 a
 w

or
ki

ng
 cu

ltu
re

 w
he

re
 e

ve
ry

on
e i

s t
he

 sa
m

e,
 a

s t
he

 q
ua

lit
ie

s t
he

y 
po

ss
es

s a
re

 id
en

tif
ie

d 
by

 th
e 

al
go

ri
th

m
. I

n 
m

y 
op

in
io

n,
 th

is
 re

pr
es

en
ts

 q
ui

te
 a

 d
ys

to
pi

an
 w

ay
 o

f w
or

ki
ng

. [
P3

8]

Fe
ar

 is
 a

 st
ro

ng
 w

or
d,

 b
ut

 if
 p

oo
r d

ec
is

io
ns

 a
re

 m
ad

e i
n 

a 
co

m
pa

ny
 a

s a
 re

su
lt 

of
 th

e p
oo

r i
m

pl
em

en
ta

tio
n 

of
 th

es
e a

lg
or

ith
m

s, 
th

en
 y

es
, f

ea
r a

nd
 ca

ut
io

n 
sh

ou
ld

 ce
rt

ai
nl

y 
pl

ay
 a

 ro
le

. I
'm

 n
ot

 sa
yi

ng
 w

e s
ho

ul
d 

be
 a

fr
ai

d 
of

 te
ch

no
lo

gy
 fu

ll 
st

op
, b

ut
 w

e s
ho

ul
d 

ce
rt

ai
nl

y 
fin

d 
w

ay
s t

o 
m

on
ito

r i
t m

or
e c

lo
se

ly
 th

an
 h

as
 h

ap
pe

ne
d 

in
 so

m
e c

ou
nt

ri
es

 in
 

th
e l

as
t d

ec
ad

e.
 [P

15
]

Fe
ar

 is
 a

 st
ro

ng
 w

or
d,

 b
ut

 I 
th

in
k 

so
m

e c
au

tio
n 

sh
ou

ld
 b

e t
ak

en
 in

 u
si

ng
 fu

ll-
 sc

al
e a

lg
or

ith
m

- b
as

ed
 d

ec
is

io
ns

. I
 b

el
ie

ve
 it

 sh
ou

ld
 b

e t
he

re
 a

s a
n 

ai
d.

 S
til

l, 
th

e f
in

al
 sa

y 
sh

ou
ld

 
co

m
e f

ro
m

 e
xp

er
ie

nc
ed

 st
af

f u
si

ng
 th

ei
r s

ki
lls

 to
 m

ak
e t

he
 co

rr
ec

t d
ec

is
io

ns
. [

P3
2]

Th
er

e i
s n

o 
ne

ed
 to

 fe
ar

 it
, a

s l
on

g 
as

 th
er

e i
s a

lw
ay

s r
oo

m
 fo

r h
um

an
s t

o 
in

te
rv

en
e,

 to
 em

pa
th

iz
e,

 a
nd

 to
 p

ot
en

tia
lly

 o
ve

rr
ul

e t
he

 a
lg

or
ith

m
's 

co
ur

se
 o

f a
ct

io
n 

[P
12

]

Se
ni

or
 le

ad
er

s m
us

t e
ns

ur
e t

ha
t a

lg
or

ith
m

s a
re

 fi
t- f

or
- p

ur
po

se
, a

nd
 th

ey
 sh

ou
ld

 b
e c

ri
tic

al
ly

 e
va

lu
at

ed
 o

n 
a 

re
gu

la
r b

as
is

. L
ik

ew
is

e,
 P

18
 st

at
ed

, I
 d

on
't 

th
in

k 
th

es
e s

ho
ul

d 
be

 
fe

ar
ed

, a
s w

ith
 g

oo
d 

co
nt

ro
l a

nd
 g

ov
er

na
nc

e t
he

se
 a

lg
or

ith
m

s o
nl

y 
im

pr
ov

e t
he

 e
xi

st
in

g 
sy

st
em

s, 
re

du
ci

ng
 co

st
s a

nd
 cr

ea
tin

g 
ef

fic
ie

nc
ie

s. 
[P

31
]

Te
ch

no
lo

gy
To

 b
e h

on
es

t, 
a 

lo
t o

f t
he

 em
pl

oy
ee

s t
ha

t w
or

k 
in

 m
y 

or
ga

ni
za

tio
n 

pr
ob

ab
ly

 h
av

e n
ev

er
 h

ea
rd

 th
e w

or
d 

be
fo

re
, l

et
 a

lo
ne

 a
re

 a
w

ar
e o

f w
ha

t i
t d

oe
s a

nd
 it

s f
un

ct
io

ns
. [

P4
9]

I j
us

t t
hi

nk
 th

at
 th

e a
lg

or
ith

m
 ca

n 
be

 sk
ew

ed
 to

 sh
ow

 ce
rt

ai
n 

bi
as

es
. F

or
 e

xa
m

pl
e,

 w
e w

an
te

d 
it 

to
 b

ri
ng

 ca
nd

id
at

es
 to

 h
av

e a
 P

hD
 fo

r a
 p

os
iti

on
 a

nd
 w

e n
ot

ic
ed

 th
at

 
pr

ed
om

in
an

tly
 it

 w
as

 fi
nd

in
g 

m
al

e c
an

di
da

te
s a

s t
he

re
 w

er
e j

us
t m

or
e o

f t
he

m
 a

ro
un

d 
an

d 
it 

w
as

 sh
ow

in
g 

th
at

 b
ia

s i
n 

th
e s

el
ec

tio
n 

pr
oc

es
s, 

so
 fe

w
 w

om
en

 w
er

e b
ei

ng
 

in
cl

ud
ed

. W
e t

he
n 

de
ci

de
d 

th
at

 a
 m

as
te

r's
 d

eg
re

e w
as

 m
or

e t
ha

n 
en

ou
gh

, a
nd

 su
dd

en
ly

, t
he

 g
en

de
r s

pl
it 

w
as

 m
uc

h 
m

or
e e

ve
n,

 a
nd

 w
e w

er
e g

et
tin

g 
th

e s
am

e q
ua

lit
y 

of
 

ca
nd

id
at

es
.

It 
de

hu
m

an
iz

ed
 th

e p
ro

ce
ss

 a
 b

it 
w

hi
ch

 is
 m

ak
in

g 
pe

op
le

 in
to

 d
at

a 
se

ts
 a

s o
pp

os
ed

 to
 se

ei
ng

 in
ta

ng
ib

le
s t

ha
t c

an
't 

be
 se

en
 fr

om
 th

e a
lg

or
ith

m
s p

er
sp

ec
tiv

e.
 [P

40
]

A
lg

or
ith

m
 u

se
 in

 H
R 

pr
oc

es
se

s h
as

 d
ef

in
ite

ly
 cr

ea
te

d 
ne

ga
tiv

e f
ee

lin
gs

 to
w

ar
d 

th
e p

ro
ce

ss
es

 in
 m

y 
or

ga
ni

za
tio

n.
 A

 g
oo

d 
ex

am
pl

e i
s j

ob
 a

pp
lic

at
io

ns
, w

he
re

 p
eo

pl
e f

ee
l t

ha
t a

 
hu

m
an

- d
ir

ec
te

d 
pr

oc
es

s i
s f

ai
re

r o
r t

ha
t A

I u
se

 m
is

se
s t

he
 n

ua
nc

es
 a

nd
 ca

n 
cr

ea
te

 d
is

cr
im

in
at

or
y 

ou
tc

om
es

. T
hi

s i
s b

ec
au

se
 o

f t
he

 b
as

is
 th

at
 a

lg
or

ith
m

s r
ep

lic
at

e t
he

 b
ia

se
s 

of
 h

um
an

s w
ho

 se
t u

p 
th

e p
ro

gr
am

m
in

g.
 [P

46
]

[I
f]

 it
 ca

n 
be

 d
em

on
st

ra
te

d 
to

 th
e o

rg
an

iz
at

io
n 

th
at

 th
e o

ut
pu

t o
f t

he
 a

lg
or

ith
m

s i
s (

at
 th

e v
er

y 
le

as
t) 

as
 so

un
d 

as
 th

os
e m

ad
e b

y 
a 

hu
m

an
, t

he
n 

th
at

 sh
ou

ld
 g

o 
a 

lo
ng

 w
ay

 
to

w
ar

d 
m

iti
ga

tin
g 

th
e f

ea
r. 

[P
53

]

Th
e c

ha
lle

ng
e o

f e
ns

ur
in

g 
th

at
 p

eo
pl

e k
no

w
 h

ow
 a

n 
al

go
ri

th
m

 w
or

ks
 …

 w
hi

ch
 w

ou
ld

 a
ffe

ct
 [m

y]
 u

se
 o

f a
lg

or
ith

m
ic

 H
R

M
 b

y 
cr

ea
tin

g 
a 

cl
im

at
e o

f ‘
un

ce
rt

ai
nt

y’
 in

 th
e H

R
M

 
pr

oc
es

s. 
[P

38
]

Em
pl

oy
ee

s m
ay

 ju
st

 b
e i

n 
ch

ar
ge

 o
f a

 sm
al

l p
ar

t o
f t

he
 m

od
ul

e a
nd

 o
nl

y 
fo

cu
si

ng
 o

n 
th

at
 p

ar
t, 

ra
th

er
 th

an
 u

nd
er

st
an

di
ng

 th
e w

ho
le

 a
lg

or
ith

m
. [

P3
7]

Se
lf

So
m

e e
m

pl
oy

ee
s a

re
 ri

gh
t t

o 
fe

ar
 a

lg
or

ith
m

s a
s t

he
y 

w
ill

 re
pl

ac
e t

he
 h

um
an

s i
n 

co
m

pl
et

in
g 

ba
si

c t
as

ks
 su

ch
 a

s m
on

ito
ri

ng
 a

bs
en

ce
 a

nd
 tu

rn
ov

er
 in

 m
y 

cu
rr

en
t e

m
pl

oy
er

. 
[P

44
]

I t
hi

nk
 (s

om
e)

 p
eo

pl
e c

om
e t

o 
H

R 
w

ith
 th

e e
xp

ec
ta

tio
n 

of
 th

e h
um

an
 el

em
en

t. 
Th

ey
 st

ru
gg

le
 to

 u
nd

er
st

an
d 

w
hy

 th
e ‘

hu
m

an
’/d

is
cr

et
io

na
ry

 el
em

en
t w

ou
ld

 b
e t

ak
en

 a
w

ay
. 

Th
ey

 se
e t

hi
ng

s u
nd

er
 th

is
 sy

st
em

 a
s r

ig
id

 a
nd

 in
fle

xi
bl

e.
 T

he
y 

lo
ok

 fo
r a

 ca
ri

ng
 a

tti
tu

de
 b

ut
 se

e ‘
a 

ro
bo

t’ 
m

ak
in

g 
de

ci
si

on
s. 

[P
34

]

So
m

e o
rg

an
iz

at
io

ns
 a

nd
 em

pl
oy

ee
s a

re
 ri

gh
t t

o 
fe

ar
 a

lg
or

ith
m

s i
f t

he
y 

tr
ul

y 
be

lie
ve

 th
ey

 ca
n 

ha
ve

 a
 n

eg
at

iv
e i

m
pa

ct
 o

n 
th

ei
r w

or
ki

ng
 co

nd
iti

on
s o

r s
ec

ur
ity

. [
P4

]

A
s a

n 
ol

de
r e

m
pl

oy
ee

, I
 fe

ar
 th

at
 m

y 
re

le
va

nc
e i

n 
th

e c
om

pa
ny

 w
ill

 d
im

in
is

h 
if 

I d
o 

no
t c

on
tin

ue
 to

 em
br

ac
e t

hi
s t

ec
hn

ol
og

y. 
[P

48
]
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T
he

m
e 

an
d 

su
bt

he
m

e
Q

uo
te

 [r
es

po
nd

en
t]

N
eg

at
iv

e 
im

pa
ct

 o
n 

or
ga

ni
za

tio
n 

an
d 

em
pl

oy
ee

In
ta

ng
ib

le
 a

nd
 

un
an

tic
ip

at
ed

 c
os

ts
Ju

st
 sc

an
ni

ng
 C

Vs
 a

nd
 lo

ok
in

g 
fo

r k
ey

w
or

ds
, [

w
e]

 m
ig

ht
 m

is
s a

n 
ex

ce
lle

nt
 ca

nd
id

at
e w

ho
 h

as
 w

ri
tte

n 
in

 a
n 

un
tr

ad
iti

on
al

 m
an

ne
r. 

[P
21

]

A
 p

er
so

n 
ca

n 
ea

si
ly

 lo
ok

 p
er

fe
ct

 o
n 

pa
pe

r b
ut

 [b
e]

 n
ot

hi
ng

 li
ke

 th
at

 p
ap

er
 in

 re
al

 li
fe

, o
nl

y 
m

ak
in

g 
th

in
gs

 u
p 

ju
st

 to
 g

et
 a

he
ad

, a
nd

 a
n 

al
go

ri
th

m
 ca

nn
ot

 p
ic

k 
th

at
 u

p 
… 

A
 

hu
m

an
 h

as
 e

xp
er

ie
nc

ed
 th

e p
ro

ce
ss

, g
ot

 a
 “

fe
el

” f
or

 th
e s

itu
at

io
n,

 a
nd

 u
se

d 
in

tu
iti

on
 a

nd
 th

ei
r o

w
n 

lif
e e

xp
er

ie
nc

es
/ju

dg
m

en
ts

 to
 h

el
p 

in
fo

rm
 th

ei
r d

ec
is

io
n.

 A
s s

op
hi

st
ic

at
ed

 
as

 a
lg

or
ith

m
s n

ow
 a

re
, t

he
re

 is
 n

o 
re

pl
ac

em
en

t f
or

 h
um

an
 in

tu
iti

on
 a

nd
, s

om
et

im
es

, a
 “

gu
t f

ee
lin

g”
 [P

51
]

[y
ou

ng
er

 p
eo

pl
e]

 h
av

e g
re

at
er

 e
xp

er
ie

nc
e o

f H
R-

 ba
se

d 
al

go
ri

th
m

s [
an

d]
 b

el
ie

ve
 th

at
 th

ey
 ca

n 
m

an
ip

ul
at

e t
he

m
 a

s t
he

y 
fe

el
 th

ey
 h

av
e a

 g
re

at
er

 u
nd

er
st

an
di

ng
 o

f t
he

m
. W

e 
re

ce
nt

ly
 h

ad
 a

n 
in

te
rv

ie
w

 w
ith

 so
m

eo
ne

 th
at

 w
as

 a
n 

al
m

os
t p

er
fe

ct
 m

at
ch

, b
ut

 in
 p

er
so

n,
 th

ey
 w

er
e n

ow
he

re
 n

ea
r t

he
 p

er
so

n 
th

ey
 p

or
tr

ay
ed

 th
em

se
lv

es
 to

 b
e.

 [P
29

]

W
he

n 
th

e g
ro

up
 th

e a
lg

or
ith

m
 h

ad
 ch

os
en

 w
er

e c
al

le
d 

fo
r i

nt
er

vi
ew

s, 
it 

w
as

 a
 v

er
y 

di
sa

pp
oi

nt
in

g 
in

te
rv

ie
w

 p
ro

ce
ss

, a
nd

 n
o 

on
e w

as
 h

ir
ed

 in
 th

e e
nd

. T
hi

s l
ed

 to
 a

 lo
t o

f 
co

m
pl

ai
nt

s, 
ge

ne
ra

l f
ru

st
ra

tio
n,

 a
nd

 so
m

eo
ne

 e
ve

n 
le

av
in

g 
th

e c
om

pa
ny

. W
ha

t a
 w

as
te

 o
f t

im
e a

nd
 m

on
ey

. [
P1

5]

Em
pl

oy
ee

s m
ay

 b
ri

ng
 le

ga
l c

as
es

 a
ga

in
st

 th
e o

rg
an

iz
at

io
ns

 if
 th

ey
 fe

el
 th

e a
lg

or
ith

m
s d

is
cr

im
in

at
e.

 T
he

re
's 

a 
re

su
lti

ng
 re

pu
ta

tio
na

l d
am

ag
e r

is
k 

to
 th

e o
rg

an
iz

at
io

n,
 w

hi
ch

 
is

 im
po

rt
an

t a
s m

y 
in

du
st

ry
 re

lie
s o

n 
pu

bl
ic

 tr
us

t. 
[P

46
]

Tr
an

si
tio

ni
ng

 p
eo

pl
e t

o 
a 

ne
w

 sy
st

em
, w

hi
ch

 ch
an

ge
s t

he
ir

 jo
b 

ho
ur

s a
nd

 p
ot

en
tia

lly
 th

e j
ob

s t
he

y 
ne

ed
 to

 b
e c

om
pl

et
in

g,
 ca

n 
be

 d
iff

ic
ul

t f
or

 em
pl

oy
ee

s t
o 

ge
t o

n 
bo

ar
d 

w
ith

. 
[P

42
]

Ev
id

en
t c

os
ts

W
e i

m
pl

em
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