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SUMMARY

This thesis contains a study of high speed eddy-current couplings and dynamometers.

After a short introductory chapter, which includes a description of the various types of coupling and an appraisal of existing coupling literature, the work is divided into two parts:

1) The derivation and verification of a general temperature theory for assessing the effects of loss member temperature on the performance and design of eddy-current couplings.

2) Comprehensive testing of a new water cooled high speed eddy-current dynamometer and investigation whether existing coupling theory was valid at high frequencies.

There are no publications dealing specifically with either of these topics. This thesis therefore fills two gaps in eddy-current coupling literature.
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CHAPTER 1

INTRODUCTION
1.0 Introduction

1.1 Background and Objectives of this Thesis

Recent literature on eddy-current couplings stresses their use as variable speed drives. But, calibrated, stalled eddy-current couplings are also used as dynamometers and the main purpose of this work was to investigate the performance and design of high speed eddy-current dynamometers; more specifically a 75 kW, 14,000 rev/min dynamometer.

Basically an eddy-current dynamometer consists of a rotor, stationary member and a means to measure torque and speed. The power dissipated is proportional to the relative speed between the two members, which means that large amounts of power have to be removed at high input speeds. This power is usually dissipated in a cooled solid iron loss member and it is this cooling that is usually the major design problem for most eddy-current dynamometers. For high speed machines, other major problems exist, e.g. mechanical design and optimum electro-magnetic design, which are related.

As far as the author is aware there is no published work on high speed couplings nor on the effects of loss member temperature on the performance of couplings or their cooling system design.

The objectives of this thesis can be summarised as:

a) To determine the most suitable types of coupling for use in high speed eddy-current dynamometers.

b) To investigate the effects of loss member temperature on the performance of couplings and also establish foundations for their cooling system design.

c) To design and build an experimental machine which can be used to determine whether existing coupling theory is applicable to high speed couplings and to study their behaviour.
1.2 Outline of Thesis

The remainder of this chapter contains a brief description of the existing types of eddy-current coupling and a review of the most important coupling literature.

Chapter 2 contains a theory for predicting loss member surface temperatures and thermal time constants. The effects of these temperatures on coupling performance are analysed in detail. Cooling system design is also considered.

To verify the basic temperature theory an air cooled drum coupling with and without endrings was used; chapter 3 gives the results of the tests and the theoretical correlations.

The arrangement, instrumentation and testing of a new water cooled, high speed, eddy-current dynamometer are discussed in chapters 4 and 5. Davies generalized coupling theory is used extensively throughout for comparisons with the experimental curves. The temperature theory is also applied to the water cooled loss member. In the last part of chapter 5, the transient performance of the new machine is studied.

1.3 The eddy-current coupling

1.3.1 Basic principle of operation

An eddy-current coupling consists of a loss member and, usually, an electromagnet field member. The two members are mechanically separated from each other by a small airgap and either one or both are free to rotate.

When the two members rotate relative to each other, eddy-currents are induced in the loss member. The field set up by these eddy-currents reacts with the inducing airgap flux and a retarding torque is produced which is a function of slip speed, field current and machine parameters.

* Commonly referred to as the armature reaction field since it changes the flux density distribution across a pole and also reduces, by Lenz's law, the total flux from the pole.
Power losses are associated with the eddy-currents and these must be supplied by the input. The general power balance equation is given by

\[ 2\pi NT = 2\pi NT (1-s) + \text{(slip power)} \]

where \( N \) = input speed in rev/s
\( T \) = torque in Nm
and \( s \) = (input speed - output speed)/input speed.

So the eddy-current loss or slip power is given by \( 2\pi NTs \).

When a coupling is used as a dynamometer or brake, \( s = 1 \) and all the input power is dissipated in the loss member, whence it must be removed by efficient cooling.

More comprehensive details of coupling operation can be found in references 2 and 3.

1.3.2 Types of eddy-current coupling

There are two general groups of eddy-current coupling; drum and disc types. Figure 1.1 shows the basic constructional differences between them.

Both will operate with any field arrangement that produces a changing pattern of airgap flux density. The most common field arrangements are:

1) Wound synchronous machine poles \(^{10}\)

2) Lundell or fully interdigitated poles \(^{3,4}\)

3) Inductor or homopolar types \(^{2,8}\)

4) Semi-Lundell or partially interdigitated poles \(^{10}\)

The loss member has two functions; it carries the main flux from pole to pole (so it must be ferromagnetic) and it must allow eddy-currents to be generated freely within it (so it should also have a low resistivity). Hence, for maximum electro-magnetic efficiency, the material must have a high \( \mu/\rho \) ratio \(^{8}\). Pure
Iron is usually used for this purpose since it has the most suitable combination of these properties, but this also has a low tensile strength. It is not possible therefore to use all the above combinations of couplings and field arrangements for high speed dynamometers.

Consider drum couplings; the field member obviously cannot be rotated at high speeds due to the winding(s). Only the drum can rotate and because it must be made from a highly permeable, but mechanically weak, material and because the yield strength of iron and steel reduces with temperature, the inside diameter, $D$, is seriously limited. It can be shown that torque increases as $D^{2+L_D}$, where $L_D$ is the axial length of the drum. If $D$ is restricted to a small value then, to produce a specific torque, $L_D$ may have to be excessively large and whirling speeds may have to be considered. (Torque production is not normally a problem in large couplings say, greater than 75 kW but cooling may be since cooling area only increases as $D L_D$.)

Parasitic airgap machines are also possible and figure 1.2 shows two such couplings with interdigitated and inductor (homopolar) field arrangements. However, these tend to have complex geometry and weak sections on the rotor, as indicated. It is possible to strengthen this type of rotor by changing its geometry; it could then be rotated at high speeds, but as it still has to carry flux, it must be magnetic and so the problem of tensile strength remains. Nevertheless, this consideration is not as critical as for the loss drum since there is no heat produced in the rotor of parasitic types, except under transient conditions.

There are of course other variations of drum couplings, but all have a magnetic rotating member. Drum couplings were therefore rejected as unsuitable for high speed dynamometers of 75 kW and above.
Figure 1.3 shows two disc loss member couplings with salient pole field arrangements. As far as the author is aware there is only one publication dealing with this type of coupling. There is no published data on disc inductor couplings, thus a design for such a machine was developed; its operation and constructional features are discussed in Appendix 4.

It was argued that both disc salient pole and disc inductor couplings were suitable for high speed applications. The advantages and disadvantages of both types are considered in chapter four and the disc inductor coupling was chosen as the most appropriate for use in a 75 kW, 14,000 rev/min dynamometer. The design of the prototype high speed machine is also discussed in chapter 4.

1.4 Survey of literature

1.4.1 Introduction

In most coupling literature the main objectives are to obtain expressions relating torque, slip speed, machine parameters and exciting current. Derivation of these expressions involves analysis of the electro-magnetic fields in and on the surface of the loss member. The problems encountered in a theoretical treatment of these fields are the common ones met in any analysis of the electro-magnetic field in or near a conducting medium in which eddy-currents are present; the analysis only becomes particular to the coupling when the airgap geometry is taken into account.

In all theories the starting point is Maxwell's equations, and these apply to any conducting medium, magnetically linear or not, and they can be expanded in any co-ordinate system. Major complications arise when dealing with magnetically non-linear iron.
1.4.2 Publications

One of the first theoretical treatments of the coupling was given by Rudenburg\(^1\) in 1906. He develops an elegant linear theory based on a homogeneous semi-infinite block in which the axial (y) and radial (z) directions are assumed infinite.

Armature reaction effects were taken into account by defining the resultant on load magnetic field in the loss member as

\[
\bar{H} = \bar{H}_0 + \bar{H}_r
\]

where

\[
\bar{H}_0 = \text{standstill field set up by excitation member}
\]

\[
\bar{H}_r = \text{eddy-current reaction field}
\]

and

\[
\bar{H} = \text{resultant field.}
\]

Since the standstill field \(\bar{H}_0\) is irrotational\(^{27,60}\) it must therefore satisfy Laplace's equation and for Rudenburg's model this reduces to

\[
\frac{\partial^2 \bar{H}_0}{\partial x^2} + \frac{\partial^2 \bar{H}_0}{\partial z^2} = 0
\]

(1.1)

After solving (1.2) he substituted (1.1) into the linear diffusion equation and showed that

\[
\frac{\partial^2 \bar{H}_r}{\partial x^2} + \frac{\partial^2 \bar{H}_r}{\partial z^2} = \frac{\mu}{\ell} \left( \frac{\partial \bar{H}_0}{\partial t} + \frac{\partial \bar{H}_r}{\partial t} \right)
\]

(1.3)

Rudenburg then goes on to give a solution for (1.3) and derive expressions for the dissipated power (P) in the loss member at high and low speeds. He shows that at low speeds

\[P \propto v^2\]

and at high speeds

\[P \propto v^{1/2}\]

where \(v\) is the velocity of the loss member with respect to the field, i.e. the slip speed.
An interesting feature of Rudenburg's theory, and one that almost every other author neglects, was his analysis of the neutral axis movement of the peripheral magnetic field \( (H_{r,x}) \). At rest this axis coincides with the pole centre line, but as velocity increases Rudenburg shows that it moves away from the centre line. Since the peak fundamental armature reaction mmf, \( \Phi r_1 \), must lead \( \Phi r_x \) by \( \pi /2 \) this means the zero of armature reaction also moves with velocity. Rudenburg did not give any experimental results and it was left to Davies\(^3\), fifty-seven years later, to investigate the movement of the armature reaction zero.

Whilst Rudenburg's theory gives a basic understanding of the coupling, it does not yield useful practical results for couplings with ferrous loss members, due undoubtedly to neglect of variable \( \mu \). He accounted for the cross pole currents, which he assumed to flow wholly outside the active region, by a geometry multiplier; the effects of these end-region currents on the distribution of the electromagnetic field are commonly called end-effects.

Gibbs\(^2\) gives the first valid treatment of practical couplings. He deals mainly with inductor couplings though, as Davies\(^3\) points out, his results are valid for all couplings, with the correct modifications.

Gibbs assumes a fundamental axial current density only, \( J_z \), and shows that the linear relationship for the surface loss density, \( W \), is given by

\[
W = \frac{\phi \cdot J_m^2}{\epsilon \cdot \alpha} \quad (1.4)
\]

Where \( \alpha \) is the reciprocal of skin depth

\( \phi \)

loss member resistivity

and \( J_m \) the peak fundamental surface current density. He derives expressions connecting current density, fundamental flux, machine parameters and slip speed and then goes on to show that
\[ H_m = \frac{J_m}{\sqrt{2} \alpha} \]  

where \( H_m \) is the peak fundamental magnetic field intensity in the peripheral direction. He also shows that the phase displacement, between \( H_m \) and \( J_m \) is 45°.

By eliminating \( J_m \) from equations 1.4 and 1.5 Gibbs introduces a term \( \mu^{1/4} H_m \). He takes numerical values from a typical loss member magnetisation curve and plots \( \mu^{1/4} H_m \) against \( H_m \), using this he was then able to find the numerical value of the fundamental a.c. flux necessary to support a given surface loss density \( W \).

Gibbs realised his conceptual model was incorrect since it neglected cross-pole currents. To account for these he assumed, like Rudenburg, that they flowed wholly outside the active region and also that they were resistance limited. By using the Schwartz - Christoffel transformation, which assumes Laplace's equation applies to the end-regions, he derives an equivalent end-region resistance which he compares with the active region resistance and produces a resistivity multiplier \( r \). The use of Laplace's equation in the end-regions is logically inconsistent, but experimental and theoretical comparisons show that \( r \) gives good results, indicating its use is valid.

Gibbs' analysis is unsatisfactory in that he assumes the standstill airgap flux density is unchanged on load, which is manifestly wrong, and further he adds the fundamental flux and armature reaction components of excitation arithmetically, which is also wrong as they are displaced, in space, by a considerable angle.

Dissatisfaction with these aspects of Gibbs' theory led Davies\(^3,4\) to his work on couplings. After including the peripheral field distribution, Davies follows
Gibbs approach up to equations 1.4 and 1.5. He shows that the loss equation is only valid when $\sqrt{2.\alpha} \gg 2\pi/\lambda$, where $\lambda$ is the fundamental peripheral wavelength.

Davies, like Gibbs, rearranges his expressions to give

$$\mu^{1/4} H_m = \left[ \frac{2 \pi}{\omega \epsilon} \right]^{1/4}$$

At this point Davies introduces an analytical relationship which he discovered. He found from a log-log plot of $\mu^{1/4} H$ against $H$, for wrought iron that

$$\mu^{1/4} H = 0.97 H^{0.77}$$

which implies

$$B = 0.9 H^{0.077}$$

Davies points out that these equations only apply for values of $H$ from 250 At/m to 250,000 At/m and postulates that this is the region where most couplings operate, i.e. above the knee of the $B$-$H$ curve.

Using (1.7) allowed Davies to derive completely analytical equations for the peak fundamental armature reaction mmf, $\hat{F}_{r_1}$ and fundamental a.c. flux per pole, $\phi_{ac_1}$. By comparing the flux producing capabilities of $F_{r_1}$ with the standstill airgap flux density Davies derives a factor $f$, which he defines as

$$\hat{F}_{r_1'} = f \hat{F}_{r_1}$$

Where $\hat{F}_{r_1'}$ is an equivalent field produced armature reaction mmf.

He then develops the fundamental performance equation of the coupling

$$F_g^2 = F\phi^2 + F_{r_1}^2 - 2F\phi Fr' \cos (\delta)$$

where $F_g$ = the applied excitation mmf to overcome armature reaction and set up $\phi_{ac_1}$ for a particular loss density.

$F\phi$ = fundamental flux component of mmf

and $\delta = 135^\circ$ if $\sqrt{2.\alpha} \gg 2\pi/\lambda$
After differentiating (1.9), Davies derives expressions for peak fundamental torque, \( T_{m,1} \), and speed at peak fundamental torque, \( n_{m,1} \), which are both analytical and functions of the machine parameters and excitation mmf.

Substituting the expressions for \( T_{m,1} \) and \( n_{m,1} \) back into (1.9) Davies produces, perhaps his most important contribution, a generalised torque - slip curve for couplings.

Davies also presents a comprehensive experimental study of a Lundell coupling. He corroborates his theoretical work adequately and in the process developed many experimental techniques which have since been used, extensively by many authors.

To allow for end-effects Davies uses two experimental factors, \( r_1 \) and \( r_2 \); \( \phi_{ac} \) is multiplied by \( r_1 \) to increase the active region induced voltage which must force the current density through the end-region impedance; \( r_2 \) is the factor by which the active region power must be increased to obtain the total dissipated power.

Davies also shows that the torque produced by the airgap flux density harmonics (harmonic torques) is small in the region of peak torque, he therefore limits all his analysis to fundamental quantities. However, even though the harmonic torques contribute little to \( T_{m} \), the author suggests they may have a considerable effect on \( n_{m} \), e.g. assume that the harmonic torques obey Davies generalised curve and also that a fifth and seventh harmonic torque, each of 0.16 \( T_{m,1} \) and both acting at 6\( n_{m,1} \) are present plus the fundamental. By adding the harmonic torques to the fundamental, using the generalised curve, it can be shown that the resultant peak torque is 1.18 \( T_{m,1} \), but the resultant speed at peak torque is 3.5 \( n_{m,1} \).
In a later paper Davies extended his theoretical approach to include the general expression

$$\mu^{1/4} H = k_1 H^m$$  \hspace{1cm} (1.10)$$

or

$$B = a H^b$$  \hspace{1cm} (1.11)$$

These equations extend Davies theory to cover any loss member material that obeys (1.11). He gives general equations for $T_m, 1', n_m, 1', F_{r1}$ and $\delta a_1$ in terms of the machine parameters, excitation and material parameter $m$. He also develops generalised loss, flux and armature reaction curves.

In the same paper he describes experimental tests on an inductor coupling. A theoretical comparison of inductor and Lundell couplings is also given.

James' work is basically an experimental investigation of couplings with and without endrings. He shows that Davies generalised curves obey both types of coupling, indicating Gibbs' premise, that end-effects can be accounted for by a constant multiplier, is probably valid.

For his endring coupling, James demonstrated that there was a considerable flux density variation over the active region in the axial direction, suggesting the existence of active region cross pole currents which the endrings were supposed to eliminate.

Using linear theory, James estimates up to 40% harmonic torque for his endring coupling, which would suggest that Davies theory is not applicable to endring couplings yet, as already stated, James showed that it was. His value of harmonic torques must therefore be too high.

James deals with end-effects using the same model as Gibbs. He derives a loss multiplier based on the end-region scalar potential and shows that it gives better results than Gibbs' resistivity multiplier. However, it suffers from the same logical inconsistencies as Gibbs' end-effect treatment.
Both Gibbs and Davies theory are subject to the same strictures:

a) They both combine a non-linear relationship for $\mu$ with the results of linear analysis. This cannot be justified mathematically but seems to give good results in practice.

b) Equation 1.5 is fundamental to both their theories and so as Davies states ... 'once the value of $\mu$ at Hm is found, it applies for the whole sinusoidal excursion of the flux density for all points in the drum. This can only be justified by the results that it gives in practice.' In other words both neglect the spatial variation of permeability.

Bowden, whilst not dealing specifically with couplings, gives an excellent non-linear two dimensional theory of electro-magnetic fields in solid iron. The results of which, are easily adapted to coupling theory using Davies' methods for dealing with the airgap geometry.

From Maxwells equations, Bowden shows that

$$\nabla^2 \hat{H} = -\frac{1}{\mu} \cdot \frac{\partial \hat{B}}{\partial t}$$  \hspace{1cm} (1.12)

This equation is the general diffusion equation, it applies to all media, linear or non-linear, and only assumes that Ohm's law is valid, i.e. $E = \varphi J$.

Bowden substitutes (1.11) into (1.12) then, in common with Davies, he assumes the peripheral magnetic field, $\hat{H}_x$, is much greater than the radial component, $\hat{H}_y$. He goes on to obtain a solution for the resulting non-linear differential equation in which both the spatial and time variation of $\mu$ is implicitly accounted for. Bowden's solution for the attenuation of the magnetic field as it penetrates the iron is given by

$$\hat{H}_x(y,t) = \hat{H}_x(0,t) [1 - \alpha_n y]^n$$  \hspace{1cm} (1.13)
where \( \vec{H}_x(y, t) \) = the peak value of the peripheral magnetic field at any depth \( y \).

\( \vec{H}_x(0, t) \) = peak value of the peripheral magnetic field at the surface.

\( 1/\alpha_n \) = limiting depth of penetration or skin depth

and \( \beta_n \) = the attenuation factor. (Both \( \alpha_n \) and \( \beta_n \) are functions of the material parameter \( b \) in equation 1.11).

From the Maxwell equation

\[ \text{curl} \vec{H} = \vec{J} \]

Bowden derives the general expression for current density and hence the electric field. Then, using Poynting theorem, he obtains the dissipated power in the loss member. He also derives expressions for fundamental flux and peak fundamental armature reaction mmf. Bowden's theory predicts a phase displacement of \( 36^\circ \) between the peak fundamental axial current density and the peripheral magnetic field strength at the surface.

Bowden's theory however, only accounts for the fundamental saturation harmonic and so his theory, in its published form, is limited to deriving the fundamental electro-magnetic relationships only.

To account for end-effects, Bowden equates a linear two dimensional theory to his theory and obtains an equivalent non-linear permeability \( \mu_e \). He then substitutes \( \mu_e \) into a linear three dimensional analysis and obtains a power distribution factor \( R_L \). Whilst this end-effect solution is an improvement on most other attempts, it still has its limitations, since the value of \( \mu_e \) chosen is assumed to apply to all points in the loss member.

Gonnen and Stricker\(^7\) are the only other authors to include the spatial variation of permeability. They use the equation
\[ \mu = \mu_s e^{\lambda y} \]

where \( \mu_s \) is the surface permeability \( (\gamma = 0) \) and \( \lambda \) is approximately equal to the reciprocal of the skin depth, \( 1/\delta \). Their solution to Maxwell's equations is based on Hankel functions and therefore the parameters that govern coupling operation are obscured in their final expressions.

They account for end-effects using a resistivity multiplier, similar to Gibb's; they also estimate up to 40% increase in torque due to the excitation mmf harmonics.

Malti and Ramakumar\(^5\) give a linear three dimensional solution for an inductor coupling. They include armature reaction effects in a similar manner to Rudenburg (equation 1.1) except they use flux densities and define their basic relationship as

\[ \vec{B} = \vec{B}_1 + \vec{B}_2 \]  \hspace{1cm} (1.14)

where \( \vec{B}_1 \) = the standstill flux density

\( \vec{B}_2 \) = armature reaction flux density

and \( \vec{B} \) = the resultant.

Following Rudenburg, their basic equation is given by

\[ \nabla^2 \vec{B}_2 = \mu \frac{\epsilon}{\epsilon} \left( \frac{\partial \vec{B}_1}{\partial t} + \frac{\partial \vec{B}_2}{\partial t} \right) \]  \hspace{1cm} (1.15)

Malti et al resort to a crude type of Carter's coefficient to determine the effects of airgap geometry. They introduce an equivalent smooth airgap by multiplying the actual airgap length by the ratio of pole pitch to pole arc, \( 1/K_2 \) (including fringing effects) and then, account for the rate of change of airgap permeance by multiplying \( \partial \vec{B}_2 / \partial t \) by \( K_2 \), which is effectively an average value.

To solve (1.15) they assume the eddy-current distribution in the loss member is 'laminar', i.e. the currents flow in layers, and means that only two
components of current density exist. This assumption is only strictly correct when the eddy-current reaction is negligible, which in practical couplings is not correct.

After deriving the two components of current density they obtain what they claim is the three dimensional power loss in the loss member, and hence an expression for torque. Their analysis implicitly accounts for armature reaction, end-effects and harmonic torques but neglects variable \( \mu \).

They give theoretical and experimental torque-slip curves for an inductor coupling which, they claim, show the correctness of their theory. At low excitations their claim seems valid but at high excitations there is little evidence to suggest that their theory is correct. Undoubtedly their poor correlation at high excitations is due to neglect of variable permeability.

They also say that 'by solving their problem in three dimensions', which is a misnomer since they assume laminar conditions, 'the region between the set of north and south poles need not be treated separately'. This is wrong because the eddy-currents in this middle region, in their coupling, are effectively separate and for theoretical purposes their type of inductor coupling should be treated as two separate machines, as will be shown in chapter 5. In addition they also neglect to say how they determine the apparent length of loss member, i.e. the length in which all the eddy-currents are assumed to flow. This is a particularly vexing problem in a three dimensional analysis. (See chapter 2, section 2.15.1).

Wright\(^{10}\) gives a three dimensional treatment of the copper faced coupling. By assuming the backing iron is linear he derives expressions for the loss in the copper and iron. Using the expressions he shows that the influence of the backing iron on the performance of most practical copper faced couplings is negligible and that the main purpose of the iron is to carry the pole flux.
From the loss equations, he follows Davies' basic methods and derives expressions for $T_m$ and $n_m$ in terms of the machines parameters and excitation. Wright then shows that not one but a family of generalised torque-slip curves are necessary to describe the behaviour of all copper faced couplings. These curves are functions of a dimensionless parameter $G$ which, for a given machine is proportional to

$$G_i \propto \frac{1}{\sqrt{d(g + d)}}$$

where $d = \text{depth of copper}$

$g = \text{physical airgap length}$

and $g + d = \text{magnetic airgap}$.

Wright also develops an excellent theory for the transient performance of couplings. This theory is based on transient solution of the two dimensional diffusion equation using Laplace transforms and the convolution theorem for the resulting inversion. End-effects are neglected.

He corroborates the theory using test results from a copper endring coupling. Wright also shows that his endring coupling obeys Davies steady state theory.

Naturally, there are many other publications dealing with eddy-current couplings, but most do not include at least one or more of the four considerations which are generally thought to be the most important:

1) Armature reaction,

2) Variable $\mu$,

3) End-effects,

4) Harmonic torques.

No author has dealt successfully with all these topics.
There is also, of course, related literature on solid rotor induction motors but these have not been discussed because their airgap geometry is different from a couplings.

Gibbs\(^2\) is the only author to consider, although only briefly, loss member cooling.

A more detailed discussion than this of the problems involved in coupling analysis is given in reference 10.
CHAPTER 2

THE EFFECTS OF LOSS MEMBER TEMPERATURE
ON THE PERFORMANCE AND DESIGN OF
EDDY-CURRENT COUPLINGS AND DYNAMOMETERS.
2.0 The effects of loss member temperature on the performance and design of eddy-current couplings and dynamometers

2.1 Introduction

There were two main reasons for this work on temperature effects in eddy-current couplings:

a) Both $T_m$ and $n_m$ were known\textsuperscript{4,9,10} to fluctuate considerably with the temperature of the loss member. This is due to both physical and electrical changes in the coupling. Hence, for assessment of the movement in the torque-speed curves and satisfactory design of the cooling system, the parameters which determine the loss member temperature must be found.

b) Since the loss member temperature is critical in large couplings, it would be useful if thermal ratings and optimum operating times could be given under certain conditions. For this, the thermal time constant and the parameters that control it must be known.

There is little information in the literature on coupling cooling systems or the effects of temperature upon their performance. At present, cooling system design is based on previous test results and a few semi-empirical equations. It is therefore desirable to put this in a more precise basis.

An analysis is presented which shows the effects of the fundamental design parameters on the loss member temperature and thermal time constant. It is also shown that most of the common cooling methods can be incorporated into this theory by using a general equation for the Nusselt number.

2.2 Loss member temperature and its effect on $T_m$ and $n_m$

Davies\textsuperscript{4,8}, James\textsuperscript{9} and Wright\textsuperscript{10} all observed that the torque-speed curve of a practical coupling would be changed by the temperature of the loss member. However, their particular experimental work was carried out quickly and the loss
member temperature was not allowed to rise appreciably so they did not consider this effect in any detail. Gibbs\(^2\) also discusses this problem.

Temperature effects in the two general groups of coupling, drum and disc types, are discussed in the following sections.

2.2.1 Temperature effects in drum couplings

It can be shown\(^3\) that

\[
T_m \propto \frac{1}{g}
\]  \hspace{1cm} (2.1)

and

\[
n_m \propto \varphi g^2
\]  \hspace{1cm} (2.2)

Both \(\varphi\) and \(g\) are functions of loss member temperature as are the constants of proportionality for both these equations. These constants are functions of the loss member B-H curve\(^3,14\) which in turn is a function of loss member temperature. Bozorth\(^31\) shows that the effects of material temperature on magnetisation curves is small over the limited temperature range being considered here. Therefore, to a first order approximation, all the terms in \(T_m\) and \(n_m\) that are derived from the B-H curve may be considered independent of temperature.

To observe the effects of drum expansion, tests were carried out by the author which showed that the airgap length could change by up to 50% in small couplings. From equation 2.1 this means the peak torque will change by inverse proportion; a worked example is given later to illustrate drum expansion more clearly. The results of the tests, which were carried out on Davies\(^3\) and James\(^9\) couplings, are given in chapter 3.

The resistivity, \(\varphi\), of the drum is a direct function of temperature and the electrical characteristics of the coupling are changed significantly if it varies. At high frequencies the value of resistivity to be used in any calculations is based
on the temperature of the skin depth which, for all practical purposes, can be assumed the same as the active surface. During normal operation $\varepsilon$ can increase by two to three times over its ambient value.

Consider a typical air-cooled coupling\(^3\) with a 'cold' drum inside diameter, $D$, of 0.159m, a 'cold' airgap length, $g$, of $2.54 \times 10^{-4}$ m, an active surface temperature of 150°C, a back face temperature of 115°C and ambient of 15°C. Also assume that the drum radial thickness is small compared with its diameter and that the field member does not expand.

From figure 2.1, which shows the resistivity of 'Armco'\(^*\) iron plotted against temperature,

$$\varepsilon (150^\circ C) \cong 2 \varepsilon (15^\circ C)$$

Calculation of drum expansion is based on the back face temperature of the loss (fig 1.1) member. The coefficient of thermal expansion, $\alpha$, for iron and steel is approximately $12 \times 10^{-6}$ per °K. Hence, using the well known equation

$$L_h = L_0 (1 + \alpha t)$$

where $t$ is the temperature difference between ambient and the drum back face temperature, $L = \pi D$ and $L_h = \pi D_h$ the peripheral lengths of the loss drum cold and hot respectively. Substituting the appropriate values yields

$$D_h = D(1.0012) = 0.15919m$$

Subtracting the original 'cold' drum diameter from this gives the change in diameter as $1.9 \times 10^{-4}$ m, which is double the change in airgap length, i.e. 0.95 $\times 10^{-4}$ m per airgap. Whence

$$g_h (\text{hot}) = 1.4g$$

* Armco or pure iron is usually used for coupling loss members because of its high $\mu/\varepsilon$ ratio.
putting the values of \( \varepsilon (150^\circ \text{C}) \) and \( g_h \) (hot) into expressions 2.1 and 2.2 it can be shown that

\[
\frac{T_m \text{(hot)}}{T_m \text{(ambient)}} = 0.715
\]

and

\[
\frac{n_m \text{(hot)}}{n_m \text{(ambient)}} = 3.92
\]

These are pessimistic values nevertheless, the effects of loss member temperature are clearly demonstrated. The overall effect of drum temperature on the torque-slip curves, at constant excitation, is shown pictorially on figure 2.2.

### 2.2.2 Temperature effects in disc couplings

The same basic arguments apply to disc couplings except that the loss member thickness is usually small compared to the disc diameter. Consequently, the expansion in the axial direction is negligible. Expansion in the radial direction is unimportant. This means that the airgap length, \( g \), does not change and so peak torque is a constant and not a function of temperature. However, \( \varepsilon \) still changes and so

\[
\frac{n_m}{T_m} \propto \varepsilon \tag{2.3}
\]

If \( \varepsilon \) doubles, torque at a particular speed only falls by about 20\%. This can be shown using Davies generalised torque-slip curve\(^8\). The above observations will be verified by experiment later.

### 2.3 Parameters affecting loss member temperature

The loss member temperature may be affected by:

a) \( W_o \), active region surface heat flux or loss density in watts/m\(^2\); which is a function\(^4, 8\) of \( p, D, L_A, g, K(K') \) and excitation (\( F_g \)).

b) Physical properties of loss member, specific heat \( (c_g) \), material density \( (\rho_g) \), and thermal conductivity \( (K_g) \).
c) Loss member thickness \(d_L\).

d) Coolant inlet temperature \(t_{1,c}\).

e) Velocity of coolant \(v_c\).

f) Whether coolant flows in slots or across a flat surface; if in

slots, their number \((n)\) and hydraulic mean diameter \(d_p\).

g) Physical properties of coolant, viscosity \(\mu_c\) density \(\rho_c\), thermal

conductivity \(k_c\) and specific heat \(c_c\).

h) Radiation in the airgap.

i) Convection in the airgap.

j) Any low thermal resistance paths; the effect of these on temperature

will depend to a large extent on the temperature gradient through the loss member
to the coolant.

The value of \(W_o\) for an endring machine is usually straightforward but for

a coupling with a solid iron loss member it is modified by electrical end-effects.

Heat losses may also have to be taken into account in both; these are discussed

later.

A theory covering all these factors is extremely complicated so a) to g)

have been included, h) and i) can be taken into account, approximately, after the

active region surface temperature has been found and j) is considered a second

order effect.

2.4 Thermal time constant

The time for a coupling to reach steady state temperature conditions when

running at constant speed and constant torque depends on similar factors to those

listed in section 2.3. Air cooled couplings tend to have very large thermal time

constants compared to water cooled couplings. In turn, both these are usually

large compared to the electrical time constants.\(^{10,11}\)
It would be very useful commercially if couplings could be given short
time and continuously rated dissipation capacities. A typical example of this
would be an eddy-current brake which operates for a short time over a lengthy
duty cycle.

Choosing the size of such a coupling could be based on the short time
rating and so its selection is optimised for this particular application. At
present the choice of a coupling for this type of duty would almost certainly be
founded on the designer's previous experience and would probably tend to be too
large.

2.5 Transient theory of loss member temperature

The theory is based on solution of the diffusion or heat flow equation with
two 'radiation' boundary conditions. The general form of the diffusion equation
for most heat flow problems can be shown to be

\[ \nabla^2 \Theta = \frac{c_x c_s}{K_s} \frac{\partial \Theta}{\partial t} \quad (2.4) \]

At first sight, this equation does not seem valid since no term has been
included to account for heat generated within the surface of the loss member, which
there obviously is in a coupling. However, we are only interested in the effects
of high loss member temperatures on the performance of the coupling and for a
given excitation, the highest temperatures occur at maximum slip speed. Hence,
the eddy-current skin depth, \( \delta \), in most practical couplings is very small and so
the loss skin depth, which is \( \delta / 2 \), is even smaller; this is easily shown for both

* The term 'radiation' boundary condition is classical notation, but as
Carslaw and Jaeger point out, it is a little misleading and the clumsier but
more accurate description is 'linear heat transfer into a medium at a temperature \( t' \).
linear$^{10}$ and non-linear$^{14}$ electro-magnetic theories using the well known relationship

$$\rho = \int \varepsilon \cdot \dot{J}^2$$

All the heat is therefore generated within a thin surface skin of negligible thermal capacity and so it may be assumed that the coupling has a loss member of thickness $d_L = 5/2$ with a heat flux into its surface. Equation 2.4 is now directly applicable to the problem. This mathematical simplification considerably reduces the labour involved in solving the equations. Nevertheless, the problem is still complex because of the two ‘radiation’ boundary conditions.

Many authors$^{32,33}$ have solved this problem assuming an infinite block and using one of these boundary conditions at the surface, but this is clearly not applicable to couplings with a finite loss member thickness and a cooling fluid passing over the back face.

The main difficulties in the solution arise in the inversion of the final transformed equations and determining the value of surface heat flux to use in the equations. A numerical technique was used to invert the equations and a general method is developed using a table of typical values. Extreme care has to be exercised when finding the value of surface heat flux. Not only do electrical end-effects have to be taken into account but also the heat flux losses. Both of these are discussed in detail later.

The term $c_s \varepsilon_s / K_s$ in equation 2.4 is sometimes replaced by $1/k$, where $k$ is called Kelvin’s diffusivity constant and it is analogous to $\mu / \varepsilon$ encountered in electrical problems on diffusion. For iron, $\mu$ is a variable and depends on $B$ and $H$, similarly $c_s / K_s$ is a variable but depends on the temperature of the iron.

Figure 2.3 shows specific heat, $c_s$, and thermal conductivity, $K_s$, plotted against temperature for a low carbon steel such as mild steel or 'Amerco' iron.
It can be seen that both $c_s$ and $K_s$ vary considerably with temperature. An equation of the type $y = m \cdot t + c$ could be fitted to both graphs over the range $0 - 600^\circ C$ if desired and then substituted into equation 2.4.

The problem however is analytically intractable and numerical methods have to be used to solve the equations. Moreover, the design parameters that control the loss member temperature would be obscured in the numerical solution a compromise must therefore be made.

It has been found from experimental data that the temperature range we are interested in for most couplings is 0 to $300^\circ C$. The variation of $c_s/K_s$ over this range is shown on figure 2.4; if an average value of $c_s/K_s$ is taken then its maximum possible error is $\pm 20\%$, and for most practical purposes $c_s \cdot c_s/K_s$ may be assumed constant. With experience it is possible to estimate coupling temperatures therefore; more accurate values of $c_s/K_s$ can be obtained.

---

VARIATION OF SPECIFIC HEAT / THERMAL CONDUCTIVITY WITH TEMPERATURE.

---

* Above approximately $600^\circ C$ the electrical equations cease to be strictly valid because of the Onset of the Curie point.31
2.6 Simplifying Assumptions

Equation 2.4 gave the general form of the diffusion equation. This can be expanded in any co-ordinate system and the two most commonly used in coupling theory are polar and cartesian co-ordinates.

For drum couplings if $d_L$ the drum thickness is small compared to $D$ the drum inside diameter there is little error in using cartesian co-ordinates. The complete cartesian form of the diffusion equation is given by

$$
\frac{\partial^2 \Theta}{\partial x^2} + \frac{\partial^2 \Theta}{\partial y^2} + \frac{\partial^2 \Theta}{\partial z^2} = \frac{c_s c_i}{K_s} \frac{\partial \Theta}{\partial t} \tag{2.6}
$$

This equation has been found to give good results for drum couplings even for small machines such as the one used by Davies.

By considering the temperature gradients in a drum coupling equation 2.6 can be simplified. Because of symmetry, the gradient in the peripheral direction is zero and so

$$
\frac{\partial \Theta}{\partial x} = 0 \tag{2.7}
$$

In most practical cases the temperature gradient through the loss member is large compared to the temperature gradient in the axial direction. Hence

$$
\frac{\partial \Theta}{\partial y} \gg \frac{\partial \Theta}{\partial z} \approx 0 \tag{2.8}
$$

This approximation is not strictly correct for small 'naturally' cooled couplings where the loss member rotates in still air; but even for these good results have been obtained, as will be shown later.
Substituting 2.7 and 2.8 into equation 2.6 gives the approximate differential equation to the temperature distribution in a drum coupling

\[
\frac{\partial^2 \Theta}{\partial y^2} = \frac{c_s c_f}{K_s} \frac{\partial \Theta}{\partial t} \tag{2.9}
\]

For disc couplings polar co-ordinates must be used and the polar form of the diffusion equation is

\[
\frac{1}{r} \frac{\partial^2 \Theta}{\partial \rho^2} + \frac{\partial^2 \Theta}{\partial z^2} + \frac{\partial^2 \Theta}{\partial r^2} + \frac{1}{r} \frac{\partial \Theta}{\partial r} = \frac{c_s c_f}{K_s} \frac{\partial \Theta}{\partial t} \tag{2.10}
\]

Using similar arguments, for the temperature gradients, to those applied to drum couplings it can be shown that

\[
\frac{\partial \Theta}{\partial \rho} = 0 \tag{2.11}
\]

and

\[
\frac{\partial \Theta}{\partial z} \gg \frac{\partial \Theta}{\partial r} \gg 0 \tag{2.12}
\]

Putting these relationships into equation 2.10 reveals that Bessel's equation is not involved in the solution and the resulting differential equation for disc couplings is given by

\[
\frac{\partial^2 \Theta}{\partial z^2} = \frac{c_s c_f}{K_s} \frac{\partial \Theta}{\partial t} \tag{2.13}
\]
Equations 2.9 and 2.13 have the same form, so the same solution can now be used for both disc and drum couplings.

2.7 Summary of Assumptions

The theory is based on the following assumptions:

a) The temperature throughout the skin depth is the same as the surface temperature.

b) A value of active region surface less density $W_o$ can be defined and is assumed to pass entirely into the loss member at the surface. In practice $W_o$ is not necessarily the same as $W_T$, the total loss density, because of heat losses.

c) The temperature gradient through the loss member is large and any low thermal resistance paths do not modify the temperature distribution greatly.

d) At high slip speeds all the heat is generated within the loss skin depth which has a negligible thermal capacity.

e) The material properties $c_s$, $\rho_s$ and $K_s$ are all assumed constant, based on the discussion in section 2.5.

f) Airgap heat transfer, i.e. radiation and conduction, are neglected for the time being.

g) The loss member temperature differential equation is the same for both disc and drum couplings.

h) All the heat flux that passes in at the surface is carried away by the back face coolant, i.e. there are no heat losses in the loss member.

i) Thermal time constants are much greater than the electrical time constants$^{10,11}$; this means the thermal system does not detect any small electrical changes.
2.8 Solution of the loss member temperature differential equation

The following analysis is based on drum couplings for clarity, but is equally applicable to disc couplings; consider equation 2.9

\[ \frac{\partial^2 \Theta}{\partial y^2} = \alpha_s^2 \cdot \frac{\partial \Theta}{\partial t} \] (2.14)

where \[ \alpha_s^2 = c_s \cdot e_s / K_s \] (2.15)

Taking Laplace transforms with respect to time gives

\[ \frac{\partial^2 \overline{\Theta}(y,s)}{\partial y^2} = -\alpha_s^2 \cdot s \cdot \overline{\Theta}(y,s) = -\alpha_s^2 \cdot \overline{\Theta}(y,s) \] (2.16)

\( \Theta(y,0) \) is the temperature of the loss member at any depth at \( t = 0 \). If the loss member is the same temperature throughout them \( \Theta(d,0) = \Theta(o,0) = \Theta(y,0) = t_{1,c} \) where \( t_{1,c} \) is the temperature of the back face coolant at the inlet to the coupling; it may also be the ambient temperature.

The transformed equation 2.16 is a standard second order differential equation which has two solutions, a particular integral and complementary function. These can be solved using classical methods and the complete general solution can be shown to be

\[ \overline{\Theta}(y,s) = A \cdot \cosh(\alpha_s y) + B \cdot \sinh(\alpha_s y) + \frac{t_{1,c}}{s} \] (2.17)

Appropriate boundary conditions must be applied to this to obtain a particular solution for couplings.
2.9 Boundary conditions

The developed analytical model is shown on figure 2.5. At the surface $y = 0$ the 'radiation' boundary condition is given by

$$W_o = -K_s \frac{\partial \Theta(y, t)}{\partial y} \quad (2.18)$$

The negative sign shows that the flow of heat is in the direction of decreasing temperature.

Taking Laplace transforms

$$\frac{\partial \Theta(y, s)}{\partial y} = -\frac{W_o}{s \cdot K_s} \quad (2.19)$$

Assuming no heat is lost in the loss member, then the heat flux $W_o$ that passes in at the surface $y = 0$ must be carried away by the coolant on the back face at $y = d_L$. The general boundary condition for heat flow from a solid to a fluid can be shown to be

$$K_s \frac{\partial \Theta(y, t)}{\partial y} = -h_c \Theta_m \quad (2.20)$$

where $h_c = \frac{Nu K_c}{L}$, the surface heat transfer coefficient on the loss member back face.

$L$ is the characteristic dimension; for drum couplings the outside diameter, $D_o$, will be taken.

$Nu$, Nusselt number

$\Theta_m$, mean film temperature and is the difference between the back face temperature $\Theta(d, t)$ and the coolant. Usually the arithmetic mean film temperature is used.

* There are two methods of calculating $\Theta_m$ - the logarithmic mean and arithmetic mean - both are discussed in reference 46.
\[ \Theta_m = \left[ \frac{\Theta_1 + \Theta_2}{2} \right] \]  \hspace{1cm} (2.21)

and

\[ \Theta_1 = (\Theta(d,t) - t_{1,c}) \]  \hspace{1cm} (2.22)

\[ \Theta_2 = (\Theta(d,t) - t_{2,c}) \]  \hspace{1cm} (2.23)

Substituting \( \Theta_1 \) and \( \Theta_2 \) into equation 2.21 and rearranging yields

\[ \Theta_m = \left[ \Theta(d,t) - \left( \frac{t_{1,c} + t_{2,c}}{2} \right) \right] \]  \hspace{1cm} (2.24)

The name given to the term \( \frac{t_{1,c} + t_{2,c}}{2} \) is the mean bulk temperature, \( t_{b,c} \), of the cooling fluid and it is this temperature that is usually used when evaluating the physical properties of the cooling medium.

Putting equation 2.24 into 2.20 gives the general result

\[ \frac{d\Theta(y,t)}{dy} + \frac{h_c \cdot \Theta(y,t)}{K_s} = \frac{h_c \cdot t_{b,c}}{K_s} \]  \hspace{1cm} (2.25)

Taking Laplace transforms

\[ \frac{d\bar{\Theta}(y,s)}{dy} + \frac{h_c \cdot \bar{\Theta}(y,s)}{K_s} = \frac{h_c \cdot t_{b,c}}{s \cdot K_s} \]  \hspace{1cm} (2.26)

Equations 2.19 and 2.26 can now be applied directly to the general solution, equation 2.17, to find the constants A and B.

The equation for the back face heat transfer coefficient, \( h_c \), depends upon the type of coupling and the geometry of the cooling system. Convection is analytically very complex and empirical equations must be used in the solution. Nonetheless, a general form of the Nusselt number, \( Nu \), exists for all the important configurations encountered in couplings, i.e.

\[ Nu = a \cdot Re \cdot Pr \]  \hspace{1cm} (2.27)
where Re is the Reynolds number, Pr the Prandtl number and a, b and c are constants which are dependent upon the coupling and cooling system; they are determined experimentally and a review of them is given in Appendix 1. Under certain conditions the Reynolds number must be replaced by a term which includes a function of both the Reynolds and Grashof number; this is also discussed.

2.10 Particular solution using boundary conditions

Applying the boundary conditions given by equations 2.19 and 2.26 to the general solution, equation 2.17, and putting $y = 0$ and $y = d_L$, respectively it can be shown that

$$
\bar{\theta}(y,s) = \frac{W_0}{sK_s} \left[ \frac{\cosh(\alpha_s a_L s^{1/2}) + h_c \sinh(\alpha_s a_L s^{1/2})}{s^{1/2} K_s \alpha_s} \right] + \frac{h_c (t_{i,c} + t_{i,c})}{2s K_s} \cosh(\alpha_s y s^{1/2})
$$

$$
- \frac{W_0 \cdot s \sinh(\alpha_s y s^{1/2})}{\alpha_s K_s s^{3/2}} + \frac{t_{i,c}}{2}
$$

(2.28)

This equation is the general solution to the transient temperature distribution in terms of the Laplace operator $s$ and co-ordinate dimension $y$, which is the depth into the loss member from the active surface.

$\bar{\theta}(y,s)$ must now be inverted to the time domain and as can be seen the general expression is extremely complicated. Various parts can be inverted using standard Laplace transform tables; the others have to be inverted either numerically or using Cauchy's integral formula $^{57, 58, 59}$ (C.I.F.), or a combination of both.
To use C.I.F. the numerator of the relevant parts must be analytic and the zeros of the denominator must be found. If these conditions are fulfilled, then $\Theta(y, s)$ as a whole can be shown to satisfy Jordan's Lemma \(^{58, 59}\) and as

$$|s| \rightarrow \infty$$

then

$$F(s) \rightarrow 0$$

Cauchy's integral formula is given by

$$\Theta(y, t) = \frac{1}{2\pi j} \oint \frac{\text{Numerator}}{\text{Denominator}} e^{st} ds \Bigg|_{s \rightarrow 0}$$

(2.29)

This technique of inversion is straightforward and widely used; the major problem inverting equation 2.28 is finding the zeros of the denominator term

$$\left[ \alpha_s s^{1/2} \sinh(\alpha_s d_L s^{1/2}) + \frac{h_c}{K_s} \cosh(\alpha_s d_L s^{1/2}) \right]$$

(2.30)

No simple analytical solution is available for this expression and a general method must be employed to find its roots, i.e. what values of $s$ make the equation zero.

2.11 Denominator zeros of $\Theta(y, s)$

It is convenient to rewrite equation 2.30 in terms of the harmonic functions sine and cosine.

Hence, rearranging

$$- \frac{K_s \alpha_s s^{1/2}}{h_c} = \coth(\alpha_s d_L s^{1/2})$$

Putting $s = -s$ and expanding both in terms of exponentials it can be shown that

$$z = \cot(\beta z)$$

(2.31)

where

$$z = \frac{K_s \alpha_s s^{1/2}}{h_c}$$

(2.32)
and $\beta$ is a non-dimensional quantity defined by

$$\beta = \frac{h_c d_{L}}{K_s} \quad (2.33)$$

In general the expression 2.31 has three solutions:

a) $z$ real

b) $z$ imaginary

c) $z$ complex in $x + iy$ form.

To find the real or imaginary roots is relatively simple but to find the complex roots considerable analysis is necessary. (See section 2.11.3).

2.11.1 Real roots of the denominator of $\upsilon(y,s)$

Putting $z = x$ into equation 2.31

$$x = \cot(\beta x)$$

The roots of this are found simply by plotting the function with different values of $\beta$; for this particular solution it is convenient for graph plotting to change the form of the equation slightly.

Let

$$\beta x = x'$$

this gives

$$\frac{x'}{\beta} = \cot(x') = \frac{f}{x} \quad (2.34)$$

Figure 2.6 shows this plotted. The slope of the straight line is $1/\beta$ and depends on the loss member thickness $d_{L}$, heat transfer coefficient $h_c$ and the loss member thermal conductivity $K_s$. It can be seen from this graph that there are an infinite number of positive and negative roots; the negative roots are equal in absolute value to the positive ones and also there are no repeated roots. The roots occur when

$$x' = \pm \rho_n = \alpha_3 d_{L} s^{1/2}$$
Rearranging gives

\[ s = - \frac{\rho^n}{\alpha_x^2 d_L^2} \]  \hspace{1cm} (2.35)

This shows that the roots of the denominator of \( \theta(y, s) \) all lie on the negative real axis when \( z \) is real.

If equation 2.34 is rearranged as

\[ x' \tan(x') = \beta \]  \hspace{1cm} (2.36)

it becomes a well known Transcendental Equation and its first six roots for various values of \( \beta \) are given in table 2.1. To obtain the roots for \( \beta \) values not given in the table the plotting technique described above must be used.

2.11.2 Imaginary roots of the denominator of \( \theta(y, s) \)

Substituting \( z = jy \) into equation 2.31 yields

\[ jy = \cot(j \beta y) \]

Rewriting \( \cot \) in terms of exponentials it can be shown that

\[ -y = \coth(\beta y) = f_y \]  \hspace{1cm} (2.37)

Figure 2.7 shows this plotted and as can be seen the negative sloping straight line will never cross the \( \coth(\beta y) \) curves. This means that equation 2.37 has no imaginary roots which is to be expected since the temperature response is known to approach a limiting value.

2.11.3 Complex roots of the denominator of \( \theta(y, s) \)

Expanding equation 2.31 in terms of exponentials and simplifying gives

\[ e^{\beta z} = \left[ \frac{z + j}{z - j} \right] \]
### TABLE 2.1

The first six roots, $P_n$, of the Transcendental Equation

$$x' \tan(x') = \beta$$

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.002</td>
<td>0.004</td>
<td>0.008</td>
<td>0.016</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
<td>0.002</td>
<td>0.004</td>
<td>0.008</td>
<td>0.016</td>
<td>0.032</td>
</tr>
<tr>
<td>0.002</td>
<td>0.002</td>
<td>0.004</td>
<td>0.008</td>
<td>0.016</td>
<td>0.032</td>
<td>0.064</td>
</tr>
<tr>
<td>0.004</td>
<td>0.004</td>
<td>0.008</td>
<td>0.016</td>
<td>0.032</td>
<td>0.064</td>
<td>0.128</td>
</tr>
<tr>
<td>0.008</td>
<td>0.008</td>
<td>0.016</td>
<td>0.032</td>
<td>0.064</td>
<td>0.128</td>
<td>0.256</td>
</tr>
<tr>
<td>0.016</td>
<td>0.016</td>
<td>0.032</td>
<td>0.064</td>
<td>0.128</td>
<td>0.256</td>
<td>0.512</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>4.0</td>
<td>8.0</td>
<td>16.0</td>
<td>32.0</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
<td>3.0</td>
<td>6.0</td>
<td>12.0</td>
<td>24.0</td>
<td>48.0</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>4.0</td>
<td>8.0</td>
<td>16.0</td>
<td>32.0</td>
<td>64.0</td>
</tr>
<tr>
<td>3.0</td>
<td>3.0</td>
<td>6.0</td>
<td>12.0</td>
<td>24.0</td>
<td>48.0</td>
<td>96.0</td>
</tr>
<tr>
<td>4.0</td>
<td>4.0</td>
<td>8.0</td>
<td>16.0</td>
<td>32.0</td>
<td>64.0</td>
<td>128.0</td>
</tr>
<tr>
<td>5.0</td>
<td>5.0</td>
<td>10.0</td>
<td>20.0</td>
<td>40.0</td>
<td>80.0</td>
<td>160.0</td>
</tr>
<tr>
<td>6.0</td>
<td>6.0</td>
<td>12.0</td>
<td>24.0</td>
<td>48.0</td>
<td>96.0</td>
<td>192.0</td>
</tr>
<tr>
<td>7.0</td>
<td>7.0</td>
<td>14.0</td>
<td>28.0</td>
<td>56.0</td>
<td>112.0</td>
<td>224.0</td>
</tr>
<tr>
<td>8.0</td>
<td>8.0</td>
<td>16.0</td>
<td>32.0</td>
<td>64.0</td>
<td>128.0</td>
<td>256.0</td>
</tr>
<tr>
<td>9.0</td>
<td>9.0</td>
<td>18.0</td>
<td>36.0</td>
<td>72.0</td>
<td>144.0</td>
<td>288.0</td>
</tr>
<tr>
<td>10.0</td>
<td>10.0</td>
<td>20.0</td>
<td>40.0</td>
<td>80.0</td>
<td>160.0</td>
<td>320.0</td>
</tr>
</tbody>
</table>
Putting \( z = (x + jy) \) and separating the modulus and argument produces:

**Modulus**

\[
e^{-4j\beta y} = \frac{x^2 + (y + 1)^2}{x^2 - (y - 1)^2} = f_{z,m} \tag{2.38}
\]

**Argument**

\[
2 \beta x = \text{Arg} \left( \frac{z + j}{z - j} \right) = f_{z,a} \tag{2.39}
\]

To show whether equation 2.31 has any complex roots only the modulus equation 2.38 need be considered. Figure 2.8 shows curves of \( f_{z,m} \) and \( e^{-4j\beta y} \) plotted against \( y \) for constant values of \( x \). The only intersection of the two functions occurs at \( y = 0 \), which effectively proves that the only roots of the denominator are real; in fact this is now obvious since \( \beta \) is always positive because \( h, d, s \) are real physical quantities.

If the two sets of curves had crossed at any point other than \( y = 0 \), this would have shown that \( z = \cot (\beta z) \) had complex roots. To find these another set of curves similar to figure 2.8 would have had to be constructed using the argument equation 2.39. From these two graphs a third one with two sets of curves could then be drawn with ordinates \( x \) and \( y \). The complex roots of the equation are then found where the \( x - y \) curves cross.

It was previously suspected that the denominator would not have any complex roots since the transient temperature response of a coupling is known not to contain the oscillations of overshoots, which are normally associated with complex roots.

2.12 Inversion of \( \Theta(y,s) \)

The general expression for \( \Theta(y,s) \) is given by equation 2.28, since it is so complex it must be expanded and inverted term by term using C.I.F. 57, 58, 59.
Letting

\[ \left[ \alpha_s \cdot \sqrt{2} \cdot \sinh \left( \alpha_s \cdot d_L \cdot s \right) \cdot \frac{h_c \cdot \cosh \left( \alpha_s \cdot d_L \cdot s \right)}{K_s} \right] = D_e \quad (2.40) \]

and expanding the general equation gives

\[ \bar{\Theta}(y, s) = \frac{t_{1,c}}{s} - \frac{W_o \cdot \sinh \left( \alpha_s \cdot y \cdot \sqrt{s} \right)}{\alpha_s \cdot K_s \cdot s^{1/2}} + \frac{W_o \cdot \cosh \left( \alpha_s \cdot d_L \cdot s \right) \cdot \cosh \left( \alpha_s \cdot y \cdot \sqrt{s} \right)}{s \cdot K_s \cdot D_e} \]

\[ + \frac{W_o \cdot h_c \cdot \sinh \left( \alpha_s \cdot d_L \cdot s \right) \cdot \cosh \left( \alpha_s \cdot y \cdot \sqrt{s} \right)}{\alpha_s \cdot K_s^2 \cdot D_e \cdot s^{1/2}} \]

\[ + \frac{h_c \cdot (t_{2,c} - t_{1,c}) \cdot \cosh \left( \alpha_s \cdot y \cdot \sqrt{s} \right)}{2 \cdot s \cdot D_e \cdot K_s} \quad (2.41) \]

There is no difficulty inverting the terms which do not contain \( D_e \). Inversion of the others however is complicated and the method of 'Residues' must be used in conjunction with C.I.F. Appendix 2 gives details of the 'Residue' method and the inversion of each term.

### 2.13 The general solution

Adding all the individually inverted terms of equation 2.41, which are given in Appendix 2, gives the general solution for \( \Theta(y, t) \).

\[ \Theta(y, t) = \frac{t_{1,c}}{s} + \frac{W_o \cdot y}{K_s} \]

\[ + \sum_{n=1,2,3}^\infty \frac{W_o}{h_c} \left[ 1 - \frac{2 \beta \cdot \cos(P_n) \cdot \cos(P_n \cdot y / d_L)}{P_n^2 \cdot K_s \cdot D_n} \cdot e^{-t / \tau_n} \right] \]

\[ + \sum_{n=1,2,3}^\infty \frac{W_o \cdot d_L}{K_s} \left[ 1 - \frac{2 \beta \cdot \sin(P_n) \cdot \cos(P_n \cdot y / d_L)}{P_n^3 \cdot D_n} \cdot e^{-t / \tau_n} \right] \]
\[
+ \sum_{n=1,2,3}^{\infty} \left( \frac{t_{1,c} - t_{1,c}}{2} \right) \left[ 1 - \frac{2 \beta \cos(P_n y/d_L)}{P_n D_n} \right] e^{-t/\tau_n}
\]

where

\[D_n = \left[ \cos(P_n) + \frac{(1 + \beta) \sin(P_n)}{P_n} \right]
\]

and

\[\tau_n = \frac{\alpha_s d_L^2}{P_n^2}
\]

This solution gives the temperature distribution in time and one dimension in space \(y\) which is the depth into the loss member from the active surface. It can be applied to any coupling for a particular loss density or heat flux \(W_o\) and known method of cooling.

The general equation for \(h_c\) can be substituted into \(\theta(y, t)\) if desired; this is given by

\[h_c = \frac{N_{\text{Sh}} K_c}{L} = \frac{a \text{Re} \cdot P_r \cdot K_c}{L}
\]

For brevity \(h_c\) will not be substituted at present and its general form is only given here to show that the solution is completely general even though empirical equations must be used for heat transfer problems.

The design parameters that control the loss member temperature are easily identified in equation 2.42. By putting \(y = 0\) and \(y = d_L\) respectively, the temperature distribution and response at the active surface and back face are easily found. For a drum coupling it is then relatively simple to calculate the effects of drum expansion and temperature - dependent active surface resistivity on the torque - speed curves. Care must be taken however, when calculating drum expansion effects because \(W_o\) is a function of torque which changes and so an iterative calculation must be used for large expansions; this is discussed in chapter 3.
Parameters controlling the loss member thermal time constants are also easily found and are seen to be

\[ \tau_n = C_s e_{ss} d_s L_s / K_s \rho_n \]  \hspace{1cm} (2.43)

where \( \rho_n \) is a function of the back face cooling medium and the loss member's material constants.

For most applications it will be shown later that only the first one or two terms of equation 2.42 need be considered since

\[ e^{-\rho_n^2} / e^{-\rho_{n+1}^2} \sim \text{very small (see table 2.1)} \]

and

\[ |\text{Term (n+1)}| / |\text{Term (n)}| \sim \text{also small usually} \]

Using these approximations permits the equation to be reduced to a simple form in most cases. Nevertheless, it must be stressed that these comments are only included for guidance and the complete general solution must be applied and simplified according to each individual application. In the next section, the solution is adapted to air cooled drum couplings and in chapter 5 to a water cooled disc inductor coupling.

2.14 Air cooled drum coupling simplification

In section 2.11.1 a general method for finding values of \( \rho_n \) was detailed. Basically this involved plotting a graph of the function

\[ \frac{x'}{\beta} = \cot (x') \]

Figure 2.6 shows a typical plot of this equation where the slope of the straight line is \( 1/\beta \). For air cooling, \( \beta \) tends to be very small and so the slope is very large. This can be verified from the definition of \( \beta \).
\[ \beta = \frac{h_c \cdot d_L}{K_s} = \frac{N u \cdot d_L}{L} \left[ \frac{K_c}{K_s} \right] \]

or more generally for drum couplings

\[ \beta = \alpha \cdot Re \cdot Pr \cdot \frac{d_L}{D_o} \cdot \frac{K_c}{K_s} \] \hspace{1cm} (2.44)

where \( D_o \) is the drum outside diameter and \( L \) is the characteristic heat transfer dimension chosen for drum couplings in this thesis. The terms \( K_c/K_s \) and \( d_L/D_o \) are usually very small; since air is the coolant in this case then \( K_c \) (air) \( \ll K_s \) and for most practical couplings \( d_L \ll D_o \). The ratio \( K_c/K_s \) varies with temperature but over the limited temperature range being considered here this is relatively small as was shown previously. (See page 25)

If \( \beta \) is small, then \( 1/\beta \) is large and \( P_n \) tends to be independent of the value of slope \( \alpha \). The Reynolds number in equation 2.44 is dependent upon the cooling fluid velocity, so \( \beta \) is also velocity dependent and the slope is a variable. However, since \( d_L/D_o \) and \( K_c/K_s \) are both small, quite large changes in velocity and hence \( \beta \) do not significantly change the values of \( P_n \); this can be seen from figure 2.6 and table 2.1.

For small values of \( \beta \), large values of slope, \( P_1 \) is also small and roots higher than \( P_1 \) approximate to \( (n-1) \pi \). Putting \( y = 0 \) and using these approximations and those given in section 2.13 it can be shown that the active surface temperature response \( \Theta (\alpha, t) \) for an air cooled coupling is given by

\[ \Theta (\alpha, t) = \alpha (1 + \frac{W_s d_L}{K_s} \left[ 1 - \frac{2 \beta \cdot \sin (P_1) \cdot e^{t/\tau_1} \right]) \]

\[ + \frac{W_s d_L}{K_s} \left[ 1 - \frac{2 \beta \cdot \sin (P_1) \cdot e^{t/\tau_1} \right]) \]
\[ + \frac{(t_{i,c} - t_{i,c})}{2} \left[ 1 - \frac{2 \beta \frac{e}{P_1^2 D_1}}{\frac{1}{1 - \frac{t}{\tau_1}}} \right] \]  

(2.45)

This can be simplified further, as \( P_1 \) is small then

\[ \sin(P_1)/P_1 \approx 1, \cos(P_1) \approx 1 \] also remembering that \( \beta \) is small and noting that \( \left( t_{2,c} - t_{1,c} \right) \approx 0 \) for a cylinder rotating in an infinite quiescent fluid (see Appendix 1). Furthermore, it can be shown from table 2.1 that \( \beta/P_1^2 \approx 1 \); this only applies for air cooled coupling when \( \beta \) is small. Using these approximations equation 2.45 reduces to

\[ \theta(t) = t_{i,c} + \left[ \frac{W_o d_L}{K_s} + \frac{W_o}{h_c} \right] \left( 1 - e^{-t/\tau_1} \right) \]

multiplying top and bottom by \( h_c \) and taking \( W_o \) outside the bracket gives

\[ \theta(t) = t_{i,c} + \frac{W_o}{h_c} \left[ 1 + \frac{h_c d_L}{K_s} \right] \left( 1 - e^{-t/\tau_1} \right) \]

but \( h_c d_L/K_s = \beta \) which is small so the equation now becomes

\[ \theta(t) = \Lambda + B \left( 1 - e^{-t/\tau_1} \right) \]

(2.46)

where \( \Lambda = t_{i,c} \) and \( B = W_o/h_c \)

The above equation shows that the active surface temperature - time response of an air cooled coupling can be approximated to a simple exponential.

This elegant result is rather surprising in view of the complicated general solution that was obtained. Nevertheless, equation 2.46 will be corroborated later by experimental results taken from an air cooled drum coupling.

As \( P_1 \) is insensitive to changes in \( \beta \) and provided average values of \( c_s \) and \( K_s \) are taken, calculation of the thermal time constant \( \tau_1 \) is straightforward and good results have been obtained. Surface temperature prediction however is not simple and consideration of the complicated problems of electrical end-effects \( ^2 \) and airgap heat losses may be involved when determining \( W_o \).
2.15 Active region heat flux for couplings with and without endrings.

Before the theory of previous sections can be used for predicting loss member temperatures, a value of $W_o$ must be obtained for use in the equations. Care must be exercised when determining this quantity and it must, by necessity, be based upon the size and type of coupling and to a large extent the designer's experience.

For an endring coupling the total heat flux developed in the active region, $W_A$, is found simply from

$$W_A = \frac{T_o}{\pi DL_A}$$

It should be stressed that in general $W_o$ does not equal $W_A$ since airgap heat losses reduce the latter. The power balance equation for an endring coupling is given by

$$P_T = P_o + P_g + P_L \tag{2.47}$$

where $P_T = T_o$, the total power and also the active region power $P_A$ for an endring coupling.

$P_o =$ power that passes through to the loss member's back face and

$$W_o = P_o/\pi DL_A$$

$P_g =$ total airgap power loss by radiation and convection

$P_L =$ loss along ribs and any low thermal resistance paths.

In most practical couplings $P_g > P_L$ and both are usually negligible and so it may be reasonably assumed that

$$W_A \approx W_o$$

But, if it is found in practice that $P_g$ is not small, then an approximate value for it can be calculated using the laminar flow and radiation equations which are discussed later.

For a solid iron coupling, electrical end-effects must be taken into account.

To determine the active region heat flux ($W_A$) the distribution of dissipated power
between the active and end regions must be found.

Many authors have attempted to solve the problem of end-effects in couplings, but with little success. Part of a solution which has been found to give good results is presented here. It is based on modification of a linear three dimensional theory\(^1\).

A power distribution factor 'r' will be defined as

\[
r = \frac{P_{3D}(T)}{P_{3D}(A)} = \frac{P_T}{P_A} \tag{2.48}
\]

A solid drum coupling is sometimes referred to as a three dimensional coupling and \(P_{3D}(T) = P_T\) the total power \((T\omega)\). Hence

\[
W_A = \frac{P_{3D}(T)}{r \pi D L_A} = \frac{T \omega}{r \pi D L_A} \tag{2.49}
\]

Equation 2.49 gives the loss density (or heat flux) in the active region of a solid drum coupling which, may then have to be reduced by the heat flux losses before an effective value of \(W_0\) can be found.

2.15.1 The power distribution factor 'r'

The total dissipated loss in a coupling with end-effects, derived from a three dimensional theory\(^4\), is

\[
P_{3D}(T) = \int \int \int e \left( \frac{J_{3D}}{r} \right)^2 d x d y d z d t \tag{2.50}
\]

where \(L_T\) is the total length of loss member available for eddy-currents to flow on.

Similarly, the total loss in the active region only, for a coupling with end-effects is given by

\[
P_{3D}(A) = \int \int \int e \left( \frac{J_{3D}}{r} \right)^2 d x d y d z d t \tag{2.51}
\]
It has been shown in reference 4 that only two components of current density exist in a three dimensional coupling theory

\[ \mathcal{J}_f(x, y, z, t) = R e \left[ A \sin(\pi z/L_T) \cdot e^{-\beta y \cdot j(2\pi x/\lambda_1 - \omega t - \gamma y)} \right] \tag{2.52} \]

and

\[ \mathcal{J}_z(x, y, z, t) = R e \left[ B \cos(\pi z/L_T) \cdot e^{-\beta y \cdot j(2\pi x/\lambda_1 - \omega t - \gamma y)} \right] \tag{2.53} \]

where \[ B/A = 2L_T/\lambda_1 \tag{2.54} \]

It can be seen from equations 2.50 and 2.51 that the only difference between the integrations is in the z direction, therefore only the z components need be considered.

From equation 2.50

\[ P_{3D}(T) = e \int_{-L_T/2}^{L_T/2} \left[ f(x, y, t) \cdot B \cos(\pi z/L_T) - f(x, y, t) \cdot A \sin(\pi z/L_T) \right] \, dz \]

Expanding and integrating

\[ P_{3D}(T) \propto \left[ \frac{(B-A)^2}{2} \right]_{-L_T/2}^{L_T/2} + \left[ \frac{(B+A)^2}{4} \cdot \frac{L_T}{\lambda_1} \cdot \sin(2\pi z/L_T) \right]_{-L_T/2}^{L_T/2} \]

Substituting equation 2.54 and putting in the limits yields

\[ P_{3D}(T) \propto A^2 \left[ \frac{(e^{L_T/\lambda_1} - 1) L_T}{2} + \frac{(e^{L_T/\lambda_1} + 1) L_T}{4 \pi} \cdot \sin(2\pi z/L_T) \right]_{-L_T/2}^{L_T/2} \tag{2.55} \]

Similarly for \( P_{3D}(A) \)

\[ P_{3D}(A) \propto A^2 \left[ \frac{(e^{L_T/\lambda_1} - 1) L_A}{2} + \frac{(e^{L_T/\lambda_1} + 1) L_A}{4 \pi} \cdot \sin(2\pi z/L_T) \right]_{-L_A/2}^{L_A/2} \tag{2.56} \]
Ratioing equations 2.55 and 2.56 gives the power distribution factor 'r' 

\[ \gamma = \frac{1}{L_A + \left[ \frac{(2 L_T/L_A)^2 + 1}{(2 L_T/L_A)^2 - 1} \right] \frac{\sin \alpha \xi L_A/L_T}{\alpha}} \]  

(2.57)

where \( \lambda_1 = \pi D/p \) fundamental wavelength, \( p = \) pole pairs, 

\( L_A = \) active length 

\( L_T = \) apparent length of loss member.

Equation 2.57 only applies for \( L_T/L_A > 2 \); lower values than this are physically impossible in solid iron couplings.

For a solid drum coupling, \( L_T \) is not the total length of the drum in the axial direction (\( L_D \)). It is the surface length of drum available for eddy-currents to flow on and includes the ends of length \( d_L \) and the back face. Selection of a value for \( L_T \) presents a problem if the loss member depth (\( d_L \)) is small. This is because eddy-currents in the active surface influence those on the back face and restrict their flow\(^3\). In this situation \( L_T \) is given approximately by the axial length of drum \( L_D \) plus \( 2 d_L \) and does not include the back face. When \( d_L \) is relatively large compared with the skin depth (\( \delta \)) then \( L_T \) is given by \( 2L_T \) plus \( 2d_L \).

### 2.16 Airgap heat transfer including its effect on the general solution

In most commercial couplings airgap heat losses are usually small compared with the dissipated power in the loss member. Under certain conditions or for special applications this may not be true and for completeness it is necessary to show how the general solution is modified.

There is little useful information in the literature about convective heat transfer and turbulent fluid flow in the airgaps of electrical machines. So, for simplicity, only laminar flow will be assumed here. This does not of course
include radiation losses which may or may not be small depending on the temperature difference between field and loss member and also, the emissivities of the surfaces.

The only difference to the previous theory is in the boundary condition at the active surface. The heat flux distribution at \( y = 0 \), neglecting radiation, is given by

\[
W_A = W_o + W_g
\]

where
- \( W_A \) for an endring coupling is given by \( T_o/\pi DL_A \)
- \( W_o \) heat flux passing through to back face
- \( W_g \) airgap heat flux

For laminar flow, \( W_g \) is given by

\[
W_g = -K_g \frac{\partial \Theta}{\partial y} \tag{2.59}
\]

where \( K_g \) is the thermal conductivity of the airgap coolant and the negative sign shows that heat flow is in the direction of decreasing temperature which, in this case, is in either direction from the surface \( y = 0 \).

The equation for \( W_o \) is the same as that given previously by equation 2.18. Substituting this and equation 2.59 into 2.58 gives

\[
W_A = - (K_s + K_g) \frac{\partial \Theta}{\partial y} \tag{2.60}
\]

This equation is now the new boundary condition at \( y = 0 \) and takes into account laminar flow in the airgap. Comparing equation 2.60 with equation 2.18, it is apparent that the two boundary conditions have the same form. Therefore the solutions must also be similar and so, by replacing \( W_o \) with \( W_A \) and \( K_s \) by \( (K_s + K_g) \) in the general solution, the effects of airgap heat transfer become obvious.

The thermal conductivity for steel and air are obtained from figure 2.3 and reference 46 respectively.
\[ K_s (0^\circ C) = 67 \text{ (W/m}^\circ \text{C)} \]
\[
\text{and} \quad K_g (0^\circ C) = 0.0242 \text{ (W/m}^\circ \text{C)}
\]

These values show that \( K_s \) changes little when \( K_g \) is added to it and so airgap heat losses are small for purely laminar flow.

It should be pointed out that laminar flow gives the minimum value for airgap losses and in a practical coupling it is unlikely that the airgap coolant flow is laminar. Equation 2.59 could have been replaced by the general boundary condition

\[ W_g = -h_g \theta_{m,g} \]

where \( h_g \) is the airgap surface heat transfer coefficient and \( \theta_{m,g} \) the mean film temperature. However, there is little point in pursuing this substitution as there is no suitable data available, to the author's knowledge, for \( h_g \).

The above analysis is not conclusive and no general decision can be made whether or not airgap heat transfer is negligible. Nevertheless, it will be shown later from experimental measurements that in both air cooled drum couplings and a water cooled disc coupling airgap losses are small.

Radiation losses in the airgap and from the back face are also usually small but this depends on the temperature difference between the loss member and its surroundings. The airgap radiation heat flux, \( W_{R,g} \), can be calculated approximately from the equation for concentric cylinders or parallel planes which is given by

\[ W_{R,g} = K_B \left[ \frac{E_1 E_2}{E_1 + E_2 - E_1 E_2} \right] \left( T_1^4 - T_2^4 \right) \]  \( (2.61) \)

This equation is based on the Stephan-Boltzmann law where \( K_B = 5.67 \times 10^{-8} \text{ (S.I. units)} \), \( E_1, T_1 \) and \( E_2, T_2 \) are the emissivities and temperatures of the loss member.
and pole teeth respectively, both temperatures being the absolute values in °C Abs.
The back face radiation heat flux $W_{R,B}$ can also be calculated if necessary, using the isolated surface $46$ radiation equation.

2.17 Conclusions

A basic theory for predicting eddy-current coupling loss member temperatures and thermal time constants has been derived. The design parameters that control these quantities are also clearly identified. One of the main objectives of the theory was to form the basis of a method for designing coupling cooling systems and provide foundations for further work. It is considered that this has been achieved.

There is, as far as the author is aware, no relevant information on radiation and convection losses in the airgaps of electrical machines. The literature on rates of heat transfer from rotating members is also limited and sketchy. A review of this is given in Appendix 1.

An approximate method is detailed for finding values of $W_0$ in solid iron couplings. Further research however, is necessary on heat losses and electrical end-effects before a general method can be formed. On the other hand, the procedure for obtaining thermal time constants is simple and shown to be relatively insensitive to variations in $\beta$. This is corroborated experimentally in the next chapter.
CHAPTER 3

TEMPERATURE EFFECTS IN AIR COOLED DRUM COUPLINGS

WITH AND WITHOUT ENDRINGS
3.0 Temperature effects in air cooled drum couplings with and without endrings

3.1 Introduction

To verify the theory of chapter 2 it was decided to follow previous practice and to examine experimentally similar drum couplings with and without endrings; this would also show the thermal differences, if any, caused by electrical end-effects.

Two groups of tests were carried out with each drum:

a) Using Davies'\textsuperscript{3} x-y plotter technique, the steady state torque-speed curves and the corresponding temperature rise of the active surface were measured.

b) With the coupling running at maximum slip speed and constant excitation, the fall off in torque with time and the temperature-time response of the active surface were measured using two x-y plotters simultaneously.

The thermal time constants for both drums are derived from the temperature-time curves, and compared with the theoretical thermal time constants.

In the last part of the chapter the measured surface temperatures for both the endring and solid iron drums are compared with the theoretical values. A breakdown of the heat transfer distribution in the endring coupling is also included.

3.2 The experimental coupling

The experimental machine used in this research was that used by Davies\textsuperscript{3,4} and James\textsuperscript{9} and comprehensive details of it can be found in their work. The most important parameters of the endring drum, solid iron drum and the pole member are given in table 3.1
Table 3.1

Pole member

outside diameter = 158.5 mm
radial airgap, $g$ = 0.254 mm
number of poles, $2p$ = 12
fundamental wavelength, $\lambda_1$ = 83.5 mm
axial length of pole = 25.4 mm
pole arc/pole pitch, $K$ = 0.69
winding turns = 2600

Copper endring drum

inside diameter, $D$ = 159 mm
outside diameter, $D_o$ = 171 mm
thickness of drum, $d_L$ = 12 mm
active length, $L_A$ = 25.4 mm
axial length of drum, $L_D$ = 63.5 mm
resistivity of iron, $\rho$ = $11.2 \times 10^{-8}$ $\Omega$ m

Solid iron drum

inside diameter, $D$ = 159 mm
outside diameter, $D_o$ = 171.5 mm
thickness of drum, $d_L$ = 12.5 mm
axial length of drum, $L_D$ = 82.5 mm
resistivity of iron, $\rho$ = $11.2 \times 10^{-8}$ $\Omega$ m

3.3 Instrumentation

Torque was measured by means of a torque arm fitted with strain gauges$^{3,9}$.

The coupling was driven by a 3.75 kW induction motor - coupling unit$^{12}$ with a tachometer fitted on the output shaft.
To measure the surface temperatures identical groups of thermocouples were fastened in both drums. Five couples were fitted to each drum, four on the active surface and one on the outside surface opposite the centre of the active region. Figure 3.1 shows their positions and identifying letters. A thermocouple was also attached to a pole of the field member.

Position of thermocouples in both drums

Since the experimental machine has a rotating drum, all the thermocouple leads had to be brought out through silver slip rings. These were connected between the drive unit and the experimental coupling. To get the leads to the rings a small slot was cut along the main shafts which supported the drums. A raised tagboard positioned on the outside surface was used to make intermediate connections of the thermocouple leads. The purpose of the tagboard was to allow easy replacement and inclusion of other thermocouples as necessary. Figure 3.2 shows the endring drum and its supporting shaft with the raised tagboard and slot clearly visible.
3.4 Preliminary investigation

The experimental coupling has no special provision for cooling the loss mem-
brane and it relies entirely on the rotation of the drum in free air. The mecha-
nisms of heat transfer in this situation are complex and there is little in-
formation on it; see Appendix 1.

Temperatures from all the thermocouples in both drums were noted during
this preliminary investigation. It was observed that, over the limited test range,
the temperature of the field member did not rise appreciably. In the axial
direction, over the active region, there was little difference between the tem-
peratures. Towards the open end of the drums however, the temperatures, measured
using thermocouple D, started to fall. This was expected since cool air has more
access to these regions. Nevertheless, these temperatures were only 10% to 20% less
than those in the active regions. The temperatures of the outside surfaces
were also found to be 10% to 20% less than in the active regions. This is a small
temperature gradient through the drums but, since they are cooled naturally by
rotation in free air, this was also expected.

Based on these preliminary tests it was decided that only the temperatures
given by thermocouple B would be recorded since these were clearly representative
of the temperatures across the active regions. Further, the back face temperature-
time curves were not recorded since torque - time curves would show more
effectively the effects of drum expansion.

3.5 Torque - slip curves

Figures 3.3 and 3.4 show the measured torque - slip curves, at various
excitations for the experimental coupling when fitted with the endring and solid
iron drum respectively. Both sets of curves were taken using Davies’ x-y plotter
technique.
Surface temperature against time curves were also taken simultaneously with the torque-slip curves. These curves have not been included for space reasons but show that the active region temperature does not rise appreciably during the time taken to obtain a torque-slip curve using the x-y plotter method.

Therefore, any theoretical calculations involving the 'cold' torque-slip curves should be based on a value of the iron resistivity, $\rho$, taken at ambient temperature. At very high excitations however, some modification may be necessary to the value of $\rho$.

3.6 Drum couplings operating under normal conditions

The information obtained from theoretical comparisons with the 'cold' torque-slip curves is extremely useful for the basic design of couplings but is of little use when trying to predict the performance of practical couplings operating under normal running conditions.

It was shown in chapter 2 that the loss member temperature was directly proportional to $W_o$, the surface heat flux or loss density. The highest temperatures therefore occur at the maximum value of $W_o$. It can be shown, from Davies' generalized loss curve, that this condition is produced at maximum slip speed and maximum excitation. So, as we are mainly interested in the worst temperature conditions, all the experimental results presented in this section were taken at maximum slip and various excitations.

3.6.1 Surface temperature against time curves

The measured temperature-time curves for the endring and solid iron drum are shown on figures 3.5 and 3.6. Each set of curves was taken at the maximum slip speed of 1450 rev/min and various excitations.

Both figures show that the rate of rise of temperature increases rapidly with excitation and also that the curves appear to be exponential as was predicted in chapter 2.
Whilst these curves were taken, the slip speed was monitored and found to remain approximately constant for most of the tests. It was noted that, for excitations greater than 0.3 A, the slip speed started to fall, e.g., for 0.5 A, the speed had reduced to 1430 rev/min.

All the curves shown on both figures start from 30°C. This was not the ambient temperature, which was 25°C. After each test the excitation was removed and the machine left running to cool the drum. Even so, it took a considerable time to reduce the drum temperature to 30°C and so it was not possible, due to lack of time, to start each test from ambient temperature.

3.6.2 Variation of torque with time at maximum slip speed and different excitations

As most practical couplings have solid iron loss members, torque – time curves were taken for the solid drum only; these curves are shown on figure 3.7, they were taken simultaneously with the temperature – time curves.

In chapter 2, it was predicted that since both $\rho$ and $g$ were functions of the drum temperature, the torque would fall dramatically as loss density $W_o$ increased. This is exactly what the torque – time curves show.

A typical calculation of the change in $\rho$, $g$, $T_m$ and $n_m$ for the experimental machine was given in section 2.2.1.

3.7 Measured thermal time constants

In section 2.14, it was shown that the theoretical equation to the active region surface temperature, $\theta(o, t)$, for an air cooled drum coupling approximated to a law of the type

$$\theta(o, t) = A + B(1 - e^{-t/T_1})$$  \hspace{1cm} (3.1)

where $A$ is the ambient temperature ($t_{1, c}$) and $B$ the temperature difference between the active surface final value and ambient.

Rearranging equation 3.1 and taking logs gives
\[-t/\tau_1 = \log_e \left( \frac{A + B - \Theta(0, t)}{B} \right) = \log_e F(\Theta) \quad (3.2)\]

The equation can now be applied to the measured surface temperature responses, given on figures 3.5 and 3.6, and the thermal time constant \( \tau_1 \) evaluated.

### 3.7.1 Thermal time constant - copper endring drum

Table 3.1 gives values of \( A \), \( B \), \( t \), \( \Theta(0, t) \) and \( F(\Theta) \) taken from figure 3.5

<table>
<thead>
<tr>
<th>( \Theta(0, t) ) (^\circ C)</th>
<th>( t ) ( \text{s} )</th>
<th>( F(\Theta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>16</td>
<td>0.882</td>
</tr>
<tr>
<td>50</td>
<td>48</td>
<td>0.765</td>
</tr>
<tr>
<td>60</td>
<td>92</td>
<td>0.647</td>
</tr>
<tr>
<td>70</td>
<td>154</td>
<td>0.53</td>
</tr>
<tr>
<td>80</td>
<td>240</td>
<td>0.412</td>
</tr>
<tr>
<td>90</td>
<td>354</td>
<td>0.294</td>
</tr>
<tr>
<td>100</td>
<td>526</td>
<td>0.176</td>
</tr>
</tbody>
</table>

Figure 3.8 shows \( F(\Theta) \) plotted against \( t \) on log-linear paper. The excellent linearity of the points shows that the approximate solution for \( \Theta(0, t) \) is valid. It can be seen that the line through the points does not pass through \( F(\Theta) = 1 \); this is because of the neglected terms in the general solution.

The thermal time constant is given by the reciprocal of the slope and its value is

\[ \tau_1 = 299 \text{s} \]
Substituting the values of $A$, $B$ and $\gamma_i$ into equation 3.1 gives the measured relationship between the active region surface temperature and time

$$\theta(o, t) = 30 + 85 \left(1 - e^{-t/299}\right)$$  \hspace{1cm} (3.3)

This equation will be compared with the theoretical response later.

3.7.2 Thermal time constant - solid iron drum

The following data, given in tables 3.2 and 3.3, is taken from the measured surface temperature-time response curves for the solid iron drum which are shown on figure 3.6

<table>
<thead>
<tr>
<th>Table 3.2</th>
</tr>
</thead>
</table>

**Excitation: 0.2A**

<table>
<thead>
<tr>
<th>$\theta(o, t)$ ($^\circ C$)</th>
<th>$t$ (s)</th>
<th>$F(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>26</td>
<td>0.867</td>
</tr>
<tr>
<td>50</td>
<td>67</td>
<td>0.733</td>
</tr>
<tr>
<td>60</td>
<td>118</td>
<td>0.6</td>
</tr>
<tr>
<td>70</td>
<td>190</td>
<td>0.467</td>
</tr>
<tr>
<td>80</td>
<td>290</td>
<td>0.333</td>
</tr>
</tbody>
</table>
| 90                          | 420    | 0.2         | $A = 30^\circ C$
|                             |        | $B = 75^\circ C$

also

<table>
<thead>
<tr>
<th>Table 3.3</th>
</tr>
</thead>
</table>

**Excitation: 0.15A**

<table>
<thead>
<tr>
<th>$\theta(o, t)$ ($^\circ C$)</th>
<th>$t$ (s)</th>
<th>$F(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>70</td>
<td>0.768</td>
</tr>
<tr>
<td>50</td>
<td>190</td>
<td>0.535</td>
</tr>
<tr>
<td>60</td>
<td>380</td>
<td>0.302</td>
</tr>
<tr>
<td>65</td>
<td>520</td>
<td>0.185</td>
</tr>
</tbody>
</table>
| 70                          | 780    | 0.07        | $A = 30^\circ C$
|                             |        | $B = 43^\circ C$
Values of $F(\theta)$ from both tables are plotted against time ($t$) on figures 3.9 and 3.10. The points are again linear, verifying that the approximate equation for $\theta(0, t)$ also applies to solid iron drum couplings.

The thermal time constants are again found from the reciprocal of the slopes and are from the two figures respectively.

$$\tau_1 = 285s \quad \text{(Excitation: 0.2A)}$$

and

$$\tau_1 = 320s \quad \text{(Excitation: 0.15A)}$$

The difference in the two values of $\tau_1$ is attributed to variation of the temperature dependent material constants $c_s$ and $K_s$. A comprehensive analysis of changes in thermal time constants with temperature is given in chapter 5 for a water cooled loss member.

### 3.8 Comparison of measured and theoretical thermal time constants

The theoretical definition of the thermal time constant was given in chapter 2 as

$$\tau_1 = c_s \rho_s \frac{d_L^2}{K_s} \frac{\eta}{\beta}$$

where $\beta$ is a function of the non-dimensional quality $\beta$ which in turn is a function of $h_c$, $d_L$, and $K_s$.

Before $\tau_1$ can be calculated, values for both $h_c$ and then $\beta$ must be determined.

The back face heat transfer coefficient ($h_c$) for a drum or cylinder rotating in free air is obtained from the appropriate Nusselt number equation; Appendix 1, equation A1.3.

Whence

$$\overline{Nu_D} = 0.19(Re_D^2 + Gr_D)^{0.35}$$

This equation only applies for $Re_D > 5 \times 10^4$ where $Re_D$ is the Reynolds number and its definition is
\[ \text{Re}_D = D_0^2 \omega \varepsilon_c / \mu_c \]  
(3.6)

Substituting into equation 3.6, using a maximum speed of 1450 rev/min, gives

\[ \text{Re}_D = 2.845 \times 10^5 \]

For the experimental coupling it can also be shown that

\[ \text{Re}_D^2 \gg \text{Gr}_D \]

Thus, using this approximation and the definition of \( \text{Nu}_D \) in equation 3.5 gives, after rearranging

\[ h_c = 0.19 (\text{Re}_D)^{0.7} K_c / D_0 \]  
(3.7)

Substituting for \( K_c, D_0 \) and \( \text{Re}_D \) yields

\[ h_c = 200 \text{ W/m}^2 \text{K} \]

The value of \( \beta \) can now be calculated from

\[ \beta = h_c d_L / K_s \]  
(3.8)

Loss member thickness \( d_L \) is slightly different for both drums; from table 3.1

- Copper endring drum, \( d_L = 12 \text{ mm} \)
- Solid iron drum, \( d_L = 12.5 \text{ mm} \)

\( K_s \) is taken at \( 100 \text{°C} \) and its value from figure 2.3 is \( 61 \text{ W/m}^2 \text{K} \). The value of \( \beta \) using \( d_L = 12.0 \text{ mm} \) is found from equation 3.8

Hence,

\[ \beta = 0.0 \]

Since \( P_1 \) is insensitive to small variations in \( \beta \), this value will be used for both drums. The root \( P_1 \) corresponding to \( \beta \approx 0.04 \) is obtained from table 2.1

\[ P_1 = 0.199 \]

Taking values of \( c_s \) and \( K_s \) at \( 100 \text{°C} \) and substituting them, \( P_1 \) and \( d_L \) into equation 3.4 it can be shown that

**Copper endring coupling** (\( d_L = 12 \text{ mm} \))

\[ \tau_1 = 272 \text{s} \] (compare 299s experimentally)
Solid iron coupling \((d_L = 12.5\ mm)\)

\[ \tau_1 = 292s \quad \text{(compare 285s to 320s experimentally)} \]

Because of the complex nature of heat transfer in couplings and accepting there may be errors in the experimental values of \(\tau_1\) this correspondence is excellent.

3.9 Comparison of the measured and theoretical loss member temperatures

From section 2.14 the approximate theoretical equation for the active region surface temperature \(\theta(t, t)\) was shown to be

\[ \theta(t, t) = t_1, c + \left(\frac{W_o}{h_c}\right)(1 - e^{-t/\tau_1}) \]  \hspace{1cm} (3.9)

Before this equation can be used for predicting drum temperatures, a value of the heat flux \(W_o\) passing through the loss member must be determined. In chapter 2 it was pointed out that airgap heat losses may have to be taken into account in endring couplings and in solid iron couplings end-effects as well. In the following sections the heat losses in the endring coupling and end-effects in the solid iron coupling are both analysed in detail. Their effect on temperature prediction is also demonstrated.

3.9.1 Heat transfer distribution in the air cooled endring coupling

3.9.1.1 Heat flux \(W_o\) passing through the loss member

The following data was taken from the endring coupling at a speed of 1450 rev/min and an excitation of 0.2A:

- measured torque, \(T\) = 5.0 Nm
- active region surface temperature
  \[ \theta(t, \infty) = 115^\circ C \]
- back face temperature, \(\theta(d_L, \infty)\) = 105\(^\circ\)C
- field pole temperature approximately
  ambient, \(\theta_{AMB}\) = 25\(^\circ\)C
The total power $P_T$ is found from

$$\begin{align*}
P_T &= T \omega \\
    &= 785 \text{ W}
\end{align*}$$

Consider now the general expression, from chapter 2, for $W_0$ in the loss member

$$W_0 = - K_s \frac{\partial \theta}{\partial y} \quad (3.10)$$

The quantity $\partial \theta/\partial y$ can be replaced by

$$\left( \frac{\Theta(d, \omega) - \Theta(d, \infty)}{d_L} \right)$$

and the value of $K_s (100^\circ \text{C})$ is taken as $61 \text{ W/m}^\circ \text{C}$. Therefore, it can be shown

$$W_0 = 5.05 \times 10^4 \text{ W/m}^2$$

But

$$P_o = W_0 A_a$$

where $A_a = \pi D_L a$, the active region surface area = $1.27 \times 10^{-2} \text{ m}^2$

So,

$$P_o = 640 \text{ W}$$

Neglecting rib losses, the airgap power loss, $P_g$, is calculated from the power balance equation

$$P_g = P_T - P_o = 145 \text{ W}$$

So 19% of the total power is removed via the airgap by radiation and convection.

As a cross check on this value of $P_g$, its individual components of airgap radiation ($P_{Rg}$) and convection ($P_{c, g}$) are calculated later.

### 3.9.1.2 Heat transfer from the loss drum outside surface

The numerical value of the back face heat transfer coefficient ($h_c$) for a cylinder rotating in free air was given in section 3.8 as

$$h_c = 200 \text{ W/m}^2 \circ \text{C}$$
Multiplying \( h_c \) by the appropriate drum outside surface area and the temperature difference between the back face and ambient will give the power removed by convection \( (P_{c,B}) \) from the drum outside surface. For heat transfer calculations in air cooled endring couplings, the surface area of the two copper endrings must be added to that of the iron, as the thermal conductivity of copper is considerably greater than that for the iron and so the thermal time constant for the endrings is much smaller than the active regions \( \zeta_1 \). Hence, heat is distributed quickly over the entire back face which becomes an approximate isothermal surface.

The outside surface area of the endring drum, \( A_E \), is calculated from

\[
A_E = \pi D_O L_D
\]

whence

\[
A_E = 3.41 \times 10^{-2} \text{ m}^2
\]

Using \( h_c \), \( A_E \), and a temperature difference of 80°C (from section 3.8) gives

\[
P_{c,B} = 550 \text{ W}
\]

There is a difference of 90W between \( P_{c,B} \) and \( P_0 \) (3.9.1.1) indicating that either \( h_c \) was inaccurate \( (A_E \) is not considered a source of error, since it must be increased to bring \( P_{c,B} \) up to \( P_0 \) and clearly this is not reasonable) or the difference is removed by rib losses and back face radiation heat transfer or a combination of both.

The outside surface is classed as an isolated surface and the relevant radiation equation is given in reference 46 as

\[
W_{R,B} = 5.67 \times 10^{-8} E_B \left[ T_B^4 - T_{AMB}^4 \right]
\]

(3.11)

where \( E_B \) is the emissivity of the back face and \( T_B \) and \( T_{AMB} \) the back face and ambient temperatures in °C Abs.

Selection of a value for \( E_B \) is nebulous as the condition of the drum surface is open to conjecture. The presence of iron and copper on the same surface complicates the problem and so the method is necessarily approximate but it does give an
idea of the magnitudes involved. From references 46 and 48 the emissivities for oxidised iron and dull copper are both approximately 0.8. So, putting 
\[ T_B = (273 + \theta (d_L, \infty)) = 378^\circ C \text{ Abs.}, \quad T_{AMB} = (273 + \theta_{AMB}) = 299^\circ C \text{ Abs.} \] 
and \( E_B = 0.8 \) into equation 3.11 yields 
\[ W_{R,B} = \frac{561}{m^2} \]
which, when multiplied by \( A_E \), gives the outside surface radiation loss 
\[ P_{R,B} \approx 20 \text{ W} \]
This calculation of back face radiation loss is rough but does show that when the loss member temperature is high radiation heat transfer may not be negligible. The other 70W which has not been accounted for is put down to inaccuracy in the empirical equation (A1.3) from which \( h_c \) was derived and rib loss, i.e. where the drum is welded to the main shaft, see reference 3 for a sectional view of the experimental machine.

3.9.1.3 Airgap heat transfer

In section 3.9.1.1 it was shown that airgap power loss, \( P_g \), was 145 watts. As a cross check on this value the component parts of \( P_g \) were calculated.

Since there is no relevant data on convective heat transfer in the airgaps of couplings an approximate value for heat transfer via the air, \( P_{c,g} \), is calculated based on the assumption that laminar conditions exist in the airgap. This premise is considered reasonable because there is no air-flow through the experimental machines airgap as only one end of the drum is open; see figure 3.2.

The general expression for laminar flow\(^{45,46}\) (conduction) is given by 
\[ W_{c,j} = - K_{c} \frac{\partial \theta}{\partial y} \]  
(3.12)

where \( K_{c} \) is the thermal conductivity of air, taken in this case at the average value between \( \theta(0, \infty) \) and \( \theta_{AMB} \), i.e. 70\(^\circ\)C; its numerical value from reference 46 is 0.0284 W/m\(^\circ\)C. The term \( \partial \theta/\partial y \) in equation 3.12 is replaced with
\[
\frac{\partial \Theta}{\partial y} = \left( \frac{\Theta(0, \omega) - \Theta_{\text{AMB}}}{g} \right)
\]

From section 3.9.1.1 \((\theta(0, \infty) - \theta_{\text{AMB}}) = 90^\circ \text{C}\) and \(g\) the airgap length from table 3.1 is \(2.54 \times 10^{-4} \text{ m}\).

Thus,

\[
W_{c,g} = 1.01 \times 10^4 \text{ W/m}^2
\]

In an endring coupling, the eddy-current loss is dissipated almost entirely in the active region and so the surface area of the endrings is not involved in airgap heat transfer calculations. Therefore, multiplying \(W_{c,g}\) by \(A_a\) \((1.27 \times 10^2 \text{ m}^2)\), the active region surface area, gives

\[
P_{c,g} = 128 \text{ W}
\]

Airgap radiation heat transfer, \(P_{R,g}\), is calculated from equation 2.61

\[
W_{R,g} = 5.67 \times 10^{-8} \left[ \frac{E_1 E_2}{E_1 + E_2 - E_1 E_2} \right] \left[ T_1^4 - T_2^4 \right]
\]

(3.13)

where \(E_1\) and \(E_2\) are the emissivities of the drum iron and pole teeth respectively and their value from reference 46, assuming oxidised iron conditions, is 0.8, \(T_1 = (\theta(0, \infty) + 273) = 388^\circ \text{C} \text{ Abs.}\) and \(T_2 = T_{\text{AMB}} = (\theta_{\text{AMB}} + 273) = 298^\circ \text{C} \text{ Abs.}\).

Hence, substituting these values into equation 3.13

\[
W_{R,g} = 469 \text{ W/m}^2
\]

and so multiplying by \(A_a\) yields

\[
P_{R,g} = 6.0 \text{ W}
\]

The total airgap power loss \(P_g\) is then found by adding \(P_{c,g}\) and \(P_{R,g}\)

\[
P_g = 134 \text{ W}
\]
This value compares well with that obtained using the power balance equation; from section 3.9.1.1

\[ P_g = 145 \text{ W} \]

### 3.9.2 Analytical values of the temperatures in the endring coupling

It was stated in section 3.9.1.2 that the thermal time constant of the copper endrings was much smaller than that for the active region, \( \tau \). Consequently, the temperatures throughout the endring drum tend to equalise before the active region final temperature is reached. To calculate numerical values of the surface temperatures therefore, the value of \( W_o \) has to be based on the complete surface area of the endring drum, \( A_E = 34.1 \times 10^{-2} \text{ m}^2 \).

The active region surface temperature, \( \theta(o, \infty) \), and the back face temperature, \( \theta(d, \infty) \), will be calculated first, neglecting airgap power loss, \( P_g \), and then taking it into account.

From chapter 2 the theoretical equations were shown to be

\[ \theta(o, \infty) = t_{1,c} + \frac{W_o}{h_c} \quad (3.14) \]

and

\[ \theta(d, \infty) = t_{1,c} + \frac{W_o}{h_c} - \frac{W_o d}{K_s} \quad (3.15) \]

The value of \( K_s (100^\circ \text{C}) \) is taken as 61 W/m\(^2\)C and \( h_c \) (from section 3.8) as 200 W/m\(^2\)C. At 0.2A and 1450 rev/min the total power, \( P_T \), dissipated in the endring drum is 785 W.

So, neglecting airgap heat losses

\[ W_o = P_T / A_E \]

\[ = 2.3 \times 10^4 \text{ W/m}^2 \]

Substituting \( W_o, h_c, \) and \( K_s \) into equations 3.14 and 3.15 and knowing \( t_{1,c} = 30^\circ \text{C} \) and \( d = 12 \text{ mm} \) gives

\[ \theta(o, \infty) = 145^\circ \text{C} \]

and

\[ \theta(d, \infty) = 140^\circ \text{C} \]
The airgap power transfer, $P_g$, will now be taken into account to show how these values are modified. From section 3.9.1.1 the value of $P_g$ was given as 145W. Thus,

$$P_o = P_T - P_g = 640 \text{ W}$$

The value of $W_o$ becomes

$$W_o = \frac{P_o}{A_E} = 1.875 \times 10^4 \text{ W/m}^2$$

Putting the new value of $W_o$ into equations 3.14 and 3.15 yields

$$\theta (o, \infty) = 124^\circ \text{C} \quad \text{(compare 115^\circ \text{C measured})}$$

Similarly

$$\theta (d_L, \infty) = 120^\circ \text{C} \quad \text{(compare 105^\circ \text{C measured})}$$

Using the above values of $\theta(o, \infty)$ the theoretical equation for the active region surface temperature - time response can be shown, from previous sections, to be

a) **Neglecting airgap heat losses, $P_g$.**

$$\theta (o, t) = 30 + 115 \left( 1 - e^{-t/272} \right)$$

and

b) **Taking into account, $P_g$.**

$$\theta (o, t) = 30 + 94 \left( 1 - e^{-t/272} \right)$$

The measured relationship was given in section 3.3 as

$$\theta (o, t) = 30 + 85 \left( 1 - e^{-t/299} \right)$$

After $P_g$ is taken into account, the correlation is good. This seems to indicate that the theory of chapter 2 needs to be made more precise by introducing airgap losses into the initial equations. However, it should be noted that the air-cooled coupling
is a special case in which the back face coolant is the same as that in the airgap. In contrast, most large commercial couplings have water cooled loss members and so their airgap heat transfer is negligible since \( h_\text{c (water)} \gg h_\text{g (air)} \). It will be shown in chapter 5 that \( P_g \) is less than 10\% of \( P_T \) in a water cooled eddy-current dynamometer.

### 3.9.3 Prediction of temperatures in the solid iron coupling

An approximate method for finding the active region dissipated power, \( P_A \), and hence the active region heat flux, \( W_A \), in couplings with end-effects was given in section 2.15. This involved the power distribution factor \( 'r' \) where

\[
    r = \frac{P_T}{P_A} \quad (3.16)
\]

where

\[
    r = \frac{1}{\frac{L_A}{L_T} + \left( \frac{2}{L_A/\lambda_1} + 1 \right) \cdot \frac{\sin(\pi L_A/L_T)}{\pi}} \quad (3.17)
\]

From table 3.1 (solid drum)

- \( L_D = 82.5 \text{ mm} \)
- \( L_A = 25.4 \text{ mm} \)
- \( d_L = 12.5 \text{ mm} \)
- \( \lambda_1 = 83.5 \text{ mm} \)
- \( L_T = 2L_D + d_L \) (only one end of drum open)
- \( = 177.5 \text{ mm} \)

Substituting these values into equation 3.17 gives

\[
    r = 3.33
\]

From figures 3.4 and 3.5 at 1450 rev/min and 0.2A excitation,

measured torque, \( T = 5.2 \text{ Nm} \)

active region surface temperature,

\[
    \theta(0, \infty) = 105^\circ \text{C}
\]
Initial temperature of drum, $t_{1,c} = 30^\circ C$

An excitation of 0.2A was chosen because torque fall off was small, see figure 3.7.

The total power dissipated in the solid drum is found from

$$P_T = T \omega$$
$$= 790 \text{ W}$$

and so using $r = 3.33$ and equation 3.16

$$P_A = 237 \text{ W}$$

Hence,

$$W_A = \frac{P_A}{\pi DL_A}$$
$$= 1.87 \times 10^4 \text{ W/m}^2$$

Neglecting airgap losses and assuming there are no heat losses in the drum, then

$$W_o \approx W_A$$

From chapter 2, the theoretical equation for the active region surface temperature, $\theta(o, \infty)$, is given by

$$\theta(o, \infty) = t_{1,c} + \frac{W_o}{h_c}$$

Substituting $t_{1,c} = 30^\circ C$, $h_c = 200 \text{ W/m}^2 \text{ C}$ (from section 3.8) and the above value of $W_A$ into this equation produces

$$\theta(o, \infty) = 123.5^\circ C$$

(compare $105^\circ C$ measured)

The predicted value is high because the airgap losses, which would reduce $W_A$, have been neglected. They may be taken into account, if necessary, using the same methods as given for the endring coupling.

The complete theoretical surface temperature response can be shown to be

$$\theta(o, t) = 30 + 93.5(1 - e^{-t/292})$$
compared with the measured response, at 0.2A, which is
\[ \theta(0, t) = 30 + 75 \left(1 - e^{-t/285}\right) \]

This is again good correspondence and it could be improved if airgap losses were taken into account.

3.10 Conclusions

It would appear from the experimental results that similar couplings with and without endrings running at slip speeds higher than \( n_m \) have approximately the same thermal time constant, \( \tau_1 \). The small difference between the experimental values of \( \tau_1 \) for the two drums can be attributed to:

a) the solid drum being slightly thicker than the endring drum and

b) the difference in material constants \( c_s \) and \( K_s \) caused by the different power distributions and hence different temperatures in the two drums.

The correlation between the measured and theoretical thermal time constants is excellent, with errors ranging from 3% to 11%. The theoretical method for predicting \( \tau_1 \) is precise because \( \beta \) is small for air-cooled couplings and so relatively large errors in its value have little effect on \( P_1 \), as table 2.1 shows.

Various surface temperatures in the endring coupling are calculated with and without taking into account the airgap power loss, \( P_g \). These predicted temperatures are shown to compare reasonably well with the measured values when \( P_g \) is neglected and very accurately when it is allowed for. A comprehensive experimental breakdown of \( P_g \) is given and it is shown that 19% of the total power dissipated in the endring drum is removed via the airgap.

The active region surface temperature in the solid iron coupling was also calculated, the main purpose being to investigate the approximate method, given in chapter 2, for dealing with electrical end-effects. Airgap heat losses were neglected but the agreement between measured and theoretical temperatures was still good, indicating that the method is satisfactory.
In general the work in this chapter has shown that the theory given in chapter 2 forms a good basis for design purposes.
CHAPTER 4

THE HIGH SPEED EDDY-CURRENT DYNAMOMETER
4.0 The high speed eddy-current dynamometer

4.1 Introduction

The new high speed dynamometer is described in this chapter. Before dealing with its design and instrumentation the factors which influenced the choice of coupling are considered. These include rotational inertia, speed, power rating and cooling of the loss member. Many of these quantities had preferred values defined by Redman, Heenan, Frordes high speed eddy-current dynamometer specification. Consequently, the final design of the new machine was constrained by these requirements.

For space reasons, detailed design work on the magnetic circuit, electrical design, whirling speeds, stress analysis of the disc and cooling system have been omitted since much of it is well documented in standard texts, details of which can be found in the list of references.

The last sections of this chapter deal with the high speed drive system and instrumentation of the new machine.

4.2 Eddy-current couplings for use in high speed dynamometers.

The four basic types of coupling discussed in section 1.3 were all considered for use in high speed dynamometers and, in particular, for a 75 kW, 14000 rev/min machine.

It was decided that only two of these types were suitable for this application:

a) Disc loss member with salient pole field system

b) Stationary loss member with inductor (homopolar) field system.

Drum couplings were dismissed as unsatisfactory. The main reasons were that discs are capable of much higher speeds than cylinders, at high speeds their axial length is a problem, they are difficult to cool efficiently, drum expansion
causes loss of performance (see chapter 3) and parasitic airgap inductor and lundell type usually have weak mechanical sections because of their complex geometry and so are not usually capable of high speeds.

4.2.1 Disc loss member with salient pole field system (d.s.p. coupling)

The major problem with this type of coupling (shown on figure 1.3) is cooling of the rotating loss member. One solution is to spray water onto the disc, but the drag created would retard the transient response and the coupling would have a high minimum torque which is undesirable in dynamometers. An alternative would be to have a hollow disc and pass water along the rotating shaft. The technology involved however is formidable and so it is not considered practicable.

In addition, there are related electro-magnetic and mechanical problems to consider. For effective electro-magnetic operation the loss member material must have a high permeability/resistivity ratio\textsuperscript{4,8,12}; high permeability for magnetic efficiency and low resistivity for electrical efficiency. Pure iron and mild steel both have these properties but are not suitable because of their low tensile strength. A steel with a high tensile strength must therefore be used and in general these have low permeability/resistivity ratios. This means there will be more leakage flux and the mmf would have to be increased to force flux through the disc.

The stress analysis of the disc is extremely complicated, not only must the high centrifugal forces be taken into account, but also the significant reduction\textsuperscript{51} of disc material yield strength with temperature, heat being generated in the disc by the eddy-currents.

Axial magnetic pull is an inherent problem with single sided disc couplings\textsuperscript{13} but it can be eliminated in double sided types provided the flux densities on each side of the disc are equal.
The main advantages of this type are its high torque at low speeds and it can be designed to have a very fast transient response\textsuperscript{10,11}.

4.2.2 Stationary loss member with inductor (homopolar) field system

Since there was no published information about disc inductor couplings a design for such a machine was developed. Its main constructional features are shown on figure 4.1, more comprehensive details of its characteristics and operation can be found in Appendix 4\textsuperscript{*}.

This machine has a stationary loss member and a stationary field member which also incorporates an annular excitation coil. The loss member can now be indirectly water cooled and made from pure iron with its necessary high permeability/resistivity ratio.

The rotating member is shown on figure 4.2; its only function is to produce a permeance variation which modulates the airgap flux. No heat is produced directly in it but it does absorb radiated heat from the loss member which is dissipated naturally by the rotation.

It has negligible zero excitation torque (minimum torque) and the rotating parts have low inertia, which is one of the factors governing transient response.

The main problems are associated with the rotating permeance member. Ideally the disc material should be non-magnetic, have a low density, high resistivity and good tensile strength. High resistivity is required because metals are conductors and under transient conditions eddy-currents will flow in the disc delaying the flux changes in the machine.

Mechanical and electrical design of the disc are related; the optimum size of insert would normally be dictated by electro-magnetic considerations but this

\textsuperscript{*} Appendix 4 is a copy of the provisional patent application which protects the main constructional features of the new machine.
may be modified by strength considerations in high speed couplings. If the slots in which the inserts fit are too large then the disc will be mechanically weak; if they are too small, electrical operation of the coupling will suffer to some extent. It will be seen later that these problems are easily solved with existing materials and technology and that a disc capable of very high speeds can be produced.

Axial magnetic pull on the disc is not a problem provided the flux densities on each side of it are approximately the same. There is nevertheless a large attractive force between the stationary field and stationary loss member but this is relatively unimportant since both can be fixed rigidly in the axial direction.

Torque-time response will not be as fast as the d.s.p. coupling since inductor couplings inherently carry more flux. Nevertheless, this can be by laminating most of the magnetic circuit and designing for low saturation levels.

After considering the advantages and disadvantages of the various couplings, it was decided that this type was the most suitable for a 75 kW, 14000 rev/min machine and in the next sections details of such a machine are given.

4.3 Design

4.3.1 General arrangement and design of experimental high speed dynamometer

Figure 4.1 shows the mechanical arrangement of the experimental high speed dynamometer. The main body is overhung to avoid disturbing the high speed bearings and to facilitate easy removal of the loss member and rotating permeance member. The main body is supported by two trunnion bearings and it would rotate if it were not prevented by a locked torque arm. This provides a simple and accurate method of measuring the reaction torque of the dynamometer. Figure 4.3 shows a close up of the actual experimental machine and the above features are easily identified.
The high speed shaft and disc are supported by two pairs of precision angular contact ball bearings, mounted back to back to eliminate axial shaft movement which is normally a problem with disc machines. No shaft movement was experienced in the experimental machine.

Because of the high speeds involved, it was necessary to calculate the first critical speed of the shaft assembly. A numerical technique was used which took into account the weight of the disc at one end of the shaft, the drive coupling at the other, shaft diameter and distance of bearings apart; the value is given in Table 4.1. 

Adjustment of the two airgaps is provided by jacking screws which move the field member and loss member independently with respect to the disc. As the disc rotates, each point on the loss member and field member opposite the ring of high permeability inserts sees a fluctuating permeance which modulates the unidirectional airgap flux. Eddy-currents are therefore induced in these surfaces adjacent to the airgap. To prevent eddy-currents flowing in the two sections of the field they were laminated as shown on Figure 4.1. This phenomenon is useful in a commercial dynamometer since, by replacing the laminated sections with cooled solid iron, the torque is effectively doubled.

The experimental dynamometer was designed with only one loss member so that the eddy-currents were concentrated in one place and easily monitored. Cooling of the loss member is provided by water flowing in channels which are arranged edge-on to the flux.

Under steady state conditions, eddy-currents are not induced in the disc because each point on it sees a constant permeance in both airgaps. Nevertheless, it does absorb radiated heat from the loss member and field coil. Air passages were therefore provided and when the disc rotates it acts as a natural pump, forcing
cooling air across itself.

To minimise leakage fluxes the field former was made from an aluminium casting and the shaft from non-magnetic stainless steel.

All the important dimensions and details of the experimental dynamometer are given in table 4.1

4.3.2 The rotor (permeance modulation member)

Figure 4.4 shows the rotor for the experimental machine. The main disc was manufactured from Titanium because it was the most suitable material for this application. Other materials, such as non-magnetic stainless steel, could have been used for the disc but in general would have a higher density, lower tensile strength and lower resistivity than Titanium and are therefore less attractive.

The high permeability inserts (or slugs) were manufactured from mild steel. They are secured in the slots in the Titanium disc with a high temperature adhesive and by peening at four points on each side.

Design of the disc was complicated by conflicting mechanical and electrical requirements which were briefly discussed in section 4.2.2. The basic method was to calculate the required size of insert for satisfactory electro-magnetic operation and then analyse the stresses produced in the disc at the desired maximum speed. This proceeded on a trial and error basis until a satisfactory compromise between electrical and mechanical operation was obtained.

The yield stress for Titanium quoted by the manufacturers varies from 900 N/mm$^2$ (58 ton/in$^2$) to 1300 N/mm$^2$ (84 ton/in$^2$). It was considered that this was not accurate enough for design purposes and a number of standard test pieces to fit a Hounsfield tensometer were prepared from the same Titanium sheet as used for the disc. The average value of yield stress obtained and other details of the disc are given in table 4.1.
After the disc was assembled, it was dynamically balanced with the excess weight being removed by finishing across the diameter.

4.3.3 Electro-magnetic design

The original specification for the dynamometer stated that it must be capable of maintaining 75 kW from 2000 rev/min up to 14000 rev/min. It was decided, partly for reasons discussed in section 4.3.1 and partly for instrumentation and drive limitations, that the experimental machine was to be potentially capable of the full rating, but for experimental purposes it was to produce only a quarter of 75 kW. The reduced rating was achieved by using only one loss member and increasing the two airgaps from their designed value of 0.5 mm to 1 mm. These measures then allowed the dynamometer, after simple modification, to meet the original specification if necessary.

The slug width(slug pitch ratio) which is the same as tooth width/tooth pitch ratio (K') in normal inductor couplings was chosen as 0.45. Davies has shown that this is the value for inductor couplings, which uses the fundamental flux most effectively. It is known* however that much smaller values of K' could have been used with only a small reduction in torque. This is particularly useful for future reference, since reducing this ratio would increase the mechanical strength of the disc. Nevertheless 0.45 was chosen so that the experimental dynamometer could be designed by dimensional ratioing from Davies inductor coupling which also had the same tooth width/tooth pitch ratio.

Dimensional ratioing is a technique widely used in coupling design and accurate estimates of the peak torque and speed at peak torque for one machine can be obtained from another. This was not straightforward since Davies inductor coupling was a

* From unpublished work belonging to E. J. Davies, Professor of Electrical Engineering at the University of Aston in Birmingham
drum type machine and the basic equations had to be interpreted for disc machines.

Figure 4.2 shows inner and outer pitch circle diameters these are the mean diameters of the two rings of inserts. In Appendix 3 they are shown to be equivalent to the diameter D in normal machine terms. The length of insert is also shown to be equivalent to the active length, $L_A$, in a normal machine.

The inner and outer regions were analysed as two separate machines. Having chosen $K'$ and established equivalent D and $L_A$ values for the inner and outer regions Davies$^4,8$ dimensional equations were used to determine the other machine parameters.

A number of different combinations of D, $L_A$ and p were tried for the equivalent inner and outer machines, where p is the number of inserts. Airgap length g was chosen as small as mechanically possible taking into account the high speeds involved.

It was initially assumed that the flux density in the outer airgaps was approximately the same as in the inner airgaps. This is shown in chapter 5 to be slightly inaccurate because of the leakage fluxes around the outside of the field member.

Values of peak torque and speed at peak torque were estimated for the two regions and Davies$^4$ normalised torque-slip curve was used to obtain the torque-slip curve for each. These were then added to obtain the resultant curve.

It was found that by choosing different numbers of inserts for the inner and outer regions and varying their pitch circle diameters as well as length that the torque-slip curves could be tailored. The actual choice of p, D and $L_A$ is too involved and lengthy for publication here since it involved simultaneous analysis of the stresses in the disc and consideration of the leakage flux paths.

The magnetic circuit was designed for low flux density levels to ensure that approximately all the excitation mmf was used in forcing flux across the two airgaps.
and through the disc. Figure 4.5 shows the field member. It can be seen that it has substantial sections; the laminations are also clearly seen.

The permeance of the main and leakage flux paths were calculated using well known methods\(^{25}\) and an equivalent magnetic circuit was used to estimate the distribution of flux in the machine. Considering the complex geometry of the dynamometer and the straight line approximations made when calculating the permeance of the various flux paths, the theoretical and measured flux distributions are very close, as will be shown in chapter 5.

The total mmf to be supplied by the field coil was estimated using the methods detailed in Gibbs\(^2\) classical paper. Knowing the mmf required from the coil the depth of slot, number of turns and wire diameter were calculated using standard d.c. coil theory\(^{29}\). The coil was wound with 760 turns of 1.25 mm diameter wire, enamel insulated. It is rated at 6A which gives a total mmf of 4560 AT and it has a cold d.c. resistance of 8.9 Ω. Fibre wedges were used to secure the coil in the slot.

The axial thickness of the rotor was made at least fifteen times greater than the airgap width. It can be shown\(^2\) that the non-magnetic region between the inserts then approximates to an infinitely deep slot when seen by the loss member and so a maximum permeance variation is achieved.

During preliminary tests the loss member and backing plate were found to flex in diaphragm fashion, producing a non-linear airgap. The reason was found to be the water manifolds which create weak sections and, since there is a large axial magnetic pull between the stationary loss member and field member, this produced the deflection. This was eliminated by fitting a heavy strengthening plate.

4.3.4 The loss member and its cooling system

Figure 4.6 shows the loss member which is made from hydrogen annealed pure iron ('Armco'). The cooling water channels are also clearly shown. There are
48 in the outer ring of a 1/16 inch square section and 24 in the inner ring of 1/8 inch square section. These slot sizes were chosen to correspond with the milling machine cutters that were available.

The reason for the different number and size of water channels in the two regions of the loss member was to obtain an equal temperature distribution in the radial direction and so minimise distortion. The initial unequal temperature is caused by the different power developed in the inner and outer regions.

Standard theory of pipes in parallel was used to design the cooling system. An equivalent hydraulic mean diameter was found for each slot and from this the slot dimensions were calculated.

The water inlet pressure was specified to be no greater than 2 bar with a throughput not exceeding 40 litres per kWH at an output temperature of approximately 40°C; the water output temperature is fixed to minimise scaling. The only variables therefore were the number of slots, their surface area and the water velocity through them, assuming of course that the power to be removed has a defined maximum value.

After machining, the loss member was 'sheradized' to prevent rusting and build up of deposits. The active surface was reground after this process to ensure that the torque-slip characteristics were not changed.

4.3.5 Details of experimental high speed dynamometer

The most important details and parameters of the experimental machine are given in table 4.1.
Table 4.1
Details of experimental high speed dynamometer

Rotating permeance member (disc)

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>tooth width/tooth pitch ratio, inner and outer regions</td>
<td>0.45</td>
</tr>
<tr>
<td>number of inserts in outer ring</td>
<td>18</td>
</tr>
<tr>
<td>length of outer inserts</td>
<td>32 mm</td>
</tr>
<tr>
<td>number of inserts in inner ring</td>
<td>9</td>
</tr>
<tr>
<td>length of inner inserts</td>
<td>58 mm</td>
</tr>
<tr>
<td>Disc material - Titanium - measured maximum yield</td>
<td>1100 N/mm²</td>
</tr>
<tr>
<td>stress</td>
<td>(70 tons/in²)</td>
</tr>
<tr>
<td>Insert material - mild steel</td>
<td></td>
</tr>
<tr>
<td>Width of disc</td>
<td>15 mm</td>
</tr>
<tr>
<td>Weight of disc and inserts</td>
<td>9.5 kg</td>
</tr>
<tr>
<td>Rotational inertia of disc only (approximate)</td>
<td>0.158 kg m²</td>
</tr>
</tbody>
</table>

Axial airgaps:

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) designed value</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>b) value used in experimental work</td>
<td>1.0 mm</td>
</tr>
</tbody>
</table>

first critical speed of disc and shaft                  | 34,400 rev/min |
mean pitch circle diameter - outer                      | 312 mm         |
mean pitch circle diameter - inner                      | 170 mm         |

Field member and excitation coil

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>spiral laminations, thickness</td>
<td>1 mm</td>
</tr>
<tr>
<td>slot size:</td>
<td></td>
</tr>
<tr>
<td>axial length</td>
<td>60 mm</td>
</tr>
<tr>
<td>radial length</td>
<td>23 mm</td>
</tr>
<tr>
<td>winding turns</td>
<td>760</td>
</tr>
</tbody>
</table>
diameter of coil wire (enamel insulated) = 1.25 mm
winding resistance (cold) = 8.9 Ω
rated coil current = 6A

**Loss member and cooling system**

resistivity of pure iron ('Armco') = 11.2x10^{-8} Ω m

thickness of loss member = 16 mm

cooling channels

a) outer = 48 channels x 1/16 inch square section

b) inner = 24 channels x 1/8 inch square section
4.4 The high speed drive system

Figure 4.7 shows the general arrangement of the experimental apparatus. The main drive was provided by a 4 pole, 75 kW induction motor driving through a 75 kW water cooled drum inductor coupling. The low speed end of the gearbox was connected to the drive coupling by a sliding shaft and two universal joints. The high speed end was connected to the experimental dynamometer by a splined shaft.

A schematic diagram of the experimental apparatus and high speed drive system is shown on figure 4.8. The dynamometer (A) was run up smoothly with the drive coupling (C) and induction motor (D). Using a coupling as the gearbox drive also allowed closed loop control of the output shaft speed to be easily arranged. Feedback for the control system was provided by a d.c. tachogenerator (E).

The dynamometer excitation was taken from a 150V, 6A stabilised d.c. power supply (G).

4.5 Instrumentation

4.5.1 Torque measurement

An electrical signal proportional to torque was provided by means of four strain gauges fixed on the dynamometer torque arm. The gauges, two in compression and two in tension, were connected in a full bridge circuit with a potentiometer for zeroing the output under no load conditions. The connections are shown in figure 4.9. Each gauge was rated at 0.3 watts and had an unstrained resistance of 500 ohms.
The torque arm was made from 13 mm square bar ($\frac{1}{2}$ inch square stock size) and its effective length was 0.5 m from the centre line of the shaft to the support pivot screw. Detailed design of torque arms can be found in reference 3.

Counter balance was provided by another arm fitted with a sliding weight fixed diametrically opposite the torque arm.

Calibration of the strain gauges was carried out using a supported spring balance attached to the pivot screw at the end of the torque arm. Load was then applied by means of the counter balance arm and the bridge input voltage adjusted until the required deflection was obtained on the high input impedance x-y plotter.

4.5.2 Speed measurement

A permanent magnet d.c. tachogenerator, driven by a toothed belt from the drive coupling output shaft, was used to obtain an electrical signal proportional to speed. The same signal was used in the speed feedback loop of the drive couplings.
control system. Care was therefore taken not to short circuit the tachogenerator leads, otherwise the control system would have detected a zero speed condition and applied full excitation to the drive coupling which would have responded by accelerating to full speed.

The tachogenerator had an output of 0.1 V/rev/min.

4.5.3 Flux measurement

4.5.3.1 Arrangement of search coils on stationary field member

Figure 4.10 shows the search coil arrangement on the stationary field member. Search coil 3 measures the shaft leakage flux, 4 and 5 measure the flux entering and leaving the inner and outer laminations respectively and 6, 7 and 8 measure the leakage flux around the outside of the field former.

The search coils comprise a single turn of 40 S.W.G. copper wire (LEWMEX) fastened with Permabond 101 contact adhesive.

Each pair of search coil leads were twisted together to avoid pick up and terminated in multicore sockets which were connected to a 50 way rotary switch by screened multicore cable and plugs. The rotary switch allowed selection of any search coil to the output terminals.

4.5.3.2 Full pitch search coils

Figure 4.11 shows two full pitch search coils on the loss member surface, one spanning the outer active region the other the inner active region. Full pitch search coils in inductor couplings embrace half a tooth (slug) pitch in the peripheral direction and not a tooth pitch as would normally be expected. This is because of the homopolar field. The flux progresses through a complete cycle between teeth and a search coil embracing a tooth pitch would therefore have zero net induced emf.

These particular search coils were used to obtain the mean standstill flux density under a tooth and slot.
Both search coils consisted of a single turn of 40 S.W.G. Lewmex wire fastened with Permabond contact adhesive.

The leads were also brought out in the same manner as the search coils in the previous section.

4.5.3.3 Flux meters

The steady state flux was measured using a 'Norma' ballistic flux meter. This instrument was critically damped by connecting a decade resistance box in series with the search coils. The box was then adjusted until the terminal resistance was 30 ohms. In all the steady state flux tests the method of field reversals was used.

The transient flux response was measured using a 'Hirst' integrating flux meter with output terminals giving the integrated search coil voltage directly. The instrument had a high input impedance and so the search coil resistance did not introduce any errors. The flux meter also had a drift compensation which was found to be poor, so all transient flux tests were carried out quickly after zeroing the instruments.

The output was fed to a storage oscilloscope fitted with a polaroid camera for recording the traces.

A magnetic standard was used to check the calibration of both flux meters.

4.5.4 Loss member surface temperature

4.5.4.1 Thermocouple array on loss member surface

The loss member was provided with thermocouples to measure its thermal time constant and the temperature distribution across it. Figure 4.11 shows the positions of the couples on the loss member surface.

Standard manufactured thermocouples could not be used because their lead diameters were too large for the machine airgap, typical diameters varied from 0.5 mm to 1.0 mm.
Special thermocouples were therefore made with an overall diameter of 0.3 mm; their leads consisted of 40 S.W.G. copper wire (LEWMEX) and 42 S.W.G. nickel-copper (CONSTANTAN) wire insulated with a double layer of rayon. The thermal junction was made by removing a small amount of insulation from the end of each lead then tightly twisting them together; they were then bonded by soldering.

Each lead was carefully twisted together along its entire length to eliminate pick up. The ends were then brought out via multicore cable and terminals to the same rotary switch as used for the search coils in section 4.5.3. Permabond was used to stick the couples to the loss member.

4.5.4.2 Temperature measurement

A Pitman Veritell-D digital pyrometer was used to measure the temperatures. It was designed for use with copper-constantan thermocouples only and had a temperature range of 0 - 400 °C with an indicator accuracy of 0.25% range + 1 digit at room temperature. Cold junction compensation was fitted as standard. The input impedance was not less than 1 megohm and the thermocouple lead resistance may be as high as 100 ohms without effect on accuracy.

Initial zeroing of the digital pyrometer was performed using a standard copper-constantan thermocouple immersed in melting ice. The zero was also checked periodically during the experimental tests.

The instrument was connected directly to the rotary switch terminals so that any of the loss member thermocouples could be switched in to it. Also connected to the rotary switch and in parallel with the digital pyrometer was a high input impedance x-y plotter which was used to record surface temperature against speed and time.

4.5.5 Surface current density

4.5.5.1 Position of current density probes on loss member surface

Figure 4.12 shows the matrix of current density probes on the loss member surface. Probes Z_1 to Z_11 have 1 cm centres and measure the distribution of...
radial current density, probes $X_1$ to $X_{11}$ also have 1 cm centres and measure the distribution of peripheral current density in the radial direction. Probes $Z_{12}$ and $Z_{13}$ span the two active regions and measure the mean radial current density; the results from these two probes were used to construct the peripheral airgap flux density waves.

Each current density probe consists of a pair of twisted leads each of 42 S.W.G. nickel-copper (CONSTANTAN) wire insulated with a double layer of rayon. The ends of each probe lead were physically attached to the loss member surface using a spot welding technique\textsuperscript{14} which had been found to give good results in practice.

The leads were terminated in the same manner as the search coils in section 4.5.3 and then brought out to the rotary switch. Permabond 101 was again used to fasten the leads to the loss member surface.

4.5.5.2 Current density measurement.

A current density probe does not measure directly what its name implies; it only measures the voltage $V$ between two points. However, knowing the distance $L_p$ between the probe centres and the resistivity, $\rho$, of the surface the magnitude of current density can be estimated from Ohms law equation 4.1:

\[
J = \frac{V}{\rho L_p} \quad (4.1)
\]

Equation 4.1 is inaccurate if the temperatures between the two probe contacts are radically different this is obvious since $\rho$ is a function of temperature.

Even though the probe does not measure the magnitude of current density, the time varying voltage and surface current density do have the same general shape provided the value of $\rho$ at the two contact points is approximately the same. The output from the current density probes was fed to a storage oscilloscope and the traces recorded using a polaroid camera.
4.6 Conclusions

In this chapter the new experimental high speed dynamometer has been described along with its instrumentation. Most of its design features are superior to the original Redman, Heenan, Froude specification and it is thought that the new machine is satisfactory for a 75 kW, 14,000 rev/min dynamometer. Ultimately however it will be judged on its dynamic performance which is analysed in chapter 5.
CHAPTER 5

THE HIGH SPEED DYNAMOMETER - EXPERIMENTAL RESULTS
5.0 The high speed dynamometer - experimental results

5.1 Introduction

In this chapter the experimental work on the high speed dynamometer is discussed. The main objectives of the work were:

a) to investigate the performance of the new machine and confirm that it is suitable for a 75 kW, 14000 rev/min dynamometer,

b) establish whether or not existing coupling theory\(^4\),\(^8\) could be used with confidence to design high speed machines and

c) study the behaviour of a water cooled loss member and the effects of surface temperature on the performance of a disc type coupling.

To verify that the experimental machine obeyed general coupling theory measurements of torque, slip speed, fundamental flux per pole and peak fundamental armature reaction mmf were obtained and compared with the numerous generalised curves. The relationships between these quantities are also determined and compared with the theoretical exponents derived by Davies\(^3\).

The measured surface temperatures and thermal time constants are analysed and the results compared with predicted values which were derived using the theory of chapter 2.

In the last part of the chapter the new machine's transient response is studied.

5.2 Standstill magnetisation curves

Before commencing general testing, the standstill saturation curves were measured and compared with the design curves. Figure 5.1 shows the curves of measured and calculated fluxes leaving ($\phi_1$) and entering ($\phi_0$) the laminated sections of the field member.
The calculated curves are based on an equivalent magnetic circuit with the branches representing the reluctance of the various flux paths. Correlation between measured and calculated curves is very good considering the straight line approximations made when estimating many of the reluctance values.

Figure 5.2 shows a half section of the dynamometer and a table of the measured and calculated flux distribution at standstill, where 1 and 2 are total fluxes entering and leaving the loss member active regions, 3 is shaft leakage flux, 4 and 5 fluxes leaving and entering the laminated sections of the field member and 6, 7, 8 the leakage fluxes around the outside of the field member.

**DISTRIBUTION OF FLUX AT STANDSTILL, EXCITATION: J. A.**

![Diagram of flux distribution at standstill]

<table>
<thead>
<tr>
<th>Measured (mWb)</th>
<th>Calculated (mWb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 : 15.3</td>
<td>16.5</td>
</tr>
<tr>
<td>2 : 10.8</td>
<td>11.1</td>
</tr>
<tr>
<td>3 : 0.53</td>
<td>neglected</td>
</tr>
<tr>
<td>4 : 17.5</td>
<td>17.5</td>
</tr>
<tr>
<td>5 : 13.1</td>
<td>12.1</td>
</tr>
<tr>
<td>6 : 2.65</td>
<td>2.08</td>
</tr>
<tr>
<td>7 : 0.31</td>
<td>0.72</td>
</tr>
<tr>
<td>8 : 2.04</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Figure 5.2

(3, 6, 7, 8 are leakage fluxes)

The measured leakage fluxes are seen to be high. In a practical machine they could be substantially reduced by closing the two airgaps to their design value, 0.5 mm, and replacing the mild steel spacer between the loss member and field former with a non-magnetic one. These modifications would tend to equalise the fluxes $\Phi_1$ and $\Phi_0$ which is desirable for performance reasons.
5.3 Torque-slip curves

Figure 5.3 shows the family of torque-slip curves for the experimental machine. They were obtained by setting the field current at standstill and maintaining it constant with a constant current power supply, then increasing the speed of the drive coupling. The speed and torque signals were fed to an x-y recorder which plotted the torque-slip curves automatically as speed increased. Other researchers\textsuperscript{3,9,10} used this method to obtain the curves quickly and limit the temperature rise of the loss member.

To verify that temperature rise was negligible, various loss member surface temperature against slip curves were taken simultaneously with the torque-slip curves using another x-y plotter. The curves are not included for space reasons but do show that loss member surface temperature does not increase appreciably whilst a torque-slip curve is taken.

Because the loss member is water cooled, its temperature falls rapidly to the water inlet temperature after the excitation is removed. The value of resistivity ($\sigma$) to be used for any theoretical comparisons with the torque-slip curves may therefore be taken at the water inlet temperature.

The power developed by the machine at 2000 rev/min had to be at least a quarter of 75 kW to meet the dynamometer specification (see chapter 4). Torque corresponding to this power level at 2000 rev/min is 90 Nm; figure 5.3 shows that this is easily exceeded when rated excitation, 6A, is applied.

In later sections the torque slip curves are plotted on log-log paper and compared with Davies\textsuperscript{3,8} generalised torque-slip curve.

5.4 Variation of main fluxes with excitation at various slip speeds

The search coils described in section 4.5.3.1 were used to check the variations of the main fluxes with speed and excitation. Flux measurements were carried out using the method of reversals\textsuperscript{3}. At high speeds, the excitation had to be kept low because of drive limitations.
Figure 5.4 shows total flux \( \Phi_1 \) leaving the inner laminated section of the field through search coil 4 and figure 5.5 the total flux \( \Phi_0 \) entering the outer laminated section of the field through search coil 5. Both quantities are plotted against excitation at various slip speeds.

A comparison of the two figures reveals immediately that \( \Phi_1 \) is considerably larger than \( \Phi_0 \). In section 5.2 it has been shown that this difference was caused by the high leakage fluxes around the outside of the loss member. The standstill leakage fluxes are plotted against excitation on figure 5.6.

The curves on both figures 5.4 and 5.5 are not as divergent with speed as in Lundell\(^3,9\) or salient pole couplings\(^10\). Their general form is understandable if the operation of inductor couplings is considered in simplified form. For a given field current, a flux exists in the machine at standstill whose value is dictated by the magnetic circuit. Figure 5.7 shows the idealised standstill airgap flux density wave, \( B_g \), in an inductor coupling; it is unidirectional because of the homopolar field.

**Idealised Standstill Airgap Flux Density Wave in an Inductor Coupling.**

The Fourier series for \( B_g \) is given by

\[
B_g = B_t \left[ K' + \sum_{h=1,2}^{\infty} \frac{\sin(hK') \cos(h\Theta)}{h} \right] \tag{5.1}
\]
Equation 5.1 shows that 

\[ B_g \]

contains a mean level plus all the odd and even harmonics. The fundamental component is the major torque producer whilst the mean level contributes nothing and only saturates the magnetic circuit.

With a tooth width/tooth pitch ratio \( (K') \) of 0.45, it can be shown from equation 5.1 that the mean level and fundamental have similar magnitudes. This means, approximately, that only half the flux in the machine is used usefully.

When the airgap flux density moves relative to the loss member, the fundamental component generates eddy-currents in that member; these in turn produce an armature reaction flux. The armature reaction flux subtracts from the fundamental flux (Lenz's law) and so less is available to generate losses, but the mean level is unaffected. Eventually a balance is reached when the mmf needed to set up fundamental flux, overcome armature reaction flux and establish the mean level equals the applied field mmf.

As speed rises the fundamental flux will fall, because less is needed to generate losses, and the armature reaction flux will rise, the mean level remaining approximately the same. This now means that the reduction in total flux will be much less than in Lundell\(^3\) or salient pole\(^10\) couplings; it is in fact roughly half their reduction. This is exactly what figures 5.4 and 5.5 show. The wave forms of airgap flux density will obviously change with speed and excitation and they will be discussed later.

5.5 Torque variation with excitation and total flux \( \Phi_1 \) at various slip speeds

Figure 5.8 shows torque plotted against excitation and total flux \( \Phi_1 \) at various slip speeds. The slopes for both flux and excitation are nearly the same which verifies that the flux - excitation curve is approximately linear over a wide range of frequencies as figure 5.4 shows.
No conclusions concerning general coupling theory \(^4,8\) can be drawn from these curves since the situation is obscured by the torque, which is the resultant of two different torque-slip curves, and total flux which includes all the harmonics and a mean level. Nevertheless, the relationship between torque (outer) and fundamental flux for the outer region can be computed and compared with theory; this is done in later sections.

Even though no specific conclusions can be drawn from figure 5.8 it is suspected that general trends will be obeyed.

It can be shown \(^3\) theoretically that:

\[
T \propto (I_f)^{1.54} \quad \text{(at speeds in excess of } n_m) \quad (5.2)
\]

and

\[
T \propto (I_f)^{2.85} \quad \text{(at speeds much lower than } n_m) \quad (5.3)
\]

A third relationship is also known \(^4,8\)

\[
T \propto (I_f)^2 \quad \text{(at } n_m) \quad (5.4)
\]

The equations show that as speed increases the exponent of \(I_f\) decreases, figure 5.8 shows this tendency.

At 6000 rev/min (approaching peak torque), Slope of (a) = 2.06 (compare 2.0)

At 500 rev/min (low speed), Slope of (g) = 2.36 (compare 2.85)

The comparisons are approximate, but do show that the experimental machine tends to obey the general relationship between torque and excitation.

This observation is extremely significant because the maximum frequency of eddy-currents in Davies \(^3\) coupling was 150 Hz. The loss member eddy-current frequencies in the experimental dynamometer at 6000 rev/min were 1.8 kHz and 0.9 kHz in the outer and inner regions respectively; that is to say twelve and six times higher than the eddy-current frequency in Davies \(^3\) coupling.
The indication is that the governing factor in coupling operation is the actual speed with respect to the speed at peak torque \((n/n_m)\) and not eddy-current frequency which appears to be arbitrary. This is investigated in detail later.

5.6 Surface current density

5.6.1 Oscillograms of current density across the loss member surface

In section 4.5.5.1 and figure 4.12 the matrix of current density probes on the surface of the loss member was described.

The purpose of the 1 cm centre probes was to:

a) enable a general investigation to be carried out of the current density distribution across the double region loss member,

b) determine whether or not the different frequency eddy-currents in the two regions influenced each other and hence confirm or otherwise the assumption that the machine could be treated as two separate couplings for design purposes, and

c) check if the signals from probes \(Z_{12}\) and \(Z_{13}\) will be representative of the mean radial current density across the two active regions.

Probes \(X_1\) to \(X_{11}\) and \(Z_1\) to \(Z_{11}\) were not all positioned on the same radial line as shown on figure 4.18. Initially only probes at the inner and outer edges of the two active regions were included; the others were added as the work progressed and for space reasons were distributed around the loss member. Their phase relationships are therefore arbitrary, but their magnitudes are related and can be compared.

Figures 5.9 to 5.14 show the oscillograms of the current density waves taken from the 1 cm probes at various slip speeds and excitations. It was intended to take six sets of oscillograms with 2A and 4A excitation at 2000, 4000 and 6000 rev/min, but the drive motor overloaded at 4A, 6000 rev/min so a set at 3A, 6000 rev/min were taken instead. The figures show that the wave shapes from each
probe are similar, even though excitation and slip speed change. A close inspection however reveals that their magnitudes are different (see section 5.6.2).

Probes $X_1$, $Z_1$, $X_7$, $Z_7$, $X_{11}$, $Z_{11}$ measure the current density in the three end regions of the machine. The oscillograms from probes $X_1$, $Z_1$, $X_{11}$ and $Z_{11}$ show that the waves become sinusoidal when the eddy-currents are outside the influence of the inducing airgap flux density. In a later section their peak to peak magnitudes are plotted against slip speed at various excitations. Davies also observed that the end region current density waves were sinusoidal in a drum type coupling.

The reasons for the waves becoming sinusoidal are not fully understood nor are end-effects* in general. One theory is that because the wavelengths of the airgap flux density harmonics in the peripheral direction are much less than the length of the active region, the machine appears infinitely long to these same harmonics. It is known that machines satisfying the wavelength condition for the fundamental tend to have negligible end-effect. Therefore, it can be argued that the same criterion also applies to the harmonics, and since Gibbs has shown the equivalence of the airgap flux density wave in the peripheral direction, $E_y(x)$, and the time distributed radial current density, $J_z(t)$, at the surface of the loss member then a full solution for the fundamental current density may adequately account for end effects.

The oscillograms from probes $X_7$ and $Z_7$ also show a tendency for the waves to become sinusoidal. They are not as clearly defined as the waves in the other two end regions but do show that the lower frequency of the inner eddy-currents is apparently dominant. To obtain more information about the eddy-current interaction between the two regions requires a much finer mesh of probes. Neverthe-

* End-effects refer to the influence of all eddy currents outside the active region.
less, an insight to the problem is provided by the oscillograms from probes \( Z_{10} \), \( Z_8 \) and \( Z_6 \). They show that the waves from \( Z_{10} \) and \( Z_8 \) are the same frequency and approximately the same magnitude, and that from \( Z_6 \) has the same general shape, but is half their frequency.

If the two regions had a major influence on each other, the wave from \( Z_8 \) would be different to that from \( Z_{10} \) because the latter is at the outer edge and not influenced by the inner region. While this does not prove conclusively that the two regions can be treated separately and hence as two independent machines, it is thought the assumption is reasonable for design purposes.

It can be shown theoretically that the peripheral and radial current density components should be zero and maximum respectively at the centre of the active region. The oscillograms show this is true for the outer region, but not for the inner region which has a pronounced unsymmetrical distribution. This may be due to current crowding caused by the hole in the centre of the loss member. The oscillograms from probes \( X_2 \) and \( Z_2 \) show clearly that the eddy-currents are turning round dramatically before they reach the middle. Interestingly enough the active region swept area above and below probe \( X_5 \) is approximately the same; however, the unsymmetrical distribution needs further investigation.

The source of the ripple on some of the oscillograms, particularly \( X_2 \) and \( Z_2 \), is not known, but it is thought to be produced by either bad probe contacts on the loss member surface or much more likely the wires from the probe contacts are not laid exactly in line therefore introducing a \( d\phi/dt \) voltage into the probe signal.

5.6.2 Current density distribution across the two active regions.

The oscillograms on figures 5.9 to 5.14 show that the current density distribution across the outer active region is symmetrical, but across the inner
active region it is unsymmetrical. To illustrate this more clearly the quantities defined on figure 5.15 were measured from the active region oscillograms, at various slip speeds and excitations, and their actual current density magnitudes were calculated as detailed in section 4.5.5.2.

\[ f(J_z) \text{ and } f(J_x) \]

General shapes of radial current density wave (1) and peripheral current density wave (2).

**Figure 5.15**

The results are plotted on figures 5.16 to 5.19 and show, at the same speed and excitation, that the peak radial current density magnitudes are approximately the same in both regions, which is surprising in view of their different parameters. The explanation is found by comparing the ratio of the measured magnitudes with that calculated using the well known equation:

\[ \bar{c} = B \cdot \bar{v} \cdot l \]  

(5.5)

where

- \( B \) = airgap flux density (T)
- \( \bar{v} \) = the relative velocity between rotor and loss member given by \( 2\pi r_{av} \cdot N \) (m/s); \( N \) is slip speed (rev/s) and \( r_{av} \) the mean radius of the current density probe (m).
- \( l \) = length of probe \( Lp \) (m)
- \( e \) = the emf across the probe terminals (V).
Consider the magnitudes from probes $Z_9$ and $Z_5$ at 2A, 6000 rev/min; from figures 5.16 and 5.17, the ratio of $J_{Z_9}/J_{Z_5}$ can be shown to be 1.08.

From figures 5.4 and 5.5 the ratio of $\phi/\phi'$ (proportional to $B/o/B'$) at 2A, 6000 rev/min is 0.7. The mean radius of probe $Z_9$ is 156 mm and for $Z_5$ 97 mm. Substituting these figures into equation 5.5 and remembering the probes are the same length:

$$\frac{J_{Z_9}}{J_{Z_5}} \propto \frac{e_{\text{outer}}}{e_{\text{inner}}} = \frac{0.7 \times 156}{97} = 1.12$$

(measured 1.08)

This simple analysis shows that the uneven flux distribution between inner and outer produces approximately the same peak current density magnitudes in the two regions of the loss member. It can be shown that the analysis also applies to the other probes.

5.6.3 End region current density

The peak to peak values of the oscillograms from probes $X_1$, $Z_1$, $X_{11}$ and $Z_{11}$ were measured and their magnitudes calculated as described in section 4.5.5.2. Figure 5.20 shows the components plotted against frequency at various excitations. The radial magnitudes in both end regions are seen to be approximately the same, which is not too surprising considering the results of section 5.6.2. What is surprising, however, is that the radial and peripheral magnitudes in both end regions, at the same speed and excitation, are also approximately the same. It would be interesting to see if this equal distribution pattern is repeated further out in the end regions.

Figure 5.20 also indicates that the magnitudes are approximately proportional to both speed and excitation over the range covered. The linear relationship between the magnitudes and excitation is to be expected, since figures 5.4 and 5.5 show that the machine is unsaturated at 4A, 6000 rev/min. Even though straight lines have
been drawn through the experimental points it is suspected that they do in fact lie on curves flattening out at higher frequencies. This is also implied by the straight lines themselves as they do not pass through the origin at zero slip speed, which of course they should.

5.6.4 Oscillograms of the mean radial surface current density in the active regions

To determine whether the new machine obeys general coupling theory estimates must be made of the peak fundamental armature reaction mmf \( \left( \Phi_r \right) \) and fundamental flux per pole \( (\Phi_{ac}) \). Both these quantities are derived from the peripheral airgap flux density waves which are usually obtained from search coils spaced across a tooth or pole. Normal methods could not be used because it was not possible to measure the signals from search coils attached to the high speed rotor.

The alternative was to measure the active region radial current density and then construct the airgap flux density wave using equation 5.6

\[
\frac{Ez}{dt} = \frac{By}{dx} \quad (5.6)
\]

This equation was given by Gibbs and shows that the time varying radial current density is proportional to the space distributed peripheral airgap flux density at the surface of the loss member.

The two full length active region probes (see section 4.5.5) \( Z_{12} \) and \( Z_{13} \) were used to obtain oscillograms of the radial current density. In a previous section, it was shown that the current density magnitudes varied across the active regions, particularly the inner where it falls appreciably towards the middle. The two probes therefore measure the mean radial current density.

Figures 5.21 to 5.24 show the oscillograms from probes \( Z_{12} \) and \( Z_{13} \). The waves are the normal peaky type expected in couplings and the demagnetising effect of the armature reaction at the higher speeds can clearly be seen. Figure 5.24 shows the oscillograms taken from probe \( Z_{13} \) at low slip speeds. The waves at 500 rev/min are poor quality due to lack of sensitivity of the control system at
low speeds and to the oscilloscope which was set on its lowest range for these
pictures. They show that the armature reaction is very small at 500 rev/min,
which corresponds to an eddy-current frequency in the outer region of 150 Hz.
The significance is that in Davies\(^3\) coupling at 150 Hz the armature reaction was
completely dominant, but at this frequency his coupling was operating well above
the peak torque point the experimental dynamometer was not.

In section 5.6.3 it was shown that the current density distribution across
the outer active region was symmetrical, but across the inner region unsymmetrical.
Because of the labour involved, it was decided to analyse the oscillograms from
probes \(Z_{13}\) only. It was argued that if general coupling theory\(^8\) could be shown to
apply for the outer region then it must also apply to the inner region, since the
outer region eddy-current frequency was double that of the inner. In the next
section, the results from probes \(Z_{13}\) are used to derive the on-load peripheral
airgap flux density wave in the outer active region.

5.7 Airgap flux density

5.7.1 Derivation of the peripheral airgap flux density distribution in the outer region

The current density oscillograms from probes \(Z_{13}\) were replotted on a
much larger scale and their zero line, see figure 5.25 later in text, found by
counting squares; they were also converted to flux density using equation 5.7
which is derived from (5.5)

\[
B(\text{outer}) = \frac{e}{L_p \cdot v} \quad (T) \quad (5.7)
\]

where
\[
e = \text{probe voltage}
\]
\[
L_p = \text{length of probe (equals the length of the outer active}
\]
\[
\text{region, } L_A = 3.2 \times 10^{-2} \text{ m}
\]
\[
v = \text{mean velocity of rotor with respect to the outer region}
\]
\[
= 2\pi r_{av} N
\]
\[ r_{av} = \text{mean radius of outer region} = 0.156 \text{ m} \]

\[ N = \text{rotor slip speed (rev/s)} \]

The areas above and below the zero line are equal by Kirchoff's law, since they represent the current that flows under a tooth in one direction and back under a neighbouring slot in the opposite direction. Unfortunately the flux density waves produced solely from the oscillograms, by replotting and using equation 5.7, are not the complete peripheral airgap flux density waves; a mean d.c. level must be added before they are useful. The loss member in a homopolar coupling reacts only to the space varying components of airgap flux density and so the current density oscillograms are simply facsimiles of these changing quantities and do not show the d.c. flux density level.

The full pitch search coils, discussed in section 4.5.3.2, were used to measure the standstill tooth and slot flux densities. It will be obvious from the nature of the experimental machine that the flux linking the two search coils depends on their position with respect to the inserts in the rotor. The flux was measured using the method of reversals^3 and the rotor was moved until maximum and minimum readings were obtained. These readings are not the exact tooth and slot fluxes because considerable fringing takes place as the flux crosses the airgap. Nevertheless, they are compatible with the oscillograms since they were both measured in the same plane, at the surface of the loss member.

The minimum reading, \( \Phi_{F,P} \) (min), is a measure of the slot flux, \( \Phi_s \), and when it is divided by the area of the full pitch search coil, \( A_{F,P} \), the mean slot flux density, \( B_s \), is obtained. The maximum reading, \( \Phi_{F,P} \) (max) is not the tooth flux, \( \Phi_t \), because the tooth width/tooth pitch ratio is 0.45 and the full pitch coils have a pitch of 0.5. So, the maximum reading includes a fraction of the slot flux as well as the tooth flux. Equation 5.8 was therefore used to calculate slot
flux from the measured maximum values; the value of $\phi_t$ is approximate because fringing is neglected.

$$\phi_t = \left[ \phi_{F.P.}^{\text{(max)}} - 0.1 \phi_{F.P.}^{\text{(min)}} \right]$$  \hspace{1cm} (5.8)

Mean slot flux density, $B_t$, was then found by dividing $\phi_t$ by the area of the inserts, $A_t$. The areas of the inserts and search coils in the two regions are given below.

$$A_{F.P.}^{\text{(outer)}} = 8.64 \times 10^{-4} \text{ m}^2$$
$$A_{F.P.}^{\text{(inner)}} = 17.20 \times 10^{-4} \text{ m}^2$$
$$A_t^{\text{(outer)}} = 7.79 \times 10^{-4} \text{ m}^2$$
$$A_t^{\text{(inner)}} = 15.55 \times 10^{-4} \text{ m}^2$$

Table 5.1 gives the measured maximum and minimum standstill fluxes from the full pitch search coils and the corresponding tooth and slot flux densities at various excitations.

<table>
<thead>
<tr>
<th>Excitation (A)</th>
<th>Standstill flux from full pitch search coils, $\phi_{F.P.}$ (mWb)</th>
<th>Mean standstill airgap flux density (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OUTER</td>
<td>INNER</td>
</tr>
<tr>
<td>2</td>
<td>0.246</td>
<td>0.0466</td>
</tr>
<tr>
<td>3</td>
<td>0.37</td>
<td>0.0713</td>
</tr>
<tr>
<td>4</td>
<td>0.493</td>
<td>0.092</td>
</tr>
</tbody>
</table>

The d.c. flux density levels were introduced by assuming the slot magnetisation was negligible at 500 rev/min, figure 5.24 shows that armature reaction is small at this speed. $B_s$ was then drawn tangentially to the lowest point on the replotted 500 rev/min waves, see figure 5.25, and hence $B_t$ scaled from this reference point.
Knowing where the zero line of the 500 rev/min wave was, by counting squares, $B_{\text{mean}}$ was then measured. This value was then added to the zero line of other replotted oscillograms at the same excitation, but higher slip speeds. The reference level was therefore established for each replotted wave and so $B_t$ and $B_s$ were then measured from it.

Figures 5.26 to 5.28 show the constructed peripheral airgap flux density waves at the surface of the loss member in the outer region; armature reaction effects are evident in all the waves. It can be seen that, as the speed increases at a given excitation, the resultant flux falls as the armature reaction produced flux rises.

The phase angle of armature reaction $^3$ is also seen to change and in common with the results from Davies $^8$ inductor coupling it is greater than $60^\circ$, whereas that for a Lundell $^4$ coupling, over a similar speed range, approached $53^\circ$. The discrepancy originates from the slightly different mechanisms that produce the
alternating flux components and the pole arc/pole pitch ratio which is different\textsuperscript{8} in Lundell and inductor couplings. The angle increases with speed because the armature reaction produced flux must move, by Lenz's law, to oppose the applied flux. This is similar to armature reaction in synchronous machines which, in the limit, progresses to the quadrature axis therefore magnetising the quadrature axis and demagnetising the direct axis. Similarly in couplings the armature reaction magnetises the slot and demagnetises the tooth.

The armature reaction phase angles were not analysed in detail because of the approximate method used to obtain $B_t$ and $B_s$. A small error in these quantities will change the phase angles considerably as the figures show. Two other quantities were derived from these curves:

a) The fundamental and harmonic components of airgap flux density were obtained by Fourier analysis.

b) The magnitudes of the peak fundamental armature reaction mmf, $\Phi_{r1}$ were estimated.

These quantities are used later in checking Davies\textsuperscript{8} general eddy-current coupling theory.

The applied mmf was not distributed equally between the four active regions because of the leakage paths which produce different flux densities in each airgap, see section 5.2. For this reason, the AT/tooth values shown on figures 5.26 to 5.28 were estimated approximately by assuming that there is negligible mmf loss in the magnetic circuit, and that the flux density in the active and parasitic airgaps was the same, i.e. neglecting leakage flux between the two regions. This implies that all the applied mmf was used in forcing flux across the two airgaps and also distributed in the ratio of the measured standstill flux density in each active region.
5.7.2 Fourier analysis of the airgap flux density waves

Each of the on-load airgap flux density waves shown on figures 5.26 to 5.28 were analysed up to the 17th harmonic using a computer program. This required a minimum of 36 points for each wave, so they were divided into $36 \times 10^0$ intervals.

The Fourier analysis of the flux density waves is summarised in tables 5.2, 5.3, 5.4, 5.5 and 5.6.

Table 5.2 shows that the fundamental component of airgap flux density decreases with slip speed. This was expected and these results are analysed in detail later.

It can be seen from table 5.3 that the mean flux density remains approximately constant over the speed range, as it should, and also doubles with excitation. This is a valuable check and gives confidence in the method used to construct the airgap flux density waves, particularly the inclusion of the mean standstill levels using the full pitch search coils.

In tables 5.4 to 5.6 the harmonic content of the waves is seen to be high. All the odd and even harmonics are present with the 3rd, 5th, 7th and 9th dominant. At low speeds, the even harmonics are negligible. This is explained by assuming the airgap flux density wave, at low speeds, approximates to the idealised standstill wave shown on figure 5.7. The assumption is reasonable because armature reaction effects are small at low speeds. Equation 5.1 gave the Fourier series for the idealised wave and the coefficient of the harmonic components was given by

$$\left| B_{gh} \right| = \frac{\sin (hk'\pi)}{h}$$

(5.9)

With a tooth width/tooth pitch ratio $(k')$ of 0.45 it can be shown from equation 5.9 that there are practically no even harmonics. As slip speed increases the airgap flux density waves become peaky because of armature reaction and hence their even harmonic content increases as the tables indicate.
Table 5.2

Peak values of the fundamental component of the peripheral airgap flux density waves expressed in Tesla

<table>
<thead>
<tr>
<th>Excitation (A)</th>
<th>500</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.135</td>
<td>0.106</td>
<td>0.095</td>
<td>0.09</td>
</tr>
<tr>
<td>3</td>
<td>0.184</td>
<td>0.143</td>
<td>0.134</td>
<td>0.127</td>
</tr>
<tr>
<td>4</td>
<td>0.246</td>
<td>0.195</td>
<td>0.172</td>
<td>0.161</td>
</tr>
</tbody>
</table>

Table 5.3

Mean flux density of the peripheral airgap flux density waves expressed in Tesla

<table>
<thead>
<tr>
<th>Excitation (A)</th>
<th>500</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.165</td>
<td>0.161</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>0.24</td>
<td>0.235</td>
<td>0.237</td>
<td>0.237</td>
</tr>
<tr>
<td>4</td>
<td>0.315</td>
<td>0.301</td>
<td>0.296</td>
<td>0.295</td>
</tr>
</tbody>
</table>
### Table 5.4

Mean level and harmonic content of the peripheral airgap

Flux density waves expressed as a per unit of the fundamental

**EXCITATION : 2A**

<table>
<thead>
<tr>
<th>h</th>
<th>n</th>
<th>500</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>1.23</td>
<td>1.52</td>
<td>1.67</td>
<td>1.78</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.058</td>
<td>0.187</td>
<td>0.241</td>
<td>0.291</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.395</td>
<td>0.454</td>
<td>0.473</td>
<td>0.497</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.043</td>
<td>0.087</td>
<td>0.118</td>
<td>0.146</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.224</td>
<td>0.258</td>
<td>0.276</td>
<td>0.290</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.050</td>
<td>0.058</td>
<td>0.081</td>
<td>0.098</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.144</td>
<td>0.161</td>
<td>0.179</td>
<td>0.190</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.053</td>
<td>0.055</td>
<td>0.075</td>
<td>0.085</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.095</td>
<td>0.106</td>
<td>0.121</td>
<td>0.134</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.058</td>
<td>0.059</td>
<td>0.077</td>
<td>0.086</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>0.064</td>
<td>0.075</td>
<td>0.083</td>
<td>0.101</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>0.059</td>
<td>0.064</td>
<td>0.076</td>
<td>0.086</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>0.041</td>
<td>0.055</td>
<td>0.067</td>
<td>0.080</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>0.062</td>
<td>0.066</td>
<td>0.078</td>
<td>0.083</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.025</td>
<td>0.042</td>
<td>0.057</td>
<td>0.063</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>0.064</td>
<td>0.065</td>
<td>0.077</td>
<td>0.086</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>0.013</td>
<td>0.036</td>
<td>0.050</td>
<td>0.061</td>
</tr>
</tbody>
</table>

\[ n \] = slip speed, rev/min

\[ h \] = harmonic order
Table 5.5

Mean level and harmonic content of the peripheral airgap flux
density waves expressed as a per unit of the fundamental

<table>
<thead>
<tr>
<th>n</th>
<th>500</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>1.3</td>
<td>1.585</td>
<td>1.76</td>
<td>1.87</td>
</tr>
<tr>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>0.103</td>
<td>0.218</td>
<td>0.257</td>
<td>0.304</td>
</tr>
<tr>
<td>2</td>
<td>0.415</td>
<td>0.484</td>
<td>0.509</td>
<td>0.519</td>
</tr>
<tr>
<td>3</td>
<td>0.051</td>
<td>0.098</td>
<td>0.123</td>
<td>0.155</td>
</tr>
<tr>
<td>4</td>
<td>0.224</td>
<td>0.270</td>
<td>0.295</td>
<td>0.302</td>
</tr>
<tr>
<td>5</td>
<td>0.050</td>
<td>0.064</td>
<td>0.083</td>
<td>0.097</td>
</tr>
<tr>
<td>6</td>
<td>0.140</td>
<td>0.164</td>
<td>0.184</td>
<td>0.197</td>
</tr>
<tr>
<td>7</td>
<td>0.056</td>
<td>0.072</td>
<td>0.087</td>
<td>0.094</td>
</tr>
<tr>
<td>8</td>
<td>0.097</td>
<td>0.112</td>
<td>0.127</td>
<td>0.147</td>
</tr>
<tr>
<td>9</td>
<td>0.061</td>
<td>0.077</td>
<td>0.092</td>
<td>0.098</td>
</tr>
<tr>
<td>10</td>
<td>0.070</td>
<td>0.080</td>
<td>0.096</td>
<td>0.115</td>
</tr>
<tr>
<td>11</td>
<td>0.067</td>
<td>0.080</td>
<td>0.094</td>
<td>0.099</td>
</tr>
<tr>
<td>12</td>
<td>0.049</td>
<td>0.054</td>
<td>0.074</td>
<td>0.089</td>
</tr>
<tr>
<td>13</td>
<td>0.070</td>
<td>0.077</td>
<td>0.093</td>
<td>0.099</td>
</tr>
<tr>
<td>14</td>
<td>0.033</td>
<td>0.039</td>
<td>0.058</td>
<td>0.075</td>
</tr>
<tr>
<td>15</td>
<td>0.073</td>
<td>0.073</td>
<td>0.090</td>
<td>0.093</td>
</tr>
<tr>
<td>16</td>
<td>0.016</td>
<td>0.025</td>
<td>0.046</td>
<td>0.065</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

n = slip speed, rev/min
h = harmonic order
Table 5.6

Mean level and harmonic content of the peripheral airgap flux density waves expressed as a per unit of the fundamental

**EXCITATION : 4A**

<table>
<thead>
<tr>
<th>n</th>
<th>500</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.28</td>
<td>1.55</td>
<td>1.73</td>
<td>1.84</td>
</tr>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>0.101</td>
<td>0.229</td>
<td>0.278</td>
<td>0.321</td>
</tr>
<tr>
<td>3</td>
<td>0.414</td>
<td>0.487</td>
<td>0.521</td>
<td>0.536</td>
</tr>
<tr>
<td>4</td>
<td>0.057</td>
<td>0.096</td>
<td>0.133</td>
<td>0.162</td>
</tr>
<tr>
<td>5</td>
<td>0.229</td>
<td>0.277</td>
<td>0.305</td>
<td>0.320</td>
</tr>
<tr>
<td>6</td>
<td>0.060</td>
<td>0.077</td>
<td>0.101</td>
<td>0.117</td>
</tr>
<tr>
<td>7</td>
<td>0.142</td>
<td>0.172</td>
<td>0.197</td>
<td>0.208</td>
</tr>
<tr>
<td>8</td>
<td>0.066</td>
<td>0.082</td>
<td>0.102</td>
<td>0.111</td>
</tr>
<tr>
<td>9</td>
<td>0.093</td>
<td>0.113</td>
<td>0.136</td>
<td>0.147</td>
</tr>
<tr>
<td>10</td>
<td>0.067</td>
<td>0.086</td>
<td>0.106</td>
<td>0.112</td>
</tr>
<tr>
<td>11</td>
<td>0.063</td>
<td>0.081</td>
<td>0.097</td>
<td>0.109</td>
</tr>
<tr>
<td>12</td>
<td>0.069</td>
<td>0.086</td>
<td>0.104</td>
<td>0.111</td>
</tr>
<tr>
<td>13</td>
<td>0.040</td>
<td>0.058</td>
<td>0.072</td>
<td>0.084</td>
</tr>
<tr>
<td>14</td>
<td>0.071</td>
<td>0.085</td>
<td>0.103</td>
<td>0.108</td>
</tr>
<tr>
<td>15</td>
<td>0.023</td>
<td>0.044</td>
<td>0.056</td>
<td>0.066</td>
</tr>
<tr>
<td>16</td>
<td>0.070</td>
<td>0.083</td>
<td>0.100</td>
<td>0.105</td>
</tr>
<tr>
<td>17</td>
<td>0.011</td>
<td>0.035</td>
<td>0.045</td>
<td>0.057</td>
</tr>
</tbody>
</table>

\[ n = \text{slip speed, rev/min} \]

\[ h = \text{harmonic order} \]
5.7.3 Harmonic torques

In this thesis, "harmonic torques" refer to the components of torque produced by the airgap flux density harmonics. These torques add directly to the fundamental torque because airgap flux density harmonics are space harmonics and travel at the same speed as the fundamental flux density.

Since this subject is controversial and its analysis complex it will not be discussed in detail here. It is clear however, from other authors' work that in the region of peak torque the contribution by all the harmonics to the total torque is between 9% and 36%. These figures were both based on Davies' fundamental flux equation and also that the hth harmonic poles are h times the fundamental poles and the flux/pole is 1/h for the same peak flux density. The general equation used was

\[
\frac{T_h}{T_1} \propto \frac{1}{h^{\frac{1}{4m-2}}} \left[ \frac{\hat{B}_h}{\hat{B}_1} \right]^{\frac{2m}{2m-1}}
\]  (5.10)

The two extreme values of m are 0.75 and 1.0, where m = 0.75 represents fully saturated conditions and m = 1.0 represents linear conditions. Davies produced the 9% value using m = 0.75 which gives

\[
\frac{T_h}{T_1} \propto \frac{1}{h} \left[ \frac{\hat{B}_h}{\hat{B}_1} \right]^3
\]

Using linear theory, m = 1.0, James estimated the 36% figure, which must be considered an overestimate since he proved that the loss member in his experimental machine was saturated (m < 1). The equation he used was
\[ \frac{T_h}{T_1} \propto \frac{1}{h^{1/2}} \left[ \frac{B_h}{B_1} \right]^2 \]

Wright\(^{10}\) points out that the truth must lie somewhere between the two because Davies approach underestimates the harmonic torques, he himself uses \( m = 0.77 \), so the relationship becomes

\[ \frac{T_h}{T_1} \propto \frac{1}{h^{0.92}} \left[ \frac{B_h}{B_1} \right]^{2.85} \]

These remarks and equations apply only to couplings with negligible end-effects. An estimate of the harmonic torques, based on equation 5.10, has not been made for the experimental machine because this had considerable end-effects with the added complications of unsymmetrical end regions plus a congested middle region in which eddy-currents of different frequencies existed.

During his research the author carried out extensive experimental and analytical work on harmonic torques, but due to certain aspects of the theory being incomplete and also lack of space it has not been included. Nevertheless, the following general conclusions were reached.

a) The value of pole arc/pole pitch ratio (tooth width/tooth pitch) is critical to the harmonic torque contribution in couplings; Davies has himself verified this\(^*\) experimentally.

b) The contribution of harmonic torques to the total torque was indeed between 9% and 36% in the region of peak torque, as other authors\(^{8,9,10}\) have shown.

\* Whilst working in America for the General Electric Company Davies carried out extensive unpublished work on inductor couplings with different tooth width/tooth pitch ratios. He observed that using \( K' \) values from 0.45 to 0.115 the reduction in total torque was approximately 50%. For \( K' = 0.115 \) the predicted torque, using fundamental flux only, was negligible which indicated that harmonic torques are considerable in couplings with low \( K' \) values.
c) Because the harmonic poles are \( h \) times the fundamental, the harmonic torques have speeds at peak harmonic torques \( n_{m,h} \) much higher than the fundamental \( n_{m,1} \). Consequently, even though the harmonic torques are small in the region of peak fundamental torque, their nature is such that when added to the fundamental torque-speed curve the resultant speed at peak torque \( n_{m} \) can be up to 4 times greater than the predicted \( n_{m,1} \). These comments only apply to couplings with negligible end-effects, when these are accounted for \( n_{m} \) can be as much as 8 times \( n_{m,1} \), but the resultant peak torque changes little. Most authors claim reasonable success in predicting absolute values of peak torque, yet none have predicted speed at peak torque values with any accuracy.

d) The ratio of harmonic torque to the fundamental increases with slip speed. It is thought that this is only true until the harmonic torques themselves reach their peak torque speeds.

e) Workable solutions for end-effects are available, but accurate calculation of the resultant absolute values of \( T_m \) and \( n_m \) still cannot be performed because of the more complicated problem of dealing with harmonic torques.

5.8 Fundamental flux per pole for the outer region

Figure 5.29 shows the variation of fundamental flux per pole, \( \phi_{ac_1} \), with slip speed for various excitations. The values were calculated from the peak fundamental airgap flux density components given in table 5.2. Fundamental flux per pole is defined as

\[
\phi_{ac_1} = \frac{2}{\pi} \hat{B}_1 \frac{\lambda_1}{2} L_A \tag{5.11}
\]

where

\[
\lambda_1 = 2 \frac{\lambda_r}{r_{av}} \text{ for the experimental machine.}
\]

\[
L_A = \text{length of outer active region.}
\]
From table 4.1, for outer region, therefore

\[ \Phi_{ac_1} = 5.5 \times 10^{-4} \hat{R}_1 \]

The values of \( \Phi_{ac_1} \) will be used later when general coupling theory is investigated.

5.9 Peak fundamental armature reaction mmf for the outer region

Davies method\(^3\) was used to estimate the peak fundamental armature reaction mmf, \( \hat{F}_{r_1} \), from the airgap flux density waves shown on figures 5.26 to 5.28. The method was developed for Lundell couplings and neglects harmonics higher than the third, which is also assumed to have the same zero as the fundamental armature reaction. It was therefore very approximate even when applied to Lundell couplings and Davies himself states that the numerical values of \( \hat{F}_{r_1} \) obtained by the method should be used with caution and not too much faith placed in them.

When applied to the experimental machine the basis of the method is not strictly correct because the armature reaction wave includes all the odd and even harmonics. In the absence of an alternative method however, it was used and errors can be expected in the numerical values of \( \hat{F}_{r_1} \). On the other hand their variation with torque and speed is thought to be correct, but this depends on whether the relative contributions of the fundamental and harmonic components to the resultant armature reaction wave remain the same.

One of the objectives of this work was to determine if general coupling theory\(^8\) applied to high speed machines. Hence, measurements of peak fundamental armature reaction mmf were included for the sake of completeness and because no data has been previously published on high speed couplings.

The measured values of \( \hat{F}_{r_1} \) are shown on figure 5.30 plotted against slip speed for various excitations. These values are used later when the relationship between torque, slip speed and armature reaction is derived for the outer region and also in checks on Davies\(^8\) normalised armature reaction curve.
5.10 Estimation of torque produced by the outer region

All Davies\sup{8} theoretical equations were derived for Lundell and salient pole couplings and strictly they only apply to any one individual machine. Nevertheless, it was stated previously that when designing inductor couplings it was usual to treat their two regions as separate machines. Davies' equations are therefore taken to apply to each of the two regions in the experimental dynamometer.

In later sections the relationships between fundamental torque, slip speed, peak fundamental armature reaction mmf and fundamental flux per pole will be investigated for the outer region; more specifically the experimental indices are compared with those predicted theoretically\sup{3}. Before this can be attempted however an estimate must be made of the relative torque contributions from the two regions. The numerical value of outer region torque, $T_{\text{(outer)}}$, can then be obtained from the measured torque which is the sum of $T_{\text{(outer)}}$ and $T_{\text{(inner)}}$.

The torque referred to in all Davies equations is the fundamental component, $T_{1}$, but fortunately the numerical values of the harmonic torques can be neglected in the speed range up to and including peak torque. This is the speed range covered in this experimental work and so

$$T_{1\text{(outer)}} \triangleq T_{\text{(outer)}} \quad \text{(see section 5.7.3)}$$

Peak fundamental torque, $T_{m,1}$, and speed at peak fundamental torque, $\eta_{m,1}$, are related to the coupling parameters by the following equations, which were given by Davies\sup{8} for drum couplings and are modified for disc couplings in Appendix 3.

$$T_{m,1} = \frac{p R L_A}{g} \left(\frac{F_g}{g}\right)^2$$  \hspace{1cm} (5.11)

$$\eta_{m,1} = \frac{\frac{2}{g} \frac{\psi_{m-1}}{p}}{R \left(\frac{F_g}{g}\right)^{k-m}}$$  \hspace{1cm} (5.12)
Assuming that these equations apply to each region of the dynamometer and also that airgap length \( g \) and loss member surface resistivity \( \rho \) are the same for both regions, then, using table 4.1 and \( m = 0.77 \), it can be shown that:

\[
\frac{T_{m_1}(\text{outer})}{T_{m_1}(\text{inner})} = 2.07 \frac{\hat{B}_g(\text{outer})}{\hat{B}_g(\text{inner})}
\]

and

\[
\frac{n_{m_1}(\text{outer})}{n_{m_1}(\text{inner})} = 0.653 \frac{\hat{B}_g(\text{outer})}{\hat{B}_g(\text{inner})}
\]

The quantities \( \hat{B}_g \) are the peak fundamental values of the standstill flux density wave in each airgap. It can be shown that they are proportional to the difference in the mean standstill tooth flux density, \( B_t \), and slot flux density, \( B_s \), in each region so

\[
\frac{\hat{B}_g(\text{outer})}{\hat{B}_g(\text{inner})} \propto \frac{B_t(\text{outer}) - B_s(\text{outer})}{B_t(\text{inner}) - B_s(\text{inner})} \approx 0.7 \quad \text{(from table 5.1)}
\]

Substituting the relationship into the above equations gives

\[
\frac{T_{m_1}(\text{outer})}{T_{m_1}(\text{inner})} \approx 1.015
\]

also

\[
\frac{n_{m_1}(\text{outer})}{n_{m_1}(\text{inner})} \approx 0.9052
\]

Using these values and Davies\(^3\) generalised curve the torque-slip characteristic for each region was plotted on the same log-log graph paper. The two curves
were then added, and the resultant, which represents the measured torque-slip curve, renormalised to allow a direct comparison between it and its two components. It was then a simple exercise to obtain the torque distribution between the inner and outer region at any actual slip speed. Some important values are given in Table 5.7 where \( \frac{n}{n_m} \) refers to the resultant curve, which incidently is approximately the same as Davies generalised torque-slip curve.

**Table 5.7**

Theoretical distribution of torque between the outer and inner region

<table>
<thead>
<tr>
<th>( \frac{T_{\text{outer}}}{T_{\text{inner}}} )</th>
<th>( \frac{n}{n_m} ) ( (n = 10,000 \text{ rev/min}) )</th>
<th>Slip speed (rev/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.39</td>
<td>0.05</td>
<td>500</td>
</tr>
<tr>
<td>1.20</td>
<td>0.2</td>
<td>2000</td>
</tr>
<tr>
<td>1.08</td>
<td>0.4</td>
<td>4000</td>
</tr>
<tr>
<td>1.025</td>
<td>0.6</td>
<td>6000</td>
</tr>
</tbody>
</table>

The numerical values of the outer region torque were computed using the above table and the measured torque-slip curves shown on Figure 5.3. Table 5.8 gives a summary of \( T_{\text{outer}} \) and the corresponding measured torque at various slip speeds and excitations.

5.11 Relationship between torque, fundamental flux per pole and slip speed for the outer region.

The general theoretical relationship between fundamental torque, slip speed and fundamental flux per pole is obtained from reference 8

\[
T_l \propto \phi_{ac} \cdot \frac{2^m-1}{4^{m-1} \cdot n^{m-2}} \quad (5.13)
\]

Most authors \(^{3,9,10}\) use \( m = 0.77 \), but as Davies pointed out this value only applies when the saturation level in the skin depth is very high. Nevertheless,
Table 5.8

Measured torque and estimated outer region torque at various slip speeds and excitations

<table>
<thead>
<tr>
<th>Excitation : 2A</th>
<th>Measured torque</th>
<th>Outer region torque</th>
<th>Slip speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (Nm)</td>
<td>T (outer) (Nm)</td>
<td>(rev/min)</td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>3.2</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>13.0</td>
<td>7.2</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>16.5</td>
<td>8.25</td>
<td>4000</td>
<td></td>
</tr>
<tr>
<td>18.7</td>
<td>9.25</td>
<td>6000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Excitation : 3A</th>
<th>Measured torque</th>
<th>Outer region torque</th>
<th>Slip speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.8</td>
<td>8.0</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>31.5</td>
<td>17.6</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>39.0</td>
<td>20.0</td>
<td>4000</td>
<td></td>
</tr>
<tr>
<td>42.5</td>
<td>21.25</td>
<td>6000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Excitation : 4A</th>
<th>Measured torque</th>
<th>Outer region torque</th>
<th>Slip speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>27.5</td>
<td>16.0</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>58.5</td>
<td>33.0</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>72.3</td>
<td>38.0</td>
<td>4000</td>
<td></td>
</tr>
<tr>
<td>81.0</td>
<td>41.0</td>
<td>6000</td>
<td></td>
</tr>
</tbody>
</table>
putting \( m = 0.77 \) into equation 5.13 gives

\[
T_1 \propto \phi_{ac_1}^{2.85} \cdot n^{0.925}
\]

Figure 5.31 shows the outer region torque, from table 5.8, plotted against fundamental flux per pole, from figure 5.29, at various slip speeds. Also shown, by cross plotting, is the variation of \( T \) (outer) with slip speed at constant fundamental flux.

The measured index of \( \phi_{ac_1} \) increases from 2.64 (\( m = 0.817 \)) at 500 rev/min to 2.78 (\( m = 0.781 \)) at 6000 rev/min. This can be considered good agreement with the theoretical index of 2.85 (\( m = 0.77 \)). The index of speed varies from 0.83 (\( m = 0.8 \)) at 0.05 mWb to 0.85 (\( m = 0.795 \)) at 0.1 mWb. This is also good correlation with the theoretical value of 0.925 (\( m = 0.77 \)).

A comparison of the measured indices given here with those from reference 8 reveals that they have an extraordinary similarity. This was not expected even though the experimental machine and Davies inductor coupling were operating over a similar \( n/n_m \) range.

At the maximum test speed, the experimental dynamometer had an eddy-current frequency in its outer region of more than six times that in Davies inductor coupling, so the skin depth in this region was at least \( 1/\sqrt{6} \) times shallower. It was thought therefore that the iron would be operating in the region of the magnetisation curve where \( m = 0.77 \) or even 0.75, but as the results show \( m \) appears to progress towards the limiting value as slip speed increases.

The inference is that when couplings are operating at low \( n/n_m \) values even if their eddy-current frequencies are abnormally high (1.8 kHz in the outer region at 6000 rev/min and hence a very small skin depth) their loss members may not be in a highly saturated condition corresponding to \( m = 0.77 \) or 0.75.
The results summarised on figure 5.31 prove that the outer region obeys equation 5.13 and likewise general theory also. This verifies that two region inductor couplings can be treated as separate machines for design purposes as was previously inferred by the current density oscillograms discussed in section 5.6.1.

Considering how $T_{(outer)}$ and $\Phi_{ac_1}$ were obtained, they are remarkably linear on log-log plots and give confidence in the measurements and in the conclusions which are drawn from them.

5.12 Relationship between torque, slip speed and peak fundamental armature reaction mmf for the outer region

Figure 5.32 shows the measured values of peak fundamental armature reaction mmf ($\hat{F}_{r_1}$), from figure 5.30, plotted against outer region torque, from table 5.8, at various constant slip speeds. Also shown (by cross plotting) is the variation of $\hat{F}_{r_1}$ with slip speed at constant torque. The points are again remarkably linear on log-log plots, considering the doubtful procedure used to obtain $\hat{F}_{r_1}$ which was discussed in section 5.9.

The measured slopes do not have a marked variation as did those given on figure 5.31; the slopes of $\hat{F}_{r_1}$ against $T_{(outer)}$ vary from 0.6 at 2000 rev/min to 0.61 at 6000 rev/min; the slopes of the $\hat{F}_{r_1}$ - speed lines were approximately constant at 0.25. These results can be compared with the theoretical equation relating peak fundamental armature reaction mmf, fundamental torque and slip speed, it is given by

$$\hat{F}_{r_1} \propto T_{1}^{1/2m} \cdot n^{1/4m}$$

(5.14)

where $\hat{F}_{r_1}$ in this equation is with respect to the loss member and not as usual $^{3, 9, 10}$ the field member, putting $m = 0.77$ yields

$$\hat{F}_{r_1} \propto T^{0.65} n^{0.325}$$

(theoretical)
This compares reasonably well with the measured indices.

\[ \hat{F}_{r_1} \propto T^{0.61} n^{0.25} \] (from test)

The index for torque is good correspondence with theory, but that for speed is considered poor. This was put down to the method used to obtain \( \hat{F}_{r_1} \) and on reflection it is surprising the measured indices are as close to the theoretical values as they are. These results tend to confirm the conclusions reached in the previous section.

5.13 Generalised curves

It was discussed in section 1.4 that Davies' most useful contribution to coupling theory was perhaps the generalised curves he derived for torque, fundamental flux per pole, peak fundamental armature reaction mmf and drum loss. In the following sections his calculated curves, using \( m = 0.77 \) are compared with the experimental results. Drum loss is not considered separately since it is a derivative of the torque. It follows therefore that if the generalised torque-slip curve is valid then the loss curve will also be valid.

5.13.1 Generalised torque-slip curve

The measured torque-slip curves are plotted on figure 5.33 at various excitations. Davies' generalised curve is superimposed onto each torque-slip curve and the general correspondence is good except at low slip speeds. The measured torque-slip curves from machines of the type under test would not normally fit the generalised curve so well because the characteristics of inner and outer regions would in general be different. However, it has been shown, in section 5.10, for the experimental dynamometer that

\[ T_m^{(\text{outer})} \subseteq T_m^{(\text{inner})} \]

and

\[ n_m^{(\text{outer})} \subseteq 0.9 n_m^{(\text{inner})} \]
so that, at high slip speeds, the distribution of torque between the two regions is approximately the same, but at low slip speeds the ratio of $T_{(outer)}/T_{(inner)}$ increases, as table 5.7 shows. At low speeds therefore the measured torque will diverge from the generalised curve. This is exactly what figure 5.33 shows and it is now obvious that the agreement between the measured torque-slip curves and generalised curve was a coincidence.

The generalised curve strictly applies to any one individual machine and to test it fairly in this case it must be compared with the torque produced by either of the two regions and not the sum of both as was measured. On figure 5.34 the estimated outer region torque (from table 5.8) is compared with the generalised curve and the overall correlation is now excellent even at low slip speeds. This was expected since the approximation $\frac{4}{\pi} R \propto \frac{2 \pi}{\lambda}$ was thought to be valid (at 500 rev/min the outer region eddy-current frequency was 150 Hz) even though the actual $n/n_m$ value was low.

A comparison of figures 5.33 and 5.34 reveals that the resultant speed at peak torque is considerably greater than the outer region speed at peak torque. This will be utilised in the next section when the other generalised curves are compared with the experimental results.

5.13.2 Fundamental flux per pole and peak fundamental armature reaction mmf
generalised curves

Figure 5.35 shows the measured values of $\phi_{ac1}$ and $\hat{P}^{r1}$ plotted on log-log paper at various excitations. Davies generalised curves for both quantities are also shown; they were not fitted to the experimental points like the torque-slip curves, but drawn in at the predicted outer region speed at peak torque values. These were obtained from figure 5.34 at the appropriate excitations for each set of experimental points.
The agreement of the \( \Phi_{ac1} \) experimental points with the fundamental flux generalised curve is very good. On the other hand the \( \Phi_{r1} \) points are a poor fit to the armature reaction generalised curve. The error is thought to be due to the inaccurate method used to determine the \( \Phi_{r1} \) values.

Since the generalised torque and flux curves have been shown to be valid, for the experimental machine, it follows that the armature reaction generalised curve also applies because it is implicit in both of the others. It is apparent therefore that a more accurate method of estimating peak fundamental armature reaction mmf for inductor couplings must be found.

5.14 Peak torque and speed at peak torque by dimensional ratioing

It was stated in chapter 4 that the experimental dynamomotor was designed by assuming it could be treated as two separate disc machines. The peak torque and speed at peak torque were then derived for each machine by dimensional ratioing from Davies' drum inductor coupling. The accuracy of the ratioing technique when applied to high speed couplings will now be investigated.

The peak torque and speed at peak torque equations for disc and drum machines are obtained from Appendix 3. By ratioing them and assuming the resistivities are the same it can be shown that

\[
\frac{T_{m,1}(\text{dynamometer})}{T_{m,1}(\text{Davies inductor})} = \left[ \frac{g_i}{g_d} \right] \left[ \frac{P_d}{P_i} \right] \left[ \frac{L_{ad}}{L_{ai}} \right] \left[ \frac{R_d}{R_i} \right] \left[ \frac{F_{g_i}}{F_{g_d}} \right]^2
\]  
\( (5.15) \)

and

\[
\frac{n_{m,1}(d)}{n_{m,1}(i)} = \left[ \frac{g_i}{g_d} \right]^2 \left[ \frac{P_d}{P_i} \right] \left[ \frac{L_{d}}{L_{i}} \right] \left[ \frac{D_i}{D_d} \right] \left[ \frac{F_{g_i}}{F_{g_d}} \right]^{l-4m}
\]  
\( (5.16) \)
where the suffix 'd' refers to the experimental dynamometer and 'i' to Davies inductor coupling.

With an excitation of 0.25A (325 AT/tooth) Davies inductor coupling produces, from one region only, a peak torque of 7.75 Nm at a speed of 4000 rev/min. Substituting these values and the appropriate machine parameters, from reference 8 and table 4.1, into equations 5.15 and 5.16 yields

$$T_{m,1}(d) = 11.7 \left( \frac{Fg_d}{325} \right)^2$$

also

$$n_{m,1}(d) = 12,300 \left( \frac{325}{Fg_d} \right)^{0.92}$$

where m is taken as 0.77

Table 5.9 gives values of $T_{m,1}(d)$ and $n_{m,1}(d)$ for various excitations, also tabulated are the estimated values of these quantities from figure 5.34.

<table>
<thead>
<tr>
<th>Excitation</th>
<th>Estimated values from figure 5.34</th>
<th>By dimensional ratioing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_f$ (A)</td>
<td>$Fg_d$(approx) (AT/tooth)</td>
<td>$T_{m,1}(d)$ (Nm)</td>
</tr>
<tr>
<td>2</td>
<td>310</td>
<td>9.5</td>
</tr>
<tr>
<td>3</td>
<td>465</td>
<td>21.75</td>
</tr>
<tr>
<td>4</td>
<td>620</td>
<td>41.0</td>
</tr>
</tbody>
</table>

The peak torques compare reasonably well, but the speed at peak torques have poor correspondence which is undoubtedly due to the different end-effects and harmonic torques in the experimental machine and Davies inductor coupling. Their harmonic torques are different because the dynamometers airgap flux density is
richer in harmonics than Davies machine at the same AT/tooth.

James\textsuperscript{9} has shown that similar couplings with and without end-effects have approximately the same peak torques, yet entirely different speeds at peak torque. It follows therefore that similar machines with different end-effects also have corresponding peak torques, but not the same speeds at peak torque. This is the main reason for the good correlation in peak torques and poor agreement in speeds at peak torque.

Even though dimensional rating does not give accurate $n_m$ values for the dynamometer this does not detract from its usefulness. The nature of the generalised torque-slip curve is such that in the speed range $0.5 < n/n_m < 3$ the torque is still within 10\% of the $T_m$ value. When designing a coupling its peak torque must be predicted accurately whereas its speed at peak torque need not be too precise and Table 5.9 shows that dimensional rating is adequate for obtaining peak torque values.

In conclusion this section has shown that normal methods can be used with confidence to design high speed couplings.

5.15 Loss member surface temperature

5.15.1 Variation of surface temperature with time at various slip speeds and excitations

Figures 5.36 to 5.38 show the loss member surface temperature - time response curves at different excitations and speeds. Each figure contains corresponding results from thermocouples 3 and 5 - only the results from these two were recorded, since a preliminary investigation, using all the thermocouples shown on figure 4.11, revealed that the temperatures across the two active regions were reasonably uniform. It was originally intended to use the couples in the centres of the two active regions, T/C 5 and T/C 2, but the latter was damaged during initial testing. The temperatures from thermocouple 7 were also noted and found to be
lower than those from thermocouple 5, e.g. at 2.5A, 4000 rev/min, T/C 7 gave 34°C compared to 39°C from T/C 5.

An inspection of the curves reveals that the temperatures of the two regions are only slightly different, which gives confidence in the cooling system design. The responses also appear to be exponential and they will be proved so later when the thermal time constants for the two regions are derived.

The curves were all taken with a cooling water throughput of 27 litres/minute (0.46 kg/s). This was set by adjusting the cooling system outlet valve and then recording the time taken for the outlet water to fill a calibrated container.

5.15.2 Torque variation with time at different slip speeds and excitations

In chapter 2 it was discussed that the loss member temperatures in disc couplings would only have a limited effect on the torque. This is verified by figure 5.39 which shows measured torque - time curves at various slip speeds and excitations; they were taken simultaneously with the temperature - time curves and correspond to a temperature range up to 60°C.

The constancy of the dynamometer torque with temperature is extremely valuable when predicting surface temperatures since the loss density is also constant at a particular speed. In contrast, the loss density in drum couplings is not constant because of their considerable torque reduction as temperature increases (see chapter 3) and so, in general, their loss member temperature prediction must be based on an iterative use of the relevant equations.

5.15.3 Heat transfer distribution in water cooled couplings

It was assumed in the theory of chapter 2 that airgap heat transfer was negligible. Before the equations given there could be applied to the dynamometer it was therefore necessary to verify this assumption and the simplest method was to use the power balance equation.
\[ P_T = P_{c,B} + P_g \]  \hspace{1cm} (5.17)

where

\[ P_T = \text{total power} = T \cdot \omega \]  \hspace{1cm} (5.18)

\[ P_{c,B} = \text{power removed by back face coolant} \]
\[ = Q_c \cdot c_c \cdot (t_{2,c} - t_{1,c}) \]  \hspace{1cm} (5.19)

\[ P_g = \text{total airgap heat transfer by radiation and convection} \]
\[ \approx Q_g \cdot c_g \cdot (t_{2,g} - t_{1,g}) \]  \hspace{1cm} (5.20)

and

\[ T = \text{total measured torque (Nm)} \]
\[ \omega = \text{mechanical angular velocity, } 2\pi N \text{ (rad/s)} \]
\[ Q_c = \text{water mass flow rate (kg/s)} \]
\[ c_c = \text{specific heat of water (Ws/kg}^\circ\text{C)} \]
\[ t_{2,c} = \text{water outlet temperature } (^\circ\text{C}) \]
\[ t_{1,c} = \text{water inlet temperature } (^\circ\text{C}) \]
\[ Q_g = \text{air mass flow rate in the airgap (kg/s)} \]
\[ c_g = \text{specific heat of air taken at mean bulk temperature, } t_{b,g} (\text{Ws/kg}^\circ\text{C}) \]
\[ t_{2,g} = \text{air outlet temperature from the airgap } (^\circ\text{C}) \]
\[ t_{1,g} = \text{air inlet temperature to the airgap, ambient } (^\circ\text{C}) \]

The quantity \( P_g \) was calculated first from the difference between \( P_T \) and \( P_{c,B} \) and then as a cross check from equation 5.20.

Table 5.10 gives measured values of \( T \), \( t_{1,c} \) and \( t_{2,c} \) along with the calculated values of \( P_T \), \( P_{c,B} \) and \( (P_T - P_{c,B}) \). The specific heat of water was taken as 4190 \( \text{Ws/kg}^\circ\text{C} \) and \( Q_c \), from section 5.15.1, was 0.46 kg/s (27 litres/minute).

The table shows that the airgap losses are a small percentage of the total losses and so confirming they may be neglected for theoretical purposes.

To calculate \( P_g \) directly, the components of equation 5.20 must be obtained.

The temperatures \( t_{2,g} \) and \( t_{1,g} \) were measured with thermocouples placed in the air.
Table 5.10

<table>
<thead>
<tr>
<th>Slip speed (rev/min)</th>
<th>T (Nm)</th>
<th>$t_{1,c}$ (°C)</th>
<th>$t_{2,c}$ (°C)</th>
<th>$P_T$ (W)</th>
<th>$P_c,B$ (W)</th>
<th>$P_g=(P_T-P_c,B)$ (W)</th>
<th>$(P_g/P_T)\times 100$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>25</td>
<td>10</td>
<td>12.5</td>
<td>5230</td>
<td>4810</td>
<td>420</td>
<td>8</td>
</tr>
<tr>
<td>4000</td>
<td>38</td>
<td>10</td>
<td>17.25</td>
<td>15800</td>
<td>14000</td>
<td>1800</td>
<td>11</td>
</tr>
</tbody>
</table>

inlet and outlet passages; the specific heat of air, $c_v$, was taken at the mean bulk temperature ($t_{b,g}$) and is, from reference 46, 1006 Ws/kg°C. The quantity $Q_g$ was estimated from the following equation.

$$Q_g = S \cdot A \cdot \rho \cdot v$$

where

- $S$ = number of air outlet slots = 12
- $A$ = area of each air slot = $3.225 \times 10^{-4}$ m²
- $\rho$ = density of air (taken at $t_{b,g}$) = 1.215 kg/m³
- $v$ = air velocity in outlet passages

The air velocity was derived from measurements taken with a pitot-static tube which was positioned in the air outlet passages. As the tube was traversed across a slot, a considerable variation in pressure head was observed and so only the maximum readings were recorded. Figure 5.40 shows the computed maximum slot velocities plotted against slip speed.

Values of $v$, $Q_g$, $t_{2,g}$ and $t_{1,g}$ are given in table 5.11 for an excitation of 3A at 2000 and 4000 rev/min.

Table 5.11

<table>
<thead>
<tr>
<th>Slip speed (rev/min)</th>
<th>$v$ (m/s)</th>
<th>$Q_g$ (kg/s)</th>
<th>$t_{2,g}$ (°C)</th>
<th>$t_{1,g}$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>25.9</td>
<td>$12.2 \times 10^{-2}$</td>
<td>23.5</td>
<td>21</td>
</tr>
<tr>
<td>4000</td>
<td>50.8</td>
<td>$24 \times 10^{-2}$</td>
<td>25.0</td>
<td>21</td>
</tr>
</tbody>
</table>
By substituting the appropriate values from table 5.11 into equation 5.20 it can be shown that at 2000 rev/min

\[
P_g = 305 \text{ W (compare 420 W from table 5.10)}
\]

and at 4000 rev/min

\[
P'_g = 1000 \text{ W (compare 1800 W from table 5.10)}
\]

It is appreciated that these values are very 'approximate', nevertheless, they do provide a valuable check on those given previously.

From the above results it can be concluded that, in general, airgap heat transfer can be neglected in water cooled couplings provided their surface temperatures are not excessively high. This decision could also have been reached knowing that \( h_c \gg h_g \) for water cooling since \( K(\text{water}) \gg K(\text{air}) \), where \( h_c \) and \( h_g \) are the surface heat transfer coefficients and \( K \) thermal conductivity.
5.15.4 The general theoretical equation for the loss member surface temperature

By putting \( y = 0 \) into the general solution, equation 2.42, it can be shown that the active surface temperature, \( \Theta(x, t) \), in couplings is given by

\[
\Theta(x, t) = t_{x, c} + \sum_{n=1,2,3}^{\infty} \frac{w_n}{h_c} \left[ 1 - \frac{2 \beta \cdot \cos(P_n) \ e^{-t/\tau_n}}{P_n^2 \cdot D_n} \right] + \sum_{n=1,2,3}^{\infty} \frac{w_n \ d_L}{K_s} \left[ 1 - \frac{2 \beta \cdot \sin(P_n) \ e^{-t/\tau_n}}{P_n^3 \cdot D_n} \right] + \sum_{n=1,2,3}^{\infty} \left( \frac{t_{x,z} - t_{x,c}}{2} \right) \left[ 1 - \frac{2 \beta \cdot e^{-t/\tau_n}}{P_n^2 \cdot D_n} \right]
\]

(5.21)

where

\[
D_n = \left[ \cos(P_n) + \frac{(1 + \beta) \cdot \sin(P_n)}{P_n^2} \right]
\]

\[
\tau_n = \alpha_s^2 \ d_L^2 / P_n^2
\]

\[
\beta = h_c \cdot d_L / K_s
\]

(5.22)

(5.23)

This equation applies to any one machine and for consistency with previous sections it will be adapted to the outer region only.

The most important parameter is the non-dimensional quantity \( \beta \) since \( P_n \), \( D_n \) and \( \tau_n \) are all functions of it. So before the solution can be simplified the numerical value of \( \beta \) for the outer region must be obtained. Its components are \( h_c \), the surface heat transfer coefficient on the back face, \( d_L \) and \( K_s \) which are the thickness and thermal conductivity of the loss member respectively.
In the dynamometer $h_c$ is not uniform over the back face because the cooling water flows in channels. However, if these are evenly distributed and not spaced too far apart little error is introduced by using the standard heat transfer equations for pipes. For a single pipe the empirical equation for the Nusselt number is given in Appendix 1 as

$$\overline{Nu} = 0.023 \text{Re}^{0.8} \text{Pr}^{0.4}$$

or

$$\overline{Nu} = \frac{h_c d_p}{K_c}$$

where $d_p$ is the hydraulic mean diameter \textsuperscript{46} of a single water channel and $K_c$ the cooling water's thermal conductivity taken at its mean bulk temperature. The equation for $\overline{Nu}$ applies for both water and air when $Re > 10^4$.

Reynolds number for the outer region can be found from

$$Re = \frac{\rho_c \nu_c d_p}{\mu_c}$$

where

$$\nu_c = \frac{4Q_c}{n \pi d_p^2} \rho_c$$

and $\rho_c$, $\mu_c$ are the density and viscosity of water taken at the mean bulk temperature $t_{b,c} = (t_{2,c} - t_{1,c})/2$ and $n$ the number of water channels in the outer region.

The numerical values of the above quantities are found from section 5.15.3, table 4.1 and reference 46.

- $Q_c = 0.46 \text{ kg/s}$
- $n = 48$
- $d_p \text{ (outer)} = 1.59 \times 10^{-3} \text{ m}$
- $t_{b,c} = 14^\circ C$
- $\rho_c = 992 \text{ kg/m}^3$
- $\mu_c = 1.13 \times 10^{-3} \text{ mkg/s}$
- $K_c = 0.588 \text{ W/m}^0 \text{ C}$
- $Pr = 7.95$
Substituting the appropriate values into equations 5.26 and 5.27 it can be shown that

\[ \text{Re (outer region)} = 6,800 \]

For water in pipes the transition period from laminar to fully turbulent flow is in the range \(200 < \text{Re} < 10,000\) and so the above value of Reynolds number only approximately satisfies equation 5.24. \(\text{Re}\) is low because the cooling water flow rate was 27 litres/minute (0.46 kg/s) and not the designed value of 50 litres/minute. The low flow rate was caused by a combination of the gear box oil cooler, which was supplied in parallel with the loss member, and the small section water supply pipe.

Rearranging equations 5.24 and 5.25 in terms of \(h_c\) then substituting the appropriate values of \(\text{Re}, \text{Pr}, d_p\) and \(K_c\) yields

\[ h_c \text{ (outer region)} = 21,400 \text{ W/m}^2\text{C} \]

The numerical value of \(\beta\) can now be obtained from equation 5.23; taking the value of \(d_{L'}\), the depth of the loss member from the airgap surface to the bottom of the outer region slots, as \(1.6 \times 10^{-2}\) m and \(K_s\), the loss member thermal conductivity, as 63 W/m\(^{0}\)C which is the average value between \(0^{o}\)C and \(100^{o}\)C from figure 2.3.

Hence,

\[ \beta' \text{ (outer region)} = 5.4 \]

(compare \(\beta = 0.04\) for an air cooled drum coupling)

The roots \(P_n\) corresponding to this value of \(\beta\) are obtained from table 2.1 and the first four are approximately

\[ P_1 = 1.318 \]
\[ P_2 = 4.03 \]
\[ P_3 = 6.91 \]
\[ P_4 = 9.89 \approx 3\pi \]
Roots higher than $P_4$ can be approximated by $(n-1)\pi$.

Except for $W_0$, all the terms in the general solution, equation 5.21, are now known for the water cooled dynamometer, but before these are substituted and the equation simplified theoretical values of the thermal time constants will be calculated.

### 5.15.4.1 Outer region theoretical thermal time constants

The analytical equation for the thermal time constants was given previously as

$$\tau_n = \alpha_s^2 \frac{d_L}{P_n^2}$$

(5.28)

where

$$\alpha_s^2 = c_s \rho_s / K_s$$

$c_s$ and $K_s$ are obtained from figure 2.3 and their average value between 0 and $100^\circ C$ was taken. The numerical value of these and the other components of $\tau_n$ are summarized below.

- $c_s = 485 \text{ Ws/kg}^\circ C$
- $\rho_s = 7800 \text{ kg/m}^3$
- $K_s = 63 \text{ W/m}^\circ C$
- $d_L = 1.6 \times 10^{-2} \text{ m}$

Substituting these and the values of $P_n$ into equation 5.28 yields the thermal time constants of the exponential terms in the general solution; the first few values are given in table 5.12.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$P_n$</th>
<th>$\tau_n$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.318</td>
<td>10.1</td>
</tr>
<tr>
<td>2</td>
<td>4.03</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>6.91</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>9.89</td>
<td>0.146</td>
</tr>
</tbody>
</table>
These values of \( \gamma_n \) will be used in the next section when the general solution is simplified. \( \gamma_1 \) will also be compared later with the measured thermal time constant of the outer region.

5.15.4.2 Approximate solution for the loss member surface temperature \( \theta(0, t) \)

By substituting the values of \( P_n, \gamma_n \) and \( \beta \) into equation 5.21 it can be shown that

\[
\phi(0, t) = t_{1,c} + \frac{W_o}{h_c} \left[ l - 0.337 e^{-t/0.1} - 0.238 e^{-t/0.9} - 0.108 e^{-t/0.3} \right] + \frac{W_o d_L}{K_s} \left[ l - 0.99 e^{-t/0.1} - 0.072 e^{-t/0.9} - 0.0147 e^{-t/0.3} \right] + \left( \frac{t_{1,c} - t_{1,c}}{2} \right) \left[ l - 1.3 e^{-t/0.1} + 0.372 e^{-t/0.9} - 0.172 e^{-t/0.3} \right]
\]

All the exponential terms, except the fundamental, are negligible after approximately 2 seconds, but many of them have a significant magnitude at \( t = 0 \).

From table 5.10 it can be shown that \( (t_{2,c} - t_{1,c})/2 \) is only 3.5°C at an excitation of 3A and slip speed of 4000 rev/min, so this term will be neglected.

The term \( W_o / h_c \) can also be shown to be small since \( 1/h_c \ll d_L / K_s \) and so it too is neglected. The only remaining exponential terms have the coefficient \( W_o d_L / K_s \) and the above equation shows that these all have a very small magnitude except the fundamental. The general solution therefore, reduces to the simple exponential form

\[
\theta(0, t) = t_{1,c} + W_o d_L / K_s (1 - 0.99 e^{-t/10.1}) \quad (5.29)
\]

It must be stressed that this equation only applies to the water cooled dynamometer and not to any other water cooled couplings; the particular solution for
those must be derived individually from the general solution. In its present form equation 5.29 is slightly inconsistent since, at $t = 0$, it says that

$$\theta(0, o) = t_{1,c} + W_o d_L/K_s (1 - 0.99)$$

which of course is not correct because at $t = 0$, $\theta(0, o)$ should equal $t_{1,c}$. The inconsistency is due to the neglected terms; taking these into account the solution is modified to

$$\theta(0, t) = A + B \left( 1 - e^{-t/\tau_1} \right) \quad (5.30)$$

where $A = t_{1,c}$ and $B = W_o d_L/K_s$

The simple form of the approximate solution is extremely surprising (as was that for the air cooled coupling in chapter 3) in view of the formidable general solution and the complicated nature of heat transfer: Nevertheless, in the next section it is shown to be correct.

5.15.5 Comparison of measured and theoretical thermal time constants

Having shown that the surface temperature has a simple exponential time response, the thermal time constants can be derived from the measured temperature-time responses shown on figures 5.36 to 5.38. Hence, rearranging equation 5.30 and taking logs produces

$$-t/\tau_1 = \log_e \left( \frac{B - [\Theta(o, b) - A]}{B} \right) = \log_e F(\Theta)$$

which is the equation of a straight line.

Table 5.13 gives values of $A$, $B$, $t$ and $\theta(0, t)$; these quantities were taken from the measured responses at various excitations and slip speeds; the temperature function, $F(\theta)$, is also computed and included. From each set of results given in the table, $F(\theta)$ and $t$ were taken and plotted on log-linear graph paper. These plots are shown on figures 5.41 and 5.42. The linearity of the points indicates that the approximate solution is correct. The straight lines do not pass
through the point $F(0) = 1.0$ because of the neglected terms in the general solution.

Taking the reciprocal of the slopes gives the measured thermal time con-
stants. For the outer region at 3A, 2000 rev/min, $\tau_1$ is 14.8s at 4A, 2000 rev/min it is 14.5s and at 3A, 4000 rev/min it has increased to 15.4s. The measured time constant for the inner region at 3A, 2000 rev/min is 12.8s; it is different from the outer region $\tau_1$ because $h_c$ and $d_L$ for the two regions are not the same.

The variation of measured thermal time constant was expected and is best explained using the theoretical equation for $\tau_1$. From section 5.15.4.1 $\tau_1$ was defined as

$$\tau_1 = c_s r_s d_L^2 / K_s P_1^2$$

(5.31)

Both $c_s$ and $K_s$ are functions of loss member temperature, which in turn is a function of excitation and slip speed; as these change, temperature also changes and hence so do the material constants. To a small extent the term $P_1^2$ is also temperature dependent since it is obtained using the non-dimensional quantity $\beta$ which is a function of $K_s$, but table 2.1 shows $P_1$ changes little for quite large changes in $\beta$.

As slip speed or excitation or both increase, the loss member temperature also increases. Figure 2.3 shows that $c_s$ increases with temperature whilst $K_s$ decreases, and so the general trend of $\tau_1$ is to increase with temperature. To determine the maximum change in thermal time constant over a typical temperature range of say 0 to $300^0C$, which encompasses the operating temperature of the majority of commercial couplings, values of $c_s$ and $K_s$ were taken from figure 2.3 at these limiting values.

Hence,

$$c_s(0^0C) = 452 \text{ Ws/kg}^0\text{C}$$

$$c_s(300^0C) = 559 \text{ Ws/kg}^0\text{C}$$

$$K_s(0^0C) = 67.1 \text{ W/m}^0\text{C}$$

$$K_s(300^0C) = 49.5 \text{ W/m}^0\text{C}$$
Table 5.13

Measured values of A, B, t and \( \theta(t, t) \)

<table>
<thead>
<tr>
<th>time (s)</th>
<th>Surface temperature ( \theta(t, t) ) (°C)</th>
<th>( F(\theta) = \frac{B - (\theta(t, t) - A)}{B} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>20.5</td>
<td>0.422</td>
</tr>
<tr>
<td>20</td>
<td>24</td>
<td>0.232</td>
</tr>
<tr>
<td>30</td>
<td>26</td>
<td>0.122</td>
</tr>
<tr>
<td>40</td>
<td>27</td>
<td>0.069</td>
</tr>
<tr>
<td>50</td>
<td>27.5</td>
<td>0.042</td>
</tr>
</tbody>
</table>

From T/C5
Excitation: 3A
Slip speed: 2000 rev/min
A = 10°C
B = 18.25°C

<table>
<thead>
<tr>
<th>time (s)</th>
<th>Surface temperature ( \theta(t, t) ) (°C)</th>
<th>( F(\theta) = \frac{B - (\theta(t, t) - A)}{B} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>29</td>
<td>0.442</td>
</tr>
<tr>
<td>20</td>
<td>36</td>
<td>0.235</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>0.117</td>
</tr>
<tr>
<td>40</td>
<td>41.75</td>
<td>0.066</td>
</tr>
<tr>
<td>50</td>
<td>42.75</td>
<td>0.0375</td>
</tr>
</tbody>
</table>

T/C5
4A
2000 rev/min
A = 10°C
B = 34°C

<table>
<thead>
<tr>
<th>time (s)</th>
<th>Surface temperature ( \theta(t, t) ) (°C)</th>
<th>( F(\theta) = \frac{B - (\theta(t, t) - A)}{B} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>35</td>
<td>0.447</td>
</tr>
<tr>
<td>20</td>
<td>44</td>
<td>0.248</td>
</tr>
<tr>
<td>30</td>
<td>49</td>
<td>0.138</td>
</tr>
<tr>
<td>40</td>
<td>51.75</td>
<td>0.076</td>
</tr>
<tr>
<td>50</td>
<td>53.3</td>
<td>-</td>
</tr>
</tbody>
</table>

T/C5
3A
4000 rev/min
A = 10°C
B = 45.2°C
<table>
<thead>
<tr>
<th>0</th>
<th>10</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>23</td>
<td>0.48</td>
</tr>
<tr>
<td>20</td>
<td>29.5</td>
<td>0.22</td>
</tr>
<tr>
<td>30</td>
<td>32.5</td>
<td>0.1</td>
</tr>
<tr>
<td>40</td>
<td>33.75</td>
<td>0.05</td>
</tr>
<tr>
<td>50</td>
<td>34.75</td>
<td>-</td>
</tr>
</tbody>
</table>

T/C3

3A

2000 rev/min

A = 10°C

B = 25°C
Substituting these values into equation 5.31 and ratioing gives

\[
\frac{\tau_1 (300^\circ C)}{\tau_1 (0^\circ C)} = 1.62
\]

This simple analysis shows that \( \tau_1 \) increases with temperature; it also emphasises that care must be taken when selecting values of \( c_s \) and \( K_s \) for theoretical calculations. For this purpose it is usual to take average values over the temperature range of the coupling under investigation.

The difference between the theoretical value of \( \tau_1 \) (outer) and the measured value was put down to the low Reynolds number of 6,800, which does not satisfy exactly the conditions defined for the particular Nusselt number used, and the use of pipe equations for the slotted water cooled loss member. In the region between two slots the pipe equations do not apply; nevertheless, if they are reasonably close together this error is thought to be small. A general equation for \( N_u \) in the range \( 2100 < Re < 10,000 \) is not available because this range corresponds to the transition period between laminar and fully turbulent flow so the equation for \( 46 \)

\( Re > 10,000 \) was used for convenience.

Figure 5.43 shows the experimental and theoretical surface temperature-time responses. An average of the measured thermal time constants was taken for the experimental response; the value used was 14.9 seconds.

Considering the approximations and the methods used in the derivation of both the theoretical and measured thermal time constants the correspondence between the two responses is considered good.
SURFACE TEMPERATURE - TIME RESPONSE.

![Graph showing surface temperature over time for theoretical and measured responses.]

**Figure 5.43**

**5.15.6 Prediction of the outer region surface temperature**

Before the approximate solution, given in section 5.15.4.2, can be used to predict surface temperatures, the quantity $W_0$ must be determined. This was defined in chapter 2 as the heat flux passing through the loss member in the active region only. If airgap heat transfer is small, as it is in this case, then $W_0$ is found by dividing the power dissipated in the active region, $P_A$, by the area of the active region, $A_a$. In a coupling with a solid iron loss member the total power, $P_T$, is not all dissipated in the active region, as was discussed in chapter 2, and so its distribution between the active and end regions must therefore be obtained before $W_0$ can be found.

To determine $P_A$ in couplings with solid iron loss members involves consideration of the complicated problem of electrical end-effects, which few authors...
have dealt with satisfactorily. In chapter 2 an approximate solution was given for the power distribution in a coupling with end-effects. The relationship between total power and active region power was defined as

\[ P_A = \frac{P_T}{r} \] (5.32)

where \( r \) is a geometrical factor derived from a linear three dimensional theory\(^{10}\), given by

\[ r = \frac{1}{\frac{L_A}{L_T} + \left[ \frac{4(\lambda_T/\lambda_i)^2 + 1}{4(\lambda_T/\lambda_i)^2 - 1} \right] \frac{\sin(\pi L_A/L_T)}{\pi}} \] (5.33)

This equation only applies for \( L_T/L_A > 2 \), but values less than this are physically impossible in a solid iron machine. The main problem when using this equation is to determine the length \( L_T \), in which all the eddy-currents flow. For the experimental dynamometer it was argued that these currents would only flow outwards to the inner edge of the spacer between the loss member and field member, see figure 4.1, and inwards to the centre of the middle region. The arguments behind this assumption were that the high resistance 'sheredized' skin on the spacer would prevent eddy-currents flowing on it and the considerable leakage flux through it would stop the currents passing to the outside edge of the loss member. The innermost limit of \( L_T \) was defined from the oscillograms shown on figures 5.9 to 5.14. The values of \( L_A \), \( L_T \) and \( \lambda_1 \) for the outer region of the dynamometer are:

\[ L_A = 3.2 \times 10^{-2} \text{m} \]
\[ L_T = 8.0 \times 10^{-2} \text{m} \]
\[ \lambda_1 = 5.45 \times 10^{-2} \text{m} \]

Substituting these values into equation 5.33 produces

\[ r(\text{outer}) \simeq 1.3 \]
Table 5.14 gives various values of $T_{(\text{outer})}$ (from figure 5.34), outer region total power ($P_T$), active region power ($P_A$) (calculated using equation 5.32) and active region heat flux or loss density ($W_o$). The area of the outer active region, $A_a$, was taken as $3.142 \times 10^{-2} \text{ m}^2$.

**Table 5.14**

<table>
<thead>
<tr>
<th>Slip speed (rev/min)</th>
<th>$T_{(\text{outer})}$ (Nm)</th>
<th>$P_T$ (W)</th>
<th>$P_A = P_T/1.3$ (W)</th>
<th>$W_o$ (kW/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>17</td>
<td>3500</td>
<td>2700</td>
<td>86</td>
</tr>
<tr>
<td>4000</td>
<td>21</td>
<td>8800</td>
<td>6780</td>
<td>216</td>
</tr>
</tbody>
</table>

The values of $W_o$ given in the table can now be used in the approximate theoretical equation for predicting surface temperatures in the outer region.

At 3A, 4000 rev/min

From equation 5.29 the term containing $W_o$ was given as

$$B = W_o L d / K_s$$

Substituting the appropriate values into this gives

$$B = \frac{216,000 \cdot 1.6 \cdot 10^{-2}}{63} = 55^\circ \text{C}$$

Putting $B = 55^\circ \text{C}$, $t_{1,0} = 10^\circ \text{C}$ and $\gamma_1 = 10.1s$ into equation 5.30 yields the approximate theoretical equation for the loss member surface temperature in the outer region.

$$\theta_o(t) = 10 + 55 (1 - e^{-t/10.1}) \quad \text{(theoretical)}$$

The measured response is obtained from figure 5.37(a)

$$\theta_o(t) = 10 + 45 (1 - e^{-t/15.4}) \quad \text{(measured)}$$

Similarly at 3A, 2000 rev/min

$$B = \frac{86,000 \cdot 1.6 \cdot 10^{-2}}{63} = 22^\circ \text{C}$$
substituting into equation 5.30

\[ \theta(0,t) = 10 + 22 \left( 1 - e^{-t/10.1} \right) \]  
(\text{theoretical})

and from figure 5.36(a) the measured response

\[ \theta(0,t) = 10 + 18.5 \left( 1 - e^{-t/14.8} \right) \]  
(\text{measured})

The correlation between the measured and theoretical surface temperatures is good and hence the general analytical method is satisfactory for design purposes. The deviation is due to neglecting the airgap heat transfer, hence \( W_0 \) is high, and the values of active region power \( (P_A) \) are not exact since the solution for the power distribution factor, \( r \), was approximate. The use of the factor \( r \) was however, does appear to give reasonable answers.

5.16 Transient response

The following transient work was included so that the torque-time response of the dynamometer could be found and also because there was no previously published data on inductor coupling response.

In previous sections, it was shown that the experimental machine could be thought of as two separate couplings each with end-effects and each having different characteristics. So, Wright's transient theory could not be used for predicting the dynamometer's torque response as it was developed specifically for single couplings without end-effects.

It was also not possible to measure the torque-time response accurately since, under transient conditions, the torque arm vibrated and the signal from the strain gauges fluctuated violently. An alternative was to employ the transient torque measuring equipment used by Wright, but due to lack of space this could not be fitted to the apparatus.

The torque-time response was therefore calculated from the general torque-flux relationship which was given by Davies as

\[ T \propto (\Omega)^X \]  
(5.34)
where $2 < x < 3$; the two limits of $x$ correspond to linear and fully saturated theory respectively.

The flux $\phi$ in equation 5.34 is strictly the fundamental flux, $\phi_{ac_1}$, since the equation was developed from fundamental quantities for single region couplings. However, as the time response of fundamental flux and total flux are clearly the same then the per unit torque-time response can be calculated from the total flux response using the above relationship; it should also be noted that $\phi_{ac_1}$ and total flux are not proportional. The exponent $x$ is known to be a variable and so the torque response was only calculated for the two limits, the actual response lying somewhere between the two extremes.

5.16.1 Excitation current and flux response at standstill and various slip speeds

Figure 5.44 shows oscillograms of the standstill flux responses from search coils 1, 2 and 4. They were obtained by feeding the integrated search coil voltages into a storage oscilloscope. Also shown is the excitation current, $I_f$, response which was recorded simultaneously with the flux responses. It was derived by measuring the voltage across a calibrated resistance (whose value was negligible compared with the field coil resistance) connected in series with the coil. Before the oscillograms were taken the magnitude of the flux and current were adjusted, via the oscilloscopes input amplifiers, until they were the same. These particular oscillograms were taken to verify that the flux response was the same at various sections in the dynamometer, and also to show that the inherent high leakage flux of the inductor coupling had no effect on flux response.

The time responses of $I_f$ and $\phi_f$, the total flux leaving the inner laminated section of the field member, at standstill and various slip speeds are shown on figure 5.45. These oscillograms show that the field time constant, $\tau_f$, remains constant as slip speed increases, whereas the flux time constant, $\tau_\phi$, reduces from approximately 0.44 seconds at standstill to 0.37 seconds at 6000 rev/min;
these values are checked later in section 5.16.2.

The reason for the reduction in \( \gamma \) with speed can be qualitatively explained in terms of the skin depth. As slip speed increases, the depth to which flux penetrates the loss member, and hence the permeance of the flux path, reduces. So the self inductance of the loss member, which depends on this permeance, also reduces with slip speed. The resistance of the loss member however, will increase with slip speed, because of the reduction in area of the eddy-current paths. The loss member time constant, which may be taken as the ratio of loss member inductance and resistance, will therefore reduce with increasing slip speed. This time constant is a measure of loss member damping and so as slip speed increases the effect of the loss member on response becomes negligible and the flux response approaches the excitation response.

In a salient pole coupling with a laminated field member\(^{10}\), the current and flux response are identical at high speeds. Unfortunately this can never occur in the experimental dynamometer, as figure 5.45 shows, since it has other solid iron paths, notably in the rotor and field member, through which the flux has to pass. Hence, its flux response will always lag the current response, unless all the solid iron paths are replaced with laminations.

5.16.2 Verification that \( \Phi_I \) has an exponential response and evaluation of its time constant at various slip speeds

The time response of \( \Phi_I \), shown on figure 5.45, appears to be exponential, but this must be verified since it is crucial for prediction of the torque-time response. Assuming therefore that \( \Phi_I \) obeys the law

\[
\frac{\Phi_I}{\Phi_0} = \frac{\Phi_0}{1 - e^{-t/\tau}}
\]  \( (5.35) \)

rearranging and taking logs gives

\[
-t/\tau = \log_e \left( 1 - \frac{\Phi_I}{\Phi_0} \right) = \log_e F(\Phi)
\]  \( (5.36) \)
Values of \( t \) and \( \Phi_I \) were taken from figure 5.45 at various slip speeds and then using equation 5.36 they were plotted on log-linear paper. The results are shown on figure 5.46 and the linearity of the points verifies that \( \Phi_I \) obeys equation 5.35. The flux time constants were derived in exactly the same way as the thermal constants in section 5.15.5 and they are summarised on the figure.

5.16.3 Torque-time response at various slip speeds

Knowing the relationship between flux and the time, the torque-time response can then be calculated. Substituting equation 5.35 into equation 5.34, using the limits of \( x \) and expanding, gives two equations relating per unit torque and time.

where

\[
T = (1 - 2e^{-t/\tau \phi} + e^{-2t/\tau \phi}) \quad (x = 2)
\]

and

\[
T = (1 - 3e^{-t/\tau \phi} + 3e^{-2t/\tau \phi} - e^{-3t/\tau \phi}) \quad (x = 3)
\]

These functions represent the boundaries of the torque-time response. They are both plotted on figure 5.47 at various slip speeds and, naturally, the measured values of \( \tau \phi \) were taken at the same slip speeds. Also plotted for comparison are the flux \( \Phi_I \) - time responses, from figure 5.42, and the magnitude relationship between the above two functions for the same flux. It can be seen that the torque response for a 'linear' machine \( (x = 2) \) will be much faster than a 'fully saturated' machine \( (x = 3) \).

Table 5.15 compares values of the torque time constant, \( \tau_T \), when \( x = 2 \) and 3 with the flux time constant \( \tau \phi \). The values of \( \tau_T \) were taken when per unit torque, \( T = 0.632 = (1 - e^{-1}) \).
Table 5.15

<table>
<thead>
<tr>
<th>Slip speed (rev/min)</th>
<th>( \tau_\phi ) (s)</th>
<th>( \tau_T ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( x = 2 )</td>
</tr>
<tr>
<td>2000</td>
<td>0.42</td>
<td>0.66</td>
</tr>
<tr>
<td>4000</td>
<td>0.39</td>
<td>0.62</td>
</tr>
<tr>
<td>6000</td>
<td>0.37</td>
<td>0.59</td>
</tr>
</tbody>
</table>

The torque time constants are large compared with a laminated salient pole coupling operating over a similar \( n/n_m \) range (e.g. 0.11s), but compare well with a solid iron partially interdigitated coupling (e.g. 0.35s). The actual value of \( \tau_T \) for the experimental machine will lie somewhere between the two extremes given in the table.

Considering its physical size and rating, nominally 75 kW at 2000 rev/min, the dynamometer has a relatively fast torque-time response compared with other inductor couplings* of similar size and rating.

5.17 Conclusions

The extensive testing of the new high speed dynamometer has been described in detail. The results show that it produces adequate torque for its intended application and that its overall design specification has been met. It has also been shown to obey general coupling theory even though its loss member eddy-current frequencies are six to twelve times higher than those in any previously published coupling work. This indicates that eddy-current frequency has little effect on coupling performance and the governing factor in their operation is their actual slip speed with respect to speed at peak torque.

* From Redman, Heenan, Froude Technical Library.
Generally, the tests show that the experimental data agrees well with Davies' theory. The main deviations were in the measured values of armature reaction mmf, which was expected considering the method of measuring $\hat{F}_r$; this has always been in some doubt, especially when used with inductor couplings.

The usual methods of designing couplings have also been shown to be valid for high speed machines, in particular, the extremely powerful technique of dimensional ratiosing.

A detailed investigation of the eddy-current distribution in a double region loss member with unsymmetrical end-effects is also discussed. This work was useful in verifying that inductor couplings may be designed by treating them as two separate machines.

The theory given in chapter 2 for predicting surface temperatures and thermal time constants has been shown to apply to a water cooled loss member. A comprehensive analysis of airgap heat transfer is also given and shows that it may be neglected in water cooled couplings even when there is a forced air flow through the airgap.

In the last part of the chapter a brief study of the transient performance of the dynamomotor is given and values of the torque time constant were calculated from the measured flux time constants.
CHAPTER 6

OVERALL CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK
6.0 Overall conclusions and suggestions for further work

6.1 Overall conclusions

A theory has been given in chapter 2 for predicting loss member surface temperatures and thermal time constants of eddy-current couplings. The relationship between both these and the parameters of the coupling are also given.

The theory was verified by comparisons with experimental results taken from air-cooled couplings with and without endrings. Additional verification was given in chapter 5 where it was shown that the theory was also applicable to the high speed water cooled dynamometer. In general, the comparisons show that the accuracy with which surface temperatures and thermal time constants can be predicted, using the theory, are adequate for design purposes. It is also thought that the theory, with modifications, may be applied to other related problems, e.g., electro-heat.

The experimental results from the new high speed dynamometer indicate that it behaves like a normal inductor coupling even though its eddy-current frequencies are extremely high, and so existing coupling theory is shown to be applicable to high speed couplings.

The tests on the new machine also show that its performance is superior to the original Redman, Heenan, Froude design specification, which was for 75 kW at 2000 rev/min and an inertia of \(0.17 \text{ kgm}^2\), giving a torque/inertia (T/I) ratio of

\[
T/I \text{ (spec.)} = \frac{360}{0.17} = 2120 \text{ (N/kgm)}
\]

From figure 5.8, the projected torque for the new machine is 480 Nm at 2000 rev/min and from table 4.1 its inertia is \(0.158 \text{ kgm}^2\), hence

\[
T/I \text{ (new m/c)} = \frac{480}{0.158} = 3040 \text{ (N/kgm)}
\]
so that \[
\frac{T/I \text{ (new m/c)}}{T/I \text{ (spec.)}} = 1.45
\]

This comparison shows that the new dynamometer has a T/I ratio considerably higher than the original specification. It is also expected that the alternative, and perhaps more commercial, high speed design given in Appendix 4 will have a still higher T/I ratio.

Other important features of the new dynamometer are its simple modular construction, stationary 'indirectly' water cooled loss member (i.e. dry airgap), stationary field member and negligible minimum power level.

It is considered therefore, that the new machine is suitable for a 75 kW, 14000 rev/min dynamometer.

6.2 Suggestions for further work

The theory of chapter 2 could be extended to cover higher temperatures by substituting \( y = m.t + c \) for the temperature dependent material properties \( c_s/K_s \), where \( m \) and \( c \) are constants, \( y \) equals \( c_s/K_s \) and \( t \) is the loss member temperature. In the process the fundamental design parameters may be obscured, but this is the price of advancement. An analysis of the Curie wave* penetration could also be included. This would be useful for electro-heat problems in which surface hardening or even melting times may be required for a particular loss density (or heat flux).

Further work should also include a study of airgap heat transfer at high loss-member temperatures. The radiation losses were small in the couplings discussed in this thesis, but since these losses vary as \( T^4 \) then at high loss-member temperatures say, 300°C plus they may be substantial. Detailed information is also required on airgap convection losses; research on this would involve experimental

* This is the penetration of the Curie temperature \(^{31}\) (approx. 600°C) into the loss member.
determination of surface heat transfer coefficients for the most common airgap configurations, perhaps expressed in the form of the general Nusselt number equation, i.e.

$$\text{Nu} = a \cdot \text{Re}^b \cdot \text{Pr}^c$$

Part of this thesis has dealt with high speed couplings and dynamometers and consequently high frequency eddy-currents in the loss member. However, because the speed at peak torque, $n_m$, of the experimental machine was also very high (as figure 5.3 shows) there remains at least one outstanding area of coupling operation which has not been investigated i.e. at very high $n_m$ values, say 20 to 40 $n_m$.

Typical values of $n_m$ for endring couplings are 150 to 300 rev/min. Therefore, to study high $n_m$ operation, experimental apparatus capable of at least 10,000 rev/min would be required.

It was shown from the tests on the new dynamometer that a more accurate method of estimating peak fundamental armature reaction mmf ($\hat{F}_r$) must be found. A possible approach would be to construct the complete $F_r$ wave from tooth and slot flux measurements and then analyse the wave.

Other areas of further work are:

1) Comparison of the performance of an inductor coupling fitted with a solid iron, endring and copper faced loss member.

2) Investigation of end-effects and current density distribution in disc couplings.

3) Prediction of torque produced by the airgap flux density harmonics (harmonic torque) and their effect on the fundamental torque-slip curves.
APPENDICES
Appendix 1

A1 Heat transfer equations

A1.1 Cylinder rotating in an infinite quiescent fluid

The following equations apply to drum type eddy-current couplings rotating in free air and the characteristic dimension chosen is the drum outside diameter $D_o$.

If $Re_D ( \rho D_0 \omega / \mu_c ) < (Gr_D / Pr)^{1/2}$ free convection dominates$^{37}$ and the average Nusselt number $\overline{Nu}_D (h D_0 / K_c)$ for a 'long cylinder' is given$^{38}$ by

$$\overline{Nu}_D = 0.456 (Gr_D Pr)^{0.25} \quad \text{A1.1}$$

This equation applies for stationary cylinders or cylinders rotating very slowly.

In the range where both free and forced convection, or only the latter, are significant the relationship is$^{40}$

$$\overline{Nu}_D = 0.18 (0.5 Re_D^2 + Gr_D) Pr^{0.315} \quad \text{A1.2}$$

This is the general case for a cylinder rotating at an angular speed $\omega (2 \pi N)$ and it is valid for air up to $Re_D$ values of $5 \times 10^4$. Dropkin and Carmi$^{39}$ extended this up to $Re_D$ values of $4 \times 10^5$ and also obtained data at high Grashof numbers. They correlated their results for air with the empirical relationship

$$\overline{Nu}_D = 0.19 (Re_D^2 + Gr_D)^{0.35} \quad \text{A1.3}$$

At very high speeds, if $Re_D^2 \gg Gr_D$, equation A1.3 reduces to

$$\overline{Nu}_D = 0.19 Re_D^{0.7} \quad \text{A1.4}$$

For air, the Prandtl number is approximately a constant over a very wide range of temperatures. Therefore it may be taken into the constants.

Analytical solutions based on a modified Reynolds analogy have been given by Kays and Bjorklund$^{40}$ and Mayhew$^{43}$.

Transition phenomena in flow over rotating cylinders have been discussed by Richardson$^{42}$, also the influence of free convection on the flow has been investigated by Etemad$^{38}$.
A1.2 Cylinder rotating in a forced flow fluid

A forced air cooled drum coupling is basically a cylinder rotating in a forced flow fluid. The air is usually passed to the coupling through a duct with its free stream velocity defined as \( u_\infty \).

The problem of convection from a rotating cylinder with air flow perpendicular to the axis of rotation has been studied experimentally by Kays and Bjorklund.\(^{40}\) They found four distinct flow regions with transitions between them depending on the ratio of the free stream velocity \( u_\infty \) to the rotational speed of the cylinder \( \omega r_o \), where \( r_o \) is the outside radius of the cylinder. Over the limited range of variables covered in their experiments, their results were correlated by the empirical relationship

\[
\overline{Nu}_D = 0.18 \left( 0.5 \frac{Re}{D} + Re + Gr \right) Pr^{0.315} \quad A1.5
\]

where

\[
Re = \frac{u_\infty D}{\nu} \quad A1.5
\]

This equation should not be used when the value of the terms inside the square brackets exceeds \( 10^9 \). If \( u_\infty \) is zero, as in the case of an infinite quiescent fluid, then equation A1.5 reduces to A1.2.

In all equations the physical properties are to be taken at the arithmetic mean film temperature or mean between temperature at the outside surface of the cylinder and the temperature of the surrounding medium.

A1.3 Gas and fluid flow through slots and pipes

Heat transfer for gases and fluids flowing in slots and pipes has been studied in great detail and is extremely well documented.\(^{46,47,48}\) A common method of cooling both disc and drum couplings is to cut slots in the back face of the loss member and pass the cooling fluid, usually water, through them. If the hydraulic mean diameter\(^{46}\) (H.M.D.) of the slot is taken as the characteristic dimension, then all the equations for circular pipes can be used to calculate the heat transfer.
The Nusselt number for forced convection of fluids and gases flowing through pipes is given by Fishenden and Saunders \(^{46}\) and McAdams \(^{48}\) as

\[
\bar{\text{Nu}}_D = 0.023 \text{Re}^{0.8} \text{Pr}^{0.4}
\]  

A1.6

This equation applies for both water and air when Re > 10\(^4\). The characteristic dimension is \(d_p\) the diameter of the pipe or the H.M.D. of the slot.

Because Pr varies little from gas to gas, or with temperature for any given gas, equation A1.6 reduces to

\[
\bar{\text{Nu}}_D = 0.020 \text{Re}^{0.8}
\]  

A1.7

In both the above equations the physical constants are taken at the mean bulk temperature \(t_{b,c}\) of the fluid, i.e. at the mean of the inlet and outlet temperatures of the coolant.

A1.4 Gas and fluid flow over plane surfaces

Disc couplings with slotless loss members may be treated as plane surfaces for heat transfer calculations. The characteristic dimension \(L\) is the length of plato in the direction of flow.

Experiments with air and water \(^{46}\) agree well in the turbulent region, which in this case corresponds to Re > 2 \times 10^4, with the expression

\[
\bar{\text{Nu}}_D = 0.036 \text{Re}^{0.8} \text{Pr}^{0.33}
\]  

A1.8

For air, and other gases with similar Prandtl number, this becomes

\[
\bar{\text{Nu}}_D = 0.032 \text{Re}^{0.8}
\]  

A1.9

In these equations the physical constants are taken at the mean film temperature \(\theta_m\).

A1.5 General form of the Nusselt number

An inspection of the equations given in this Appendix reveals that they all have the same general form, which is

\[
\bar{\text{Nu}}_D = a \text{Re}^b \text{Pr}^c
\]  

A1.10
This is useful and means that all of the common cooling system configurations encountered in couplings may be expressed by one general equation and hence, only one general theory also with appropriate values of a, b and c being substituted for a particular type of coupling.

It should also be pointed out that in most of the equations given in this Appendix, Reynolds number could be substituted for in terms of the mass flow rate, inlet and outlet temperatures of coolant and the total power which is to be carried away by the coolant. However, this depends on what information is available and the constraints on the cooling system design.
Appendix 2

A2 Inversion of $\theta(y, s)$

A2.1 $\theta(y, s)$ terms not containing De

Consider the two terms in equation 2.41 which do not contain De. Inversion of $t_{i,c}/s$ is trivial and is found from standard tables

$$
\begin{bmatrix}
-1
\end{bmatrix}

\begin{bmatrix}
t_{i,c}
\end{bmatrix}

= t_{i,c}
$$

A2.1

The other term is inverted using C.I.F. directly and noting that the denominator zero occurs when $s = 0$.

Hence,

$$
\begin{bmatrix}
-1
\end{bmatrix}

\begin{bmatrix}
\frac{W_o \sinh(\alpha_s y s^{1/2})}{K_s \alpha_s s^{1/2}}
\end{bmatrix}

= \frac{1}{2\pi j} \int_{\gamma} \left[ \frac{W_o \sinh(\alpha_s y s^{1/2}) e^{st}}{s^{1/2} K_s \alpha_s s} \right] ds

\text{as } s \to 0

= \text{c.i.f.} \frac{W_o y}{K_s}
$$

A2.2

NOTE: As $s \to 0$ the term $\sinh(\alpha_s y s^{1/2})/s^{1/2} \to \alpha_s y s^{1/2}/s^{1/2} = \alpha y$

A2.2.1 Introduction of 'Residue' method

Consider now the term

$$
\begin{bmatrix}
-1
\end{bmatrix}

\begin{bmatrix}
\frac{W_o \cosh(\alpha_s d_L s^{1/2}) \cosh(\alpha_s y s^{1/2})}{s K_s D e}
\end{bmatrix}

A2.3

It has been shown in section 2.11.1 that De has zeros when
\[ s = - \frac{p_n}{\alpha_s d_L^2} ^2 \]

where \( p_n \) is not an integer and depends on \( h_c, d_L \) and \( K_s \). The denominator of the above term therefore is zero for these values of \( s \) and also when \( s = 0 \).

Using C.I.F. therefore

\[
\begin{align*}
\left[ A.2.3 \right]^{-1} &= \frac{1}{2\pi j} \int \frac{\left[ W_o \cdot \cosh(\alpha_s d_L s) \cdot \cosh(\alpha_s y s) \cdot e^{st} \right]}{K_s D e} ds \\
\text{as } s \to 0 &+ \frac{1}{2\pi j} \int \frac{\left[ \left( W_o / s K_s \right) \cdot \cosh(\alpha_s d_L s) \cdot \cosh(\alpha_s y s) \cdot e^{st} \right]}{D e / (s + p_n^2/\alpha_s d_L^2)} ds \left( s + p_n^2/\alpha_s d_L^2 \right) \\
\text{as } s \to -p_n^2/\alpha_s d_L^2
\end{align*}
\]

where \( D e / (s + p_n^2/\alpha_s d_L^2) \) is called the 'Residue' and comes from introduction of the redundant term containing the factors of \( D e \).

**A2.2.2 Evaluation of 'Residue'**

Before C.I.F. can be applied to equation A2.4 the 'Residue' must be evaluated as \( s \to -p_n^2/\alpha_s d_L^2 \). So, substituting for \( D e \) from equation 2.40 and using L-hopitals rule

\[
\begin{align*}
&\text{Lim.}\left[ \frac{\alpha_s s \cdot \sinh(\alpha_s d_L s) + \left( h_c / K_s \right) \cdot \cosh(\alpha_s d_L s)}{(s + p_n^2/\alpha_s d_L^2)} \right] \\
&\text{as } s \to -p_n^2/\alpha_s d_L^2
\end{align*}
\]
evaluating this gives the 'Residue'

\[
\sum_{n=1,2,3}^{\infty} \alpha^2 \frac{d_L^2}{2} \left[ D_n \right] \quad \text{A2.5}
\]

where \( D_n = \left[ \cos \left( \frac{P_n}{P_n} \right) + \frac{(1 + \beta)}{P_n} \sin \left( \frac{P_n}{P_n} \right) \right] \quad \text{A2.6} \)

and \( \beta = \frac{h_c d_L}{K_s} \)

A2.2.3 Inversion of the terms containing \( D_0 \)

Substituting the 'Residue' into equation A2.4 and using C.I.F. it can be shown that

\[
\begin{bmatrix} A2.3 \end{bmatrix} \overset{\text{C.I.F.}}{=} \sum_{n=1,2,3}^{\infty} \frac{W_o}{h_c} \left[ 1 - \frac{2 \beta \cos \left( \frac{P_n}{P_n} \right) \cos \left( \frac{P_n y/d}{P_n} \right) e^{-t/\tau_n}}{P_n^2 K_s D_n} \right] \quad \text{A2.7}
\]

where \( \tau_n = \alpha^2 \frac{d_L^2}{2} / P_n^2 \) and represents the thermal time constants.

The remaining terms which contain \( D_0 \) are evaluated in the same manner as detailed above and it can be shown that the 'Residue', equation A2.5, is common to them all.
Appendix 3

Dimensional equations for disc and drum couplings

The simplest and most accurate method of designing eddy-current couplings is by dimensional raitioing from other similar couplings. Davies derived drum coupling equations which are reproduced here for comparison with the equivalent disc coupling equations.

**DRUM COUPLINGS**

\[
T_{m1} \propto \frac{p \cdot D \cdot L_A}{g} \cdot (F_g)^2 \tag{A3.1}
\]

and

\[
n_{m1} \propto \frac{\varepsilon g \cdot p}{D^{\frac{1}{m}} (F_g)^{\frac{1}{m}}} \tag{A3.2}
\]

Before the new high speed disc inductor coupling could be designed similar equations to those above had to be obtained. Cartesian co-ordinates were used since it can be shown that curvature effects are small in disc couplings. End-effects were also neglected as they usually cancel when ratioing. Hence, only a fundamental component of radial current density is assumed and, as this premise is consistent with Davies analysis, all his initial equations apply to disc couplings with small modifications.

From reference 3 the basic equation for \( \phi_{ac1} \) was given as

\[
\phi_{ac1} = \frac{4 \cdot \sqrt{\varepsilon}}{\omega \cdot H_m} \cdot L_A \cdot W \tag{A3.3}
\]

where

\[
K_1(H_m) = \frac{1}{m} \left( \frac{4 \cdot \varepsilon \cdot W^2}{\omega} \right) \tag{A3.4}
\]
These equations apply to both disc and drum couplings where $L_A$ is the length of the active region.

Figure A3.1 shows the ideal pole shape for a disc coupling.

![Figure A3.1](https://via.placeholder.com/150)

given that $L_A = (r_2 - r_1)$ and the active region swept area, $A_a = \pi (r_2^2 - r_1^2) = \pi (r_2 + r_1)(r_2 - r_1)$

The term $W$ in equation A3.3 is the loss density in the active region. It is defined as

$$W = \frac{T \omega}{pA_a}$$

Putting $\omega = 2\pi N_p$ and $A_a$ into this equation yields

$$W = \frac{2 T n}{(r_2 + r_1)(r_2 - r_1)}$$

but $(r_2 - r_1) = L_A$ and the quantity $(r_2 + r_1)$ will be defined as $R$.

Rearranging equation A3.4 in terms of $H_m$ and substituting it, $\omega$ and $W$ in equation A3.3 it can be shown that
\[ \phi_{ac_1} = K_2 \left[ \frac{1/4m}{1/2m} \right] \frac{L_A}{R} \left[ \frac{\phi}{\rho} \right] \left[ \frac{(2m-1)/2m}{1/2m} \right] \frac{T_1}{\eta} \]  

A3.6

where \[ K_2 = 2 \cdot \frac{\pi}{\pi} \left( \frac{K_2}{2} \right)^{1/m} \]

This equation is identical to that given by Davies\(^4\) for drum couplings. The quantity \( R \) is directly comparable to the inside diameter, \( D \), of a drum coupling and is in fact the mean pitch circle diameter of the teeth or poles in a disc coupling.

It can be shown\(^3\) that the general relationship between \( T, p, \phi_{ac_1} \) and \( \Phi_{Fr_1} \) is

\[ T_1 = K_3 p^2 \cdot \phi_{ac_1} \cdot \Phi_{Fr_1} \]

where \( K_3 = \pi \)

There is no reference in this equation to machine geometry and so by substituting for \( \phi_{ac_1} \) and rearranging, the relationship between \( \Phi_{Fr_1} \) and disc coupling parameters can be shown to be

\[ \Phi_{Fr_1} = \left( \frac{1/2m}{1/4m} \right) \frac{T_1}{\eta} \frac{\rho}{K_2 K_3} \left( \frac{L_A}{R} \right) \left( \frac{\phi}{\rho} \right) \left( \frac{(2m-1)/2m}{1/2m} \right) \]

M is defined as \[ \left[ \frac{1/4m}{1/2m} \right] \left( \frac{(2m-1)/2m}{1/2m} \right) \left( \frac{L_A}{R} \right) \left( \frac{\phi}{\rho} \right) \] and is directly analogous to a similar quantity defined by Davies\(^4\).

Equations A3.6 and A3.7 can now be combined into the performance equation\(^3\) of the eddy-current coupling

\[ F_g^2 = K_a \left( \Phi_{Fr_1}' \right)^2 + K_b \left( \Phi_\phi \right)^2 - K_c 2 \Phi_{Fr_1}' \Phi_\phi \cos(\delta) \]

A3.7
where \( F_g \) = applied mmf per tooth or pole

\[
\hat{F}_{1}' = \text{equivalent field produced armature reaction mmf}
\]

\[
= f\hat{F}_{1}\quad f \text{is the effectiveness of fundamental armature reaction}
\]

in producing fundamental flux it carries the same definition as given by Davies^4.

\( \delta \) = a phase angle.

\[
\hat{F}_\phi = \phi a c_1 / a_1; \quad a_1 \text{is derived from the airgap geometry and in terms of disc couplings it is proportional to} \quad (R L_A / p g)
\]

\[
K_{a, b, c} = \text{constants}
\]

Substituting the relevant relationships into equation A3.7 and following Davies^3 methods it can be shown that

**DISC COUPLINGS**

\[
T_{m, 1} \propto p \frac{R L_A \cdot (F_g)^2}{g} \quad \text{A3.8}
\]

\[
and \quad n_{m, 1} \propto \frac{p E P}{R^{4m} (F_g)^{4-4m}} \quad \text{A3.9}
\]

These dimensional equations are identical to those given earlier for drum machines where \( D \) is replaced by \( R \); they apply to both inductor and salient pole (or Lundell) couplings. The constants of proportionality are of course different for the two types, but these are not required for designing by dimensional ratioing since they cancel for similar machines; these constants are functions of the machines geometry, i.e., end-effects and tooth width/tooth pitch ratio. The equations apply to any one individual machine or to each region of an inductor coupling.

Strictly the equations given here are for the fundamental peak torque and its speed at peak torque. However, it can be shown* that the dimensional relationships

* From unpublished work belonging to the author.
for the harmonic torques are the same as for the fundamental. Therefore, when these fundamental equations are used for dimensional ratioing they do in fact automatically take into account the harmonic torques and this is why this design technique produces such good results.
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FIGURES FOR CHAPTER 1.
BASIC CONSTRUCTION OF DRUM TYPE SALIENT POLE/LUNDELL COUPLINGS (a) AND INDUCTOR COUPLINGS (b).

BASIC CONSTRUCTION OF DISC TYPE COUPLINGS.
DRUM TYPE LUNDELL COUPLING WITH PARASITIC AIRGAP

DRUM TYPE INDUCTOR COUPLING WITH PARASITIC AIRGAP
TWO BASIC CONSTRUCTIONS OF DISC TYPE SALIENT POLE COUPLINGS.
FIGURES FOR CHAPTER 2.
THE RESISTIVITY OF 'ARMCO' INGOT IRON PLOTTED AGAINST TEMPERATURE.

(NOTE: Curve taken from 'ARMCO' sales brochure.)

Figure 2.1

THE EFFECTS OF DRUM TEMPERATURE ON THE TORQUE - SPEED CURVES.

Figure 2.2
THE VARIATION OF SPECIFIC HEAT AND THERMAL CONDUCTIVITY WITH TEMPERATURE FOR A TYPICAL LOW CARBON STEEL SUCH AS 'ARMCO'.

![Graph showing the variation of specific heat and thermal conductivity with temperature.](image)

- **a**: Specific heat, $c_s$, - temperature.
- **b**: Thermal conductivity, $K_s$, - temperature.

**Note**: Both curves are from reference 52, typical analysis 0.06% C, 0.4% Mn.

*Figure 2.3*
THE DEVELOPED ANALYTICAL MODEL.

COOLANT PROPERTIES, \( c_c, K_c, \mu_c, \rho_c \).

INLET TEMPERATURE \( (t_{1,c}) \) \hfill OUTLET TEMPERATURE \( (t_{2,c}) \)

COOLANT VELOCITY, \( v_c \).

\[ \theta(a,t) \] SURFACE HEAT TRANSFER COEFFICIENT, \( h_c \).

LOSS MEMBER MATERIAL CONSTANTS \( (c_s, \rho_s, K_s) \).

\[ \theta(o,t) \] HEAT FLUX, \( W_o \).

AIRCAP LENGTH, \( s \)

FIELD MEMBER

Figure 2.5
ROOTS OF $x'/\beta = \cot(x') = f_{x'}$

Figure 2.6

$X'$, RADIANS.

ROOTS OF $-y = \coth(\beta y) = f_y$

Figure 2.7
FIGURES FOR CHAPTER 3.
EXPERIMENTAL TORQUE - SLIP CURVES OF THE ENDRING DRUM COUPLING.

EXCITATION:
- a: 0.5A
- b: 0.4A
- c: 0.3A
- d: 0.2A
- e: 0.1A

SLIP SPEED, (rev/min.)

Figure 3.3
EXPERIMENTAL TORQUE - SLIP CURVES OF THE SOLID DRUM COUPLING.

EXCITATION:
- a : 0.5A
- b : 0.4A
- c : 0.3A
- d : 0.2A
- e : 0.1A

Figure 3.4
SURFACE TEMPERATURE AGAINST TIME CURVES TAKEN FROM THE ENDRING DRUM AT CONSTANT SLIP SPEED AND VARIOUS EXCITATIONS.

EXCITATION : SLIP SPEED

- a : 0.3A , 14.45 rev/min.
- b : 0.2A , 11.50 rev/min.
- c : 0.1A , 14.50 rev/min.

NOTE : All curves taken with thermocouple B.

Figure 3.5
SURFACE TEMPERATURE AGAINST TIME CURVES TAKEN FROM THE SOLID DRUM AT CONSTANT SLIP SPEED AND VARIOUS EXCITATIONS.

EXCITATION : SLIP SPEED

a : 0.5 A , 14.30 rev/min.
b : 0.4 A , 14.40 rev/min.
c : 0.3 A , 14.40 rev/min.
d : 0.25A , 14.45 rev/min.
e : 0.2 A , 14.50 rev/min.
f : 0.15A , 14.50 rev/min.
g : 0.1 A , 14.60 rev/min.

NOTE : All curves taken with thermocouple B.

Figure 3.6
EXPERIMENTAL TORQUE - TIME CURVES FROM THE SOLID DRUM TAKEN AT CONSTANT SLIP SPEED AND VARIOUS EXCITATIONS; TAKEN SIMULTANEOUSLY WITH THE SURFACE TEMPERATURE - TIME CURVES.

EXCITATION: SLIP SPEED

- a: 0.5A, 1430 rev/min
- b: 0.4A, 1440 rev/min
- c: 0.3A, 1440 rev/min
- d: 0.25A, 1445 rev/min
- e: 0.2A, 1450 rev/min
- f: 0.15A, 1450 rev/min
- g: 0.1A, 1460 rev/min

Figure 3.7
DERIVATION OF THE ENDING DRUM THERMAL TIME CONSTANT FROM THE
MEASURED SURFACE TEMPERATURE RESPONSE.

\[ T/C B \]
14.50 rev/min.
Exitation: 0.2A

\[ x : \text{Experimental points. (TAKEN FROM FIG 3.5)} \]

Thermal time constant, \( \tau_1 = 299s \)
DERIVATION OF THE SOLID DRUM THERMAL TIME CONSTANT FROM THE
MEASURED SURFACE TEMPERATURE RESPONSE.

\[ T/C B \]
1450 rev/min.
Excitation: 0.2A

TIME, s.

\[ \theta(t) = \frac{A + B - \theta_0}{t_1} \]

\[ \times: \text{Experimental points. (TAKEN FROM FIG 3-6)} \]

Thermal time constant, \( t_1 = 285 \text{s} \)
DERIVATION OF THE SOLID DRUM THERMAL TIME CONSTANT FROM THE
MEASURED SURFACE TEMPERATURE RESPONSE.

\[ T_G B \]
1450 rev/min.
Excitation: 0.15A

\[ \tau_1 = 320s \]

\( \times \): Experimental points. (TAKEN FROM FIG. 3.6)
FIGURES FOR CHAPTER 4.
Page removed for copyright restrictions.
THE ROTOR OR PERMEANCE MEMBER
FIELD MEMBER AND EXCITATION COIL

Figure 4.5
A: High Speed Dynamometer.
B: Gear Box 10:1 Step Up.
C: 75 K.W. Driver Coupling.
E: D.C. Tachogenerator.
F: Control Cabinet.
G: Constant current supply for dynamometer field.
H: Rotary switch for search coils.

Figure 1-8

Schematic Diagram of Experimental Apparatus.

415 V
3-phase
50 Hz.

n

230 V
single phase
50 Hz.

Torque Arm

J

T
ARRANGEMENT OF SEARCH COILS ON STATIONARY FIELD MEMBER.

Non-magnetic field former.

Search coil leads 40 S.W.G. copper wire (Lewmex).

Figure 4.10
ARRANGEMENT OF CURRENT DENSITY PROBES ON STATIONARY WATER COOLED LOSS MEMBER.

LOSS MEMBER SURFACE

Z : Radial probes measure Jr (Jz in cartesian coordinates.
X : Peripheral probes measure Je (Jx in cartesian coordinates.)

Probe leads 42 SWG nickel-copper (CONSTANTAN) wire, rayon-covered.

Figure 4.12
FIGURES FOR CHAPTER 5.
a: Measured flux $\phi_I$ leaving field member through inner laminated section; calculated $\phi_I$ curve is not shown since it follows experimental curve.
b: Measured flux $\phi_o$ entering field member through outer laminated section.
c: Calculated curve of $\phi_o$.

Figure 5.1
EXPERIMENTAL TORQUE - SLIP CURVES OF THE HIGH SPEED DYNAMOMETER.

EXCITATION:
- a: 6 A
- b: 5 A
- c: 4 A
- d: 3 A
- e: 2 A
- f: 1 A

ACTIVE AIRGAP LENGTH:
- g = 1 mm

For g = 0.5 mm (not shown) the excitation is halved for the same torque-speed curve.

Figure 5.3
TOTAL FLUX ($\phi_f$) LEAVING THE INNER LAMINATED SECTION OF THE FIELD THROUGH SEARCH COIL $h$ PLOTTED AGAINST EXCITATION ($I_F$) AT VARIOUS SLIP SPEEDS.

SLIP SPEEDS:
a: STANDSTILL.
c: 4000 rev/min.
d: 6000 rev/min.

Figure 5.4
FLUX ($\phi_o$) ENTERING THE OUTER LAMINATED SECTION OF THE FIELD
THROUGH SEARCH COIL 5 PLOTTED AGAINST EXCITATION ($I_f$) AT
VARIOUS SLIP SPEEDS.

SLIP SPEEDS:
- a : STANDSTILL.
- c : 4000 rev/min.
- d : 6000 rev/min.
LEAKAGE FLUXES ($\phi_L$) THROUGH VARIOUS SECTIONS OF THE FIELD
PLOTTED AGAINST EXCITATION ($I_e$) AT STANDSTILL.

<table>
<thead>
<tr>
<th>a</th>
<th>Shaft leakage flux through S.C. 3 at standstill.</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>Shaft leakage flux through S.C. 3 at 6000 rev/min.</td>
</tr>
<tr>
<td>c</td>
<td>Leakage flux through S.C. 6 at standstill.</td>
</tr>
<tr>
<td>d</td>
<td>Leakage flux through S.C. 7 at standstill.</td>
</tr>
<tr>
<td>e</td>
<td>Leakage flux through S.C. 8 at standstill.</td>
</tr>
</tbody>
</table>

---

Figure 5.6
TORQUE AGAINST EXCITATION ($I_p$) AND TOTAL FLUX ($\phi_I$)
AT VARIOUS SLIP SPEEDS.

EXCITATION $I_p$, (A).

TOTAL FLUX ($\phi_I$, (mWb)) LEAVING FIELD THROUGH INNER LAMINATIONS.

TORQUE - EXCITATION, $I_p$:
- a: 6000 rev/min., slope = 2.06
- b: 4000 rev/min., slope = 2.1
- g: 500 rev/min., slope = 2.36

TORQUE - TOTAL FLUX, $\phi_I$:
- d: 6000 rev/min., slope = 2.2
- e: 4000 rev/min., slope = 2.21
- f: 2000 rev/min., slope = 2.17

Figure 5.8
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CURRENT DENSITY AMPLITUDES $f(J_z)$ AND $f(J_x)$ PLOTTED AGAINST DISTANCE ACROSS THE OUTER ACTIVE REGION AT VARIOUS SLIP SPEEDS.

EXCITATION : 2 A

Current density probe numbers.

DISTANCE ACROSS OUTER ACTIVE REGION (cm.)

SLIP SPEEDS :

a : 2000 rev/min.
b : 4000 rev/min.
c : 6000 rev/min.

$\odot = f(J_z)$
$\times = f(J_x)$

Figure 5.16
CURRENT DENSITY AMPLITUDES \( f(Jz) \) AND \( f(Jx) \) PLOTTED AGAINST DISTANCE ACROSS THE INNER ACTIVE REGION AT VARIOUS SLIP SPEEDS.

EXCITATION: 2 A

Current density probe numbers.

DISTANCE ACROSS INNER ACTIVE REGION.
(cm.)

SLIP SPEEDS:

\( a \) : 2000 rev/min.
\( b \) : 4000 rev/min.
\( c \) : 6000 rev/min.

\( \bigcirc \) = \( f(Jz) \)
\( \times \) = \( f(Jx) \)

Figure 5.17
CURRENT DENSITY AMPLITUDES $f(J_z)$ AND $f(J_x)$ PLOTTED AGAINST DISTANCE ACROSS THE OUTER ACTIVE REGION AT VARIOUS SLIP SPEEDS.

EXCITATION : 4 A

SLIP SPEEDS :

- $b : 4000$ rev/min.

$\Theta = f(J_z)$

$\times = f(J_x)$

DISTANCE ACROSS OUTER ACTIVE REGION

(cm.)

Figure 5.18
CURRENT DENSITY AMPLITUDES $f(J_x)$ AND $f(J_z)$ PLOTTED AGAINST DISTANCE ACROSS THE INNER ACTIVE REGION AT VARIOUS SLIP SPEEDS.

EXCITATION: 4 A

Current density probe numbers.

SLIP SPEEDS:

a: 2000 rev/min.
b: 4000 rev/min.
PTAK TO PTAK VALUES OF THE END REGION CURRENT DENSITY WAVES
PLOTTED AGAINST FREQUENCY AT VARIOUS EXCITATIONS.

\[ f(z_{11}) \]
\[ f(x_{11}) \]
\[ f(z_1) \]
\[ f(x_1) \]

CURRENT DENSITY AMPLITUDES

\[
\frac{M}{b} \cdot \frac{1}{2}
\]

SLIP SPEED, rev/min.

EXCITATION:

a : 2 A
b : 4 A

Figure 5.20
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EXCITATION : 2 A (310 AT/tooth outer approx.)

**Figure 5.26**

---

**SLIP SPEEDS:**
- ▲: 500 rev/min.
- ○: 4000 rev/min.
- ■: 6000 rev/min.

**NOTE:** Plotted points have no significance except for identification see Figures 5.21 to 5.24.

EXCITATION : 3 A (465 AT/tooth outer approx.)

Mean standstill tooth flux-density

Mean standstill slot flux-density

POLAR ANGLE (DEGREES ELEC.)

SLIP SPEEDS:

\( \times \) : 500 rev/min.
\( \triangle \) : 2000 rev/min.
\( \circ \) : 4000 rev/min.
\( \square \) : 6000 rev/min.

NOTE : Plotted points have no significance except for identification see Figures 5.21 to 5.24.

EXCITATION: ½ A (620 AT/tooth outer approx.)

SLIP SPEEDS:
- X : 500 rev/min.
- ○ : 4000 rev/min.
- □ : 6000 rev/min.

NOTE: Plotted points have no significance except for identification see Figures 5.21 to 5.24.

Figure 5.28
FUNDAMENTAL FLUX/POLE AGAINST SLIP SPEED AT VARIOUS EXCITATIONS.

EXCITATIONS:

- X: 2 A
- O: 3 A
- □: 4 A

NOTE: $\phi_{ac}$ is for the outer region only.
PEAK FUNDAMENTAL ARMATURE REACTION M.M.F. AGAINST SLIP SPEED AT VARIOUS EXCITATIONS.

**Excitations:**
- $\times$: 2 A
- $\circ$: 3 A
- $\bullet$: 4 A

*Note: $\hat{F}_r$ is for the outer region only.*
VARIATION OF TORQUE (outer) WITH FLUX AT CONSTANT SLIP AND SLIP AT CONSTANT FLUX.

![Graph showing the variation of torque with slip speed at constant flux and constant slip.](image)

FUNDAMENTAL FLUX/POLE (φac1), mWb, (This is derived from Fourier analysis of the eddy-current distribution in the outer active region.)

**TORQUE (outer) - FUNDAMENTAL FLUX/POLE.**
- ×: 500 rev/min., slope = 2.64.
- △: 4000 rev/min., slope = 2.75.
- ◊: 6000 rev/min., slope = 2.78.

**TORQUE (outer) - SLIP SPEED.**
- +: 0.05 mWb, slope = 0.83.
- ◊: 0.07 mWb, slope = 0.83.
- ●: 0.1 mWb, slope = 0.85.

Figure 5.31
VARIATION OF MEASURED PEAK FUNDAMENTAL ARMATURE REACTION WITH TORQUE
AT CONSTANT SLIP AND SLIP AT CONSTANT TORQUE.

SLIP SPEED, (rev/min.)

1000 3000 10000

1000

500

200

100

50

20

1 10 100

PEAK FUNDAMENTAL ARMATURE REACTION M.M.F. (Fr), at:

TORQUE (outer), Nm, (This is torque produced by outer region only; estimated by adding two generalised curves together.)

PEAK FUNDAMENTAL ARMATURE REACTION - TORQUE (outer).

○ : 2000 rev/min., slope = 0.60.
△ : 4000 rev/min., slope = 0.61.
□ : 6000 rev/min., slope = 0.61.

PEAK FUNDAMENTAL ARMATURE REACTION - SLIP SPEED.

× : 10 Nm, slope = 0.25.
● : 20 Nm, slope = 0.25.
◇ : 40 Nm, slope = 0.25.

(Note: Fr is for the outer region only.)

Figure 5.32
COMPARISON OF THE GENERALISED TORQUE - SLIP CURVE WITH THE EXPERIMENTAL CURVES.

SLIP SPEED, rev/min.

--- : DAVIES GENERALISED CURVE, $m = 0.77$, $\phi = 45^\circ$.

EXCITATION:

- X : 1 A
- ○ : 2 A
- □ : 3 A
- ◇ : 4 A

Figure 5.33
COMPARISON OF THE ESTIMATED OUTER REGION TORQUE - SLIP CURVES
WITH THE GENERALISED CURVE.

SLIP SPEED, rev/min.

--- DAVIES GENERALISED CURVE, \( m = 0.77 \), \( \phi = 45^\circ \).

EXCITATION:

\( \times : 2 \, \text{A} \)
\( \Theta : 3 \, \text{A} \)
\( \Diamond : 4 \, \text{A} \)
Comparison of the peak fundamental armature reaction M.M.F. and fundamental flux/pose generalised curves with the experimental results.

**Note:** The measured values of $\hat{F}_{r1}$ and $\phi_{ac1}$ are from the outer region only.

- **Davies Generalised Curve**: $m = 0.77$, $\phi = 45^\circ$.

**Excitation:**
- $\times$: 2 A
- $\Theta$: 3 A
- $\diamond$: 4 A

Figure 5.35
LOSS MEMBER SURFACE TEMPERATURE AGAINST TIME AT CONSTANT SLIP SPEED AND VARIOUS EXCITATIONS AND A COOLING WATER THROUGHOUT OF Q = 27 LITRES/ MINUTE.

(a) Taken from Thermocouple 5

(b) Taken from Thermocouple 3

LOSS MEMBER SURFACE TEMPERATURE AGAINST TIME AT CONSTANT SLIP SPEED AND VARIOUS EXCITATIONS WITH A COOLING WATER THROUGHPUT OF Q = 27 LITRES/MINUTE.

SLIP SPEED: 4000 rev/min.

(a) 
Taken from Thermocouple 5

(b) 
Taken from Thermocouple 3
LOSS MEMBER SURFACE TEMPERATURE AGAINST TIME AT CONSTANT SLIP SPEED AND VARIOUS EXCITATIONS WITH A COOLING WATER THROUGHPUT OF Q = 27 LITRES/ MINUTE.

(a) Taken from Thermocouple 5

(b) Taken from Thermocouple 3

SLIP SPEED : 6000 rev/min.
TORQUE AGAINST TIME AT CONSTANT SLIP SPEED AND VARIOUS EXCITATIONS:

These curves were taken simultaneously with the surface temperature against time curves.

SLIP SPEED:
(a) 2000 rev/min.
(b) 4000 rev/min.

Figure 5.39
DERIVATION OF THE LOSS MEMBER THERMAL TIME CONSTANTS FROM THE MEASURED SURFACE TEMPERATURE RESPONSES.

(a)
T/C 5
2000 rev/min.
Excitation: 3A

(b)
T/C 5
2000 rev/min.
Excitation: 4A

\[ t - (t(\theta) - A) \]

TIME, (SECONDS)

a: Thermal time constant, \( \tau_1 = 14.8 \) s

b: Thermal time constant, \( \tau_1 = 14.5 \) s

Figure 5.41
DERIVATION OF THE LOSS MEMBER THERMAL TIME CONSTANTS FROM THE MEASURED SURFACE TEMPERATURE RESPONSES.

(a) T/C 5
4000 rev/min.
Excitation : 3A

(b) T/C 3
2000 rev/min.
Excitation : 3A

\[ T - (\theta(t) - \Delta) \]

\[
\begin{array}{c}
\text{TEMPERATURE FUNCTION, } \quad \frac{B}{B_0} = (\theta(t) - \Delta) \\
0.04 \\
0.1 \\
0.4 \\
1.0 \\
\end{array}
\]

\[
\begin{array}{c}
\text{TIME, (SECONDS)} \\
0 \\
10 \\
20 \\
30 \\
40 \\
50 \\
\end{array}
\]

\[ T \] = Thermal time constant, \( \tau = 15.4 \text{s} \)

b: Thermal time constant, \( \tau = 12.8 \text{s} \)

Figure 5.42
MEASURED RESPONSE OF EXCITATION CURRENT ($I_p$) AND FLUX ($\phi$) AT VARIOUS SECTIONS IN THE HIGH SPEED DYNAMOMETER ALL AT STANDSTILL.

EXCITATION: 4 A, TIME BASE: 0.2 cm/s.

(a) LOWER TRACE IS TOTAL FLUX ($\phi$) FROM SEARCH COIL 4.

(b) LOWER TRACE IS FLUX ($\phi$) FROM FULL PITCH SEARCH COIL 1.

(c) LOWER TRACE IS FLUX ($\phi$) FROM FULL PITCH SEARCH COIL 2.

NOTE: Full pitch search coils 1 and 2 were aligned with rotor slugs to obtain a maximum flux linkage. In trace (c) the vertical calibration of $I_p$ (upper trace) has been reduced to correspond with the signal from full pitch search coil 2.

Figure 5.44
Measured response of total flux ($\phi_r$) and excitation current ($I_r$) at standstill and various slip speeds.

Excitation: 4 A, time base: 0.2 s/cm.

**Standstill**
- $I_r = 0.34$ seconds
- $\phi = 0.44$ seconds

**2000 rev/min.**
- $\phi = 0.42$ seconds

**4000 rev/min.**
- $\phi = 0.39$ seconds

**6000 rev/min.**
- $\phi = 0.37$ seconds

Upper trace is current response and lower trace is total flux response which is obtained by integrating the voltage induced in search coil $\phi$.

Figure 5.45
Verification that total flux ($\phi_t$) has an exponential response and evaluation of its time constant ($\tau_\phi$) at various slip speeds.

**Excitation: 4A**

(a) 2000 rev/min.

Slope:

$$\tau_\phi = 0.42 \text{s}$$

(b) 4000 rev/min.

Slope:

$$\tau_\phi = 0.39 \text{s}$$

(c) 6000 rev/min.

Slope:

$$\tau_\phi = 0.37 \text{s}$$

X: Experimental points taken from figures 5.44 and 5.45.

Figure 5.46
TIME RESPONSE OF TOTAL FLUX ($\phi_I$) AND TORQUE AT VARIOUS SLIP SPEEDS.

EXCITATION : 4 A

(a) 2000 rev/min.

(b) 4000 rev/min.

(c) 6000 rev/min.

TIME (SECONDS)

(1) Total Flux ($\phi_I$) - Time response.
(2) Torque - Time response, $T \propto (\phi_{ac})^2$.
(3) Torque - Time response, $T \propto (\phi_{ac})^3$.
(4) Torque - Time response for $T \propto (\phi_{ac})^2$ showing the magnitude relationship to $T \propto (\phi_{ac})^3$ for the same flux $\phi_{ac}$.

Figure 5.47