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Summary

This thesis presents theoretical investigation of three topics concerned with nonlinear optical pulse propagation in optical fibres. The techniques used are mathematical analysis and numerical modelling.

Firstly, dispersion-managed (DM) solitons in fibre lines employing a weak dispersion map are analysed by means of a perturbation approach. In the case of small dispersion map strengths, the average pulse dynamics is described by a perturbed nonlinear Schrödinger (NLS) equation. Applying a perturbation theory, based on the Inverse Scattering Transform method, an analytic expression for the envelope of the DM soliton is derived. This expression correctly predicts the power enhancement arising from the dispersion management.

Secondly, autosoliton transmission in DM fibre systems with periodical in-line deployment of nonlinear optical loop mirrors (NOLMs) is investigated. The use of in-line NOLMs is addressed as a general technique for all-optical passive 2R regeneration of return-to-zero data in high-speed transmission systems with strong dispersion management. By system optimisation, the feasibility of ultra-long single-channel and wavelength-division multiplexed data transmission at bit-rates $\geq 40\, \text{Gbit}\,\text{s}^{-1}$ in standard fibre-based systems is demonstrated. The tolerance limits of the results are defined.

Thirdly, solutions of the NLS equation with gain and normal dispersion, that describes optical pulse propagation in an amplifying medium, are examined. A self-similar parabolic solution in the energy-containing core of the pulse is matched through Painlevé functions to the linear low-amplitude tails. The analysis provides a full description of the features of high-power pulses generated in an amplifying medium.
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Chapter 1

Introduction

1.1 Historical perspective and motivations

Propagation of optical pulses in nonlinear optical fibres is a classic fundamental problem of nonlinear optics with important practical applications in the development of communication systems. Soliton-based high bit-rate optical data transmission [1] is a nice example how the results of basic research can trigger the development of a novel approach to a very important practical problem. Other kinds of self-similar optical pulses are less known than solitons, but not of minor practical interest. An example is the generation and self-similar propagation of high-power, ultra-short pulses with parabolic intensity profiles in optical fibres with normal dispersion [2]. This section presents an historical perspective on the development of fibre-optic communication systems and optical solitons and solitary waves.

In generating and transmitting different types of optical pulses, it is important to understand the physical properties of optical fibres in order to take full advantage of their potential. Physical properties of optical fibres have been studied since the 1960s, such as their waveguide characteristics, chromatic dispersion, loss, and nonlinearity [3, 4]. Optical fibre cables guide waves by total internal reflection at the interface between the core layer having higher refractive index and the cladding layer having lower index. Boundary condition at the core-cladding interface permits a finite number of guided modes supported by fibres. When more than two guided modes propagate simultaneously in fibres, signals get distorted at the receiver because each mode propagates with different speed, which is the phenomenon known as multimode dispersion. In addition, chromatic dispersion of optical fibres brings about the dependence of group velocity on frequency. In the presence of dispersion, different spectral components of an optical pulse propagate at different group velocities, which leads to pulse broadening. This phenomenon is referred to as group-velocity dispersion (GVD), or simply fibre dispersion. GVD has two contributions: material dispersion and waveguide dispersion. Material dispersion originates from a physical property of the silica, i.e. a retarded response of bound electrons in silica for lightwave electric field, which gives frequency dependence of the refractive index. Waveguide dispersion arises from the geometry of the guided structure such as a core radius. Fibre loss, another limiting factor of transmission distance, originates from material absorption in the far-infrared region and Rayleigh scattering arising from random density fluctuation that takes place during fibre fabrication. Pure silica absorbs light at the wavelength $\sim 2\mu$m, while Rayleigh scattering loss is dominant at short wavelengths since it increases as $\lambda^{-4}$. Hence the fibre exhibits a minimum
loss at the wavelength in the vicinity of 1.55 μm. Nonlinear effects in optical fibres [5]-[7] have two major contributions: nonlinear refractive index arising from nonlinear electric polarization of bound electrons in the silica, and stimulated inelastic scattering arising from the excitation of vibrational mode of the silica. Stimulated scattering (Raman and Brillouin) phenomena result in intensity dependent loss or gain in signal power and become severe above certain power thresholds. However, the main problem of nonlinearity in optical fibre transmission systems comes from the nonlinear electric polarization. Since silica fibres do not exhibit second-order nonlinear effects due to the inversion symmetry of the medium, third-order nonlinear electric polarization (Kerr nonlinearity) contributes to the lowest order nonlinear effect in fibres. Since the Kerr effect induces intensity dependence of the refractive index of silica, it brings about intensity dependent phase shift. The nonlinear phase shift introduced by the optical field itself is called self-phase modulation (SPM), whereas the cross-phase modulation (XPM) is a phase shift which is induced by the other light copropagating with different frequencies or polarization components. These nonlinear phase shifts result in spectral broadening during propagation and, by the interplay with GVD, may produce considerable waveform distortion. In addition to phase modulations, once the phase matching conditions are satisfied, third-order nonlinearity induces a parametric process called four-wave mixing (FWM), where three copropagating optical fields generate the fourth electric field with a different frequency. This leads to inter-channel crosstalk in wavelength-division multiplexed (WDM) systems. Although silica fibres do not intrinsically exhibit high nonlinearity (the Kerr coefficient of the silica is of the order of 10^{-20} m^2 W^{-1}), nonlinear effects accumulate over a long distance of propagation and may have a considerable impact because of their rather high efficiency due to the low loss and high density of lightwave over a small cross section in waveguide geometry.

To overcome the limitations imposed by the physical properties of optical fibres, there have been made a number of technical advances. The multimode dispersion can be avoided by the use of standard single-mode fibres (SMFs), that are designed to support only the fundamental mode of fibre so that all higher-order modes are cut off at the operating wavelength. Since SMF exhibits zero dispersion at the wavelength of 1.3 μm, lightwave systems at the early age were operated at this wavelength. Such primary systems, however, were limited mostly by fibre loss. Advances in fabrication technology of fibres had made it possible to achieve the minimum loss of 0.2 dB km^{-1} at the wavelength of 1.55 μm [8]. On the other hand, at this wavelength, GVD exceeds 15 ps (nm km)^{-1} for SMF and brings about significant pulse broadening during propagation. This difficulty was overcome by the use of dispersion-shifted fibres (DSFs) having minimum dispersion at 1.55 μm by a careful design of the index profile such that the zero dispersion wavelength is shifted from 1.3 μm to the vicinity of 1.55 μm. Now that we have almost precise control over the arbitrary choice of the GVD value, it is possible to fabricate fibres even with negative GVD that compensates for the high value of GVD in installed SMF. These fibres are referred to as dispersion compensating fibres (DCF). In the early stage, electronic regeneration was employed periodically to compensate for the loss of fibres in transmission systems. It consists of detecting, amplifying, and re-emitting signals electrically. The electronic regenerators, however, include complicated signal processing, and they are not only low cost-effective but also impose a limit on transmission speed. A remarkable progress in optical fibre communication occurred in the early 1990s when erbium-doped fibre amplifiers (EDFAs), invented in 1987, became available
These amplifiers were the first to achieve close to perfect linear amplifier performance. Light could continue propagating within a fibre for hundreds of kilometers using periodic optical amplification (every 40 to 80 km) to compensate for the fibre loss. Due to a large bandwidth of amplification by EDFAs, WDM signals can be simultaneously amplified without demultiplexing to each wavelength. Advances in optical amplifier technology dictated the usable wavelength window, which continues to grow rapidly.

As a result of the advent and deployment of optical amplifiers, fibre loss is not a major limitation in optical fibre transmission and the performance of optical amplifier systems is then limited by noise, chromatic dispersion, and nonlinearity. Indeed, EDFAs restated the significance of nonlinear effects, as lightwave systems making use of EDFAs operate at relatively high power in order to maintain the average power without being buried by noise. In addition to the nonlinear effects, amplified spontaneous emission (ASE) noise accumulates over multiple amplification stages, which was absent in conventional systems employing the electronic repeaters. There have been two principal approaches to cope with the effects of fibre nonlinearity and dispersion. In the first approach, that can be called “linear”, both the chromatic dispersion and nonlinearity are considered to be detrimental factors, while in the second the nonlinear and dispersive effects are counterbalanced; such systems can be called “nonlinear” or more specifically, “soliton systems”.

In the linear systems the signal power is kept as low as possible to minimize nonlinear pulse distortion. However, the power cannot be very small because of the noise and requirements on the signal-to-noise ratio (SNR). Since nonlinear effects cannot be compensated by passive methods, the only way to cope with them is to reduce the fibre nonlinearity itself by the use of fibres with large core area or by keeping the local GVD relatively large on purpose to suppress nonlinear effects while minimizing the average GVD by compensating for the cumulative GVD. The latter technique, referred to as dispersion management, reduces nonlinear effects by the help of GVD. Indeed, dispersion management, that consists of using multiple sections of constant dispersion fibre whose lengths and GVDs are elaborately chosen, can lower the average GVD of the entire link while keeping the GVD of each section large enough to reduce the impact of nonlinearity on signal transmission. The dispersion compensation technique, proposed in 1980 [11], has been used successfully both in long-haul communication systems and in the existing terrestrial links, most of which are based on SMF. The basic optical pulse equalizing system consists of a transmission fibre (SMF in the installed links or DSF in the long-haul systems) and an equalizer fibre with the opposite sign dispersion (DCF to compensate SMF or, for instance, SMF to compensate DSF with normal dispersion).

Considerable efforts have been made in linear transmission systems to cope with nonlinear effects. In addition to dispersion management or the use of new fibres with reduced nonlinearity, optical modulation in the return-to-zero (RZ) format helps reducing nonlinear effects rather than in the conventional non-return-to-zero (NRZ) format. NRZ has been used at first since it requires less bandwidth associated with the bit streams. NRZ has also been considered to suppress nonlinear effects by transmitting continuous waves over the total time slot of successive bits of ones and thus reducing the peak power. Nonlinearity, however, plays a crucial role even in the NRZ format as the bit-rate increases and the peak power is enhanced to keep the average power within one bit slot. For this reason, the RZ format, more tolerant to nonlinearity, has recently been employed. The pulse modulated in the RZ format propagating in a dispersion-
managed line is sometimes called the chirped RZ pulse or the nonlinear supported RZ pulse.

The nonlinear approach, by contrast, embraces the nonlinearity and attempts to extract the maximum possible benefits from it. In 1973 Hasegawa and Tappert [12] proposed to use fibre nonlinearity for compensation of chromatic spreading. The competition between spreading and nonlinear focusing in a conservative fibre leads to the formation of stationary pulses—optical solitons—which preserve their shape during propagation, where the nonlinear chirp arising from Kerr effect counteracts with the dispersion-induced chirp. Solitons thus do not suffer from either the pulse broadening due to chromatic dispersion or the spectral broadening due to SPM. This indicates their potential application to high-speed optical transmission as units of information. It is important to stress that the concept of optical soliton was elaborated initially for media with constant anomalous dispersion \((\partial^2 k/\partial \omega^2 < 0)\). In fibres with constant normal dispersion \((\partial^2 k/\partial \omega^2 > 0)\), focusing nonlinearity enhances the dispersion spreading, and usual "bright" solitons do not exist. We do not discuss here "dark" solitons, propagating on the background of a monochromatic wave of finite amplitude in defocusing media. In 1980 optical solitons were demonstrated experimentally in SMF by Mollenauer et al. [13].

The theory of optical solitons and their interactions was developed by Zakharov and Shabat in 1971 [14]. It was demonstrated that the nonlinear Schrödinger (NLS) equation, which describes plane self-focusing and one-dimensional self-modulation, is integrable by means of the Inverse Scattering Transform (IST) method (see also [15, 16]). An extensive family of exact solutions is represented by solitons, i.e. solitary wave packets that preserve their amplitude and velocity in an interaction, whereas their phase undergoes a discontinuity. The important thing is that the integrability of the NLS equation guarantees the stability of soliton propagation and, at the same time, indicates that any pulse of arbitrary shape launched with a proper amount of power evolves itself to a soliton (or solitons) during propagation whenever the nonlinearity is maintained large enough. The flexibility of solitons is an important property not only from a mathematical but also from a technical point of view.

An ideal optical soliton can propagate without distortion over long distances. Real optical lines, however, are not conservative and fibre loss eventually destroys the soliton. To retain the superbly consistent nature of the soliton, therefore, it is important to compensate for the loss. Progress on EDFAs and a new soliton transmission scheme which assumes the utilization of lumped amplifiers periodically installed in-line has enabled the development of a simple and promising soliton transmission system [17]-[19]. Indeed, Hasegawa and Kodama [17] showed that such "conventional" soliton lines inherit the basic features of conservative lines. Let us recall the main features of conventional soliton fibre communication systems without (or with a weak) dispersion management. The important feature of such systems is that the amplifier spacing is considerably shorter than the characteristic dispersion and nonlinear lengths, and therefore, both the dispersion and the nonlinearity can be treated as perturbations on the scale of one amplification period. To leading order, only the fibre loss and the periodic amplification are significant factors affecting the pulse evolution between two consecutive amplifiers. These factors cause the power oscillations, while the form of the pulse remains approximately unchanged. On larger scales nonlinearity and dispersion come into play and the pulse propagation in such systems is described by the path-averaged (guiding-center) soliton theory [17] (see also [18]). The average dynamics of the optical signal in this case is given to leading order by the integrable
[14] NLS equation. This makes it possible to use well-developed perturbation techniques (see e.g. [20]-[27]) to describe effects of numerous practical perturbations on the soliton propagation. Here we generally refer to the soliton solution of the NLS equation as the "conventional" soliton, whether it is the solution of the unperturbed equation or the averaged equation.

However, conventional soliton-based communications face some technical difficulties unique to solitons. One of the most serious issues is the Gordon-Haus effect [28], i.e. a timing jitter which originates from random fluctuation of the carrier frequency of solitons caused by the nonlinear interaction with the ASE noise. The Gordon-Haus effect crucially limits the available capacity and transmission distance in soliton-based systems. Nonlinear interaction between two neighboring solitons in a single channel also degrades the performance since two solitons, when they are in-phase, attract with each other during propagation, resulting in their complete overlap at some distance [29]. To avoid the attraction, the interval between solitons should be set at least five times as large as the pulse width of the soliton. Moreover, in WDM transmissions, solitons in different channels could induce their timing jitter. As a consequence of the integrability of the NLS equation, solitons interact elastically and their amplitudes and velocities remain the same as those prior to the collision. A collision, however, can introduce nonlinear interactions between the wavelength channels through XPM and FWM. These effects affect soliton transmission in a manner slightly different from the case of the linear systems [30, 31]. XPM and FWM bring about central frequency shift [30] and the side band generation [31] respectively, during the collision process. The dispersion in conventional WDM soliton systems should not be too small so that different wavelengths travel at different speed and walk through other channels each other quickly, reducing the effects of XPM and FWM.

To overcome the limitations of the conventional soliton transmission, much effort has been placed on the development of "soliton control" techniques. Optical solitons, in fact, can be effectively stabilized by means of a periodical deployment of control elements, and this principle clearly divides the soliton dynamics from the other transmission formats [32]. Indeed, the combination of dissipative elements with nonlinear propagation leads to the presence of stable attractors that may enable for error-free long-haul connections. The stabilization of superposed perturbations to the soliton streams is usually explained as an all-optical regeneration of signals; from a practical viewpoint solitons that undergo pulse-to-pulse interactions and collisions may be reshaped and resynchronized, thus preserving the binary encoded information. Mathematically, the effect of control elements can be considered as a formation of autosolitons, i.e. solitary waves with parameters determined by the system parameters.

The simplest control method is to combine a bandpass filter with an amplifier [33]. Filters with narrow bandwidth inserted periodically are able to stabilize the amplitude and frequency of a soliton. This takes advantage of a unique property of solitons that their amplitude is always proportional to the inverse of their pulse width. Excessive amplification, for instance, leads to the narrowing of the width according to this property, thus the spectrum broadens. This broadened spectrum then goes through the bandpass filter where the spectral components outside the bandwidth are eliminated. The excess amplitude therefore can be diminished. In this principle, guiding filters give feedback against the variation of soliton amplitude and frequency. Linear waves such as ASE noise, on the other hand, are diffused in time domain by the filters, making it possible for only solitons to be selectively controlled in principle. The guiding filter, however,
requires excess gain in EDFA, which is necessary to compensate for the loss of soliton energy by the filtering action. The excess gain in turn amplifies linear waves within the filter bandwidth every time the pulse goes through a filter. This leads to significant growth of the noise and may even destroy the soliton [34]. To avoid the instability, several methods have been studied, such as sliding frequency filters [35] and synchronous amplitude and phase modulation [36, 37], which attempt to separate noise from solitons. In the sliding filtering approach, the center of the filter passband is successively displaced along the fibre, thereby giving more effective separation between the signal and noise than fixed filtering. The synchronous modulation method places phase and/or amplitude modulators within the transmission path, driven synchronously with the bit-rate. These schemes have demonstrated successful soliton transmission over long distances, far beyond the limitation imposed by the instability. However, the sliding frequency filters, which require precise control of the central frequency at every stage, are troublesome in a practical application. The synchronous modulation is not compatible with WDM transmission, since the pulses in different channels propagating with different speeds have to be retimed separately, which requires demultiplexing and multiplexing of all the channels every time they go through modulators. Amplifiers having a nonlinear gain, or gain and saturable absorption in combination have also been suggested to reduce the problem of dispersive wave introduced by the use of filters [38, 34]. The key property of the nonlinearity in gain is to give an effective gain to the soliton and a suppression (or relatively small gain) to the noise.

Through a number of attempts to overcome the limitations of soliton-based systems, a significant breakthrough has finally come about: the discovery of dispersion-managed (DM) solitons. Though dispersion management was applied originally in the linear transmission systems, it has been discovered recently that this technique is also a very promising way to increase the transmission capacity of soliton-based communication lines. In [39] it has been numerically showed that solitons can propagate with reasonable power in SMF with large GVD by periodic dispersion compensation with DCFs at every amplifier and reducing the average dispersion. This was the first formulation in the literature of the idea of DM soliton transmission, even though a clear theoretical and practical description of this regime was not presented until few years later. In [40]-[42] the DM pulse has been identified as a new information carrier – a stable periodic breather with features very different from those of the conventional soliton. Large variations of the dispersion (strong dispersion management) modify the soliton propagation fundamentally, inducing breathing-like oscillations of the pulse width during the amplification period and creating a nontrivial distribution of the phase in time (pulse chirp). This dynamics differs substantially from the guiding-center soliton propagation and that of the fundamental soliton of the NLS equation. Nevertheless, numerical simulations and experiments have demonstrated that it is possible to observe extremely stable propagation of a breathing soliton in fibre links with strong dispersion management. A classical means of categorising DM soliton propagation in a DM system is the map strength parameter $S$, defined as [40, 43]

$$ S = \sum_i \frac{|\beta_2^{(i)} - \langle \beta_2 \rangle| L_i}{\tau_{\text{FWHM}}} , $$

(1.1)

where the sum extends to the fibre segments building up the dispersion map, $\beta_2^{(i)}$ and $L_i$ are the GVD coefficients and lengths of the fibre sections, $\langle \beta_2 \rangle$ is the average dispersion, and $\tau_{\text{FWHM}}$ is the minimum full-width at half-maximum (FWHM) pulse width. The values $S > 4$ and $S \ll 1$
refer to the strong and weak dispersion management, respectively. It has been observed [44] that stable pulses exist for $0 < S < 10$. There are two characteristic scales in the dynamics of a DM pulse: the fast dynamics corresponds to rapid oscillations of the pulse width, phase, and power due to periodic variations of the dispersion and periodic amplification; and the slow evolution is determined by the combined effects of nonlinearity and residual dispersion. The slow dynamics of the DM soliton then can be described by the propagation equation averaged over the fast oscillations [42]. The derivation of the path-averaged equation is outlined in Chapter 2. The use of a stable steady-state solution of the path-averaged equation as an information carrier provides stable data transmission along the fibre line.

An important feature of the DM soliton is that its energy is enhanced [40, 45, 46] in comparison with the soliton of the NLS equation of the same width and corresponding to the same path-averaged dispersion. The mechanism behind the increased energy requirement to form a stable pulse can be understood from the pulse evolution over one compensation period. Owing to the cycle of dispersive broadening and compression, the peak power of the pulse is generally lower than the initial launch power. Therefore the rate of SPM is reduced compared to the equivalent uniform fibre, and so higher launch power (and hence higher pulse energy) is needed for the nonlinearity to balance the path-averaged dispersion. The energy enhancement leads to an increase of the SNR [40] with a substantial improvement of system's performance. The chirp is a new and extremely interesting feature of the DM soliton — recall that the conventional soliton is unchirped. The soliton chirp leads to rapid rotation of the relative phase shift between neighboring solitons resulting into the suppression of interaction. An important consequence of the chirp of the DM soliton is that an input signal launched into the transmission line should be either chirped [47] or launched at some specific points of the dispersion map (for the case of a transform-limited input pulse) [43, 48]. Another surprising feature of the DM soliton is that it can propagate stably along a transmission line with zero or even normal average dispersion [49], in contrast to the fundamental soliton that propagates stably only in the anomalous dispersion region. Indeed, it has been found in [49] that DM solitons in zero or normal average dispersion exist for $S$ larger than a critical value of 3.9. The possibility to transmit DM solitons at very low average dispersion allows a reduction of the Gordon-Haus timing jitter [50, 51]. Recall that the energy of the fundamental soliton is proportional to the fibre dispersion. Therefore, to keep the SNR large enough one must not operate too close to the zero-dispersion point. On the other hand, the timing jitter deriving from the Gordon-Haus effect is proportional to the fibre dispersion and it is preferable to transmit the soliton at wavelengths close to the zero-dispersion point. Thus it would be desirable to produce a finite-energy soliton pulse in the region of low fibre dispersion. Dispersion management allows for a low path-averaged dispersion, but a high local dispersion, thereby suppressing the Gordon-Haus jitter and the FWM effect [52] simultaneously. This technique is also found to be effective for reducing the intra-channel interactions between neighboring pulses [53] and the collision-induced timing jitter in a WDM system [54, 55]. The main features of the DM soliton which have been revealed by numerical simulations and experiments can be summarized as follows.

- The pulse width and chirp experience large oscillations during the compensation period leading to “breathing-like” soliton dynamics.
- The shape of the forming asymptotic pulse is not always hyperbolic secant as for the soliton
of the NLS equation, but varies with the increase of the strength of the map from a sech shape to a Gaussian shape and to a flatter waveform. The pulse shape varies along the compensation section from the monotonically decaying profile to a distribution with oscillatory tails.

- The time-bandwidth product varies with increase of the map strength from 0.32 corresponding to the sech-shaped soliton of the NLS equation to 0.44 corresponding to the Gaussian pulse and increases further with increase of the map strength.

- The energy of the stable breathing pulse is well above that of the soliton of the NLS equation with the same pulse width and of the corresponding average dispersion.

- The DM soliton can propagate stably at the zero path-averaged dispersion and even in the normal dispersion region.

- The central part of DM pulse is self-similar, but the far-field oscillating (and exponentially decaying) tails are not. There are some dips in the tails of the DM soliton at some specific points in the plane \((z, t)\).

![Figure 1.1: Stroboscopic evolution of DM soliton.](image1)  
![Figure 1.2: Evolution of DM soliton over one period of dispersion compensation cycle.](image2)

A typical example of DM soliton is shown in Fig. 1.1. Here we used a lossless two-step dispersion map, that comprises alternating 100 km fibre sections of \(\beta_2^{(1)} = -5.1 \text{ ps}^2 \text{ km}^{-1}\) and \(\beta_2^{(2)} = 4.9 \text{ ps}^2 \text{ km}^{-1}\). The map strength was \(S \simeq 2.3\). The pulse is shown at the mid point of the anomalous section (on a logarithmic scale). Figure 1.2 shows the evolution during one period of the map. At the mid point of each section, the pulse has a curved (Gaussian) centre and linear (exponential) wings with dips. At these points, the pulse is totally unchirped and the pulse width is at its minimum. The dips are zeros, roughly periodic in \(t^2\). At the boundary between sections, where the pulse is widest, it becomes more sech-like (exponential) and is strongly chirped. These observations are typical for strong and moderate dispersion maps.

Different theoretical approaches have been developed in the last few years to describe the properties of the DM soliton, which include interesting numerical methods [40, 49, 53, 56], a variational approach [42], [57]-[62], a root-mean-square (RMS) momentum method [62, 63], multiscale analysis [64, 65], different averaging methods [46, 66], including averaging in the spectral domain [42, 57], Hamiltonian averaging [67], and an expansion of the DM soliton on the basis of the chirped Gauss-Hermite functions [66, 68]. In view of the important practical applications it is of interest to develop different alternative theoretical methods. Obviously, a
better understanding of the fundamental features of the information carriers in DM lines will lead to further progress in the improvement of the system’s performance. An analytical description of path-averaged DM solitons in the regime of weak management is presented in Chapter 2.

Dispersion management is now regarded as a simple but powerful scheme to deal with nonlinear effects in both linear and nonlinear transmission systems. We emphasize again that linear systems take advantage of GVD to suppress nonlinear perturbations, whereas solitons positively exploit the SPM to cope with GVD. One of the advantages of DM solitons is that, in contrast to those linear systems employing post- or pre-transmission compensation of GVD, they are intrinsically a periodic system, giving more flexibility in constructing practical systems.

DM solitons share the fundamental and distinguishing property of the soliton format families of being capable to be effectively stabilized with properly designed elements of all-optical regeneration. The use of soliton control together with dispersion management can lead to significant improvement in the performance of soliton transmission systems. From the one hand, the DM soliton modulation format entails both a remarkable robustness to noise and dispersive perturbations and reduced transmission penalties in comparison with a purely linear RZ modulation format [69]. On the other hand, the periodic amplification, reshaping and retiming of the solitons may lead, in principle, to the asymptotic stabilization to a fixed value for the figure of merit of the transmission quality (e.g. the Q-factor) rather than a monotonic decay of the quality with distance as it occurs whenever regeneration is absent. Indeed, the action of control elements, such as for example guiding filters [70, 71] and synchronous modulators [72, 73], permits to counteract the timing jitter that is induced on the propagating pulse by pulse-to-pulse interactions and adjacent channel collisions in WDM transmissions. Additionally, a stabilization of soliton amplitude fluctuations is also achievable by the above control elements.

It is important to point out the main difference between the control of DM solitons and that of NLS solitons. In conventional soliton systems, filters likely stabilize the pulse energy while modulators likely destabilize the pulse energy regardless of the location of filters or modulators. In DM systems, the periodic pulse dynamics with each dispersion map implies that the exact location of the above control elements in the map plays a key role. Lumped filters can cause instability of the pulse energy while modulators can stabilize the pulse energy regarding the insertion location [75, 72]. Therefore it is important to consider the proper insertion location of filters and modulators in the dispersion map in order to stabilize the pulse energy [74].

If modulators and filters are rather well-established devices in transmission systems using both conventional and DM solitons, other more efficient schemes require a methodological approach still under development. This is the case of optical regeneration based on SPM and filtering [76], where the efficiency of filtering is increased including a nonlinear spectral broadening of pulses, or optical control performed by nonlinear optical loop mirrors (NOLMs). Chapter 3 is devoted to the study of autosoliton transmission in DM systems with periodical in-line deployment of NOLMs as all-optical regenerators of signals. NOLMs are all-optical devices that exploit the Kerr effect to switch the parameters of optical pulses [77, 78]. Their basic principles and properties are described somewhere in Chapter 3. Here it is worth to point out that, thanks to their high nonlinear properties, in-line NOLMs can be employed as effective saturable absorbers [79]. Indeed, low-power background waves are discriminated against, while higher power pulses switch the NOLM into transmittance. Moreover, owing to its switching characteristic,
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the NOLM can provide for stabilization of the pulse amplitude. Previous studies [79]-[82] have addressed the use of NOLMs to reshape and stabilize pulses in conventional soliton transmission systems. The use of dispersion management in conjunction with in-line NOLMs can be a powerful technique to achieve stable soliton propagation at high bit-rates and to enhance quality of the transmission, as it exploits a combination of the effects of dispersion management and the loop mirror intensity filtering action that allows for partial regeneration of pulse amplitude and shape, through suppression of noise accumulation and distortion. However, as NOLMs are insensitive to clock synchronism, they cannot ensure pulse retiming, thus the ensured optical regeneration may result in a less efficiency with respect to clock-sensitive elements such as modulators. Nevertheless, timing problems can be partially solved in many practical situations, because the saturable absorption action of NOLMs allows narrow bandwidth filters to be used without encountering pulse instability [83], which helps to suppress the timing jitter and reduces the effect of pulse-to-pulse interactions.

The deployment of in-line NOLMs in high-speed, strongly DM systems, such those that are used to upgrade the existing terrestrial links based on SMF, can be regarded as a different way of making positive use of the fibre nonlinearity. Indeed, the high values of local dispersion of SMF, together with the short pulse widths required to operate at high bit-rates, make the dispersion length in the fibre much shorter than the nonlinear length, implying a quasi-linear mode of propagation. In such a regime the intensity pattern changes rapidly along the fibre, and the effect of fibre nonlinearity tends to be averaged out. This scheme is, in some sense, opposite to soliton or DM soliton transmission, where pulses are characterised by a balance between nonlinearity and dispersion. As a consequence, pulses propagating in the quasi-linear regime are not stable in a mathematical sense; even though they can still be used in practical systems. When periodical in-line control by NOLMs is used, the effect of fibre nonlinearity is exploited in the regenerators rather than during propagation. It will be shown in Chapter 3 that, as a result, the quasi-linear propagation regime is changed into a stable, autosoliton propagation regime, which is strictly nonlinear.

Besides the well-known optical solitons, another example of nonlinear, self-similar pulse propagation in optical fibres is the propagation of high-intensity pulses with a parabolic intensity profile in fibres with normal dispersion [2]. It is worth to recall here that the establishment of self-similarity is a key element in the understanding of many widely differing nonlinear phenomena [84]. In particular, the presence of self-similarity can be exploited to obtain asymptotic solutions to partial differential equations describing a physical system by using the mathematical technique of symmetry reduction to reduce the number of degrees of freedom (see e.g. [85]). Although the powerful mathematical techniques associated with the analysis of self-similar phenomena have been extensively applied in certain areas of physics such as hydrodynamics, their application in optics has not been widespread. However, some important results have been obtained, with theoretical studies considering asymptotic self-similar behaviour in radial pattern formation [86], stimulated Raman scattering [87], the evolution of self-written waveguides in photosensitive materials [88], and the formation of Cantor set fractals in soliton systems [89]. In addition, self-similarity techniques have recently been applied to study ultrashort pulse propagation in high-gain optical fibre amplifiers with normal dispersion [90]. It has been shown that linearly chirped pulses having a parabolic intensity profile are approximate solutions of the NLS equation
with gain in the high-intensity limit. These results have been confirmed experimentally [91] and have extended previous theoretical and numerical studies of parabolic pulse propagation in optical fibres [2, 92]. A detailed analysis of the solutions of the NLS equation with gain and normal dispersion is the subject of Chapter 4. We note here that the self-similar parabolic solutions found in [90] should be contrasted with the well-known positive dispersion amplifier solitons whose amplitude and width are stabilized by the loss introduced from gain dispersion [93]. The self-similar parabolic pulses considered here are observed only when gain dispersion is negligible, and this is the case for many experimental situations in which high-gain broadband rare-earth fibre amplifiers are used [91, 94]. On the other hand, larger values of gain or narrower amplifier bandwidths require the analysis of the Ginzburg-Landau equation for examining the intermediate region between self-similar propagation and amplifier soliton formation [95]. We note also that the NLS equation with gain and anomalous dispersion has been analysed in [96]. It has been shown from numerical results and an equation-of-motion analysis that for such an equation solitons are the stable solutions. The physical mechanism behind the transition in the evolution from an initial binding of further solitons containing a large fraction of the total energy to propagation with a few stable solitons can be explained as follows [96]. Initially, if the gain length is sufficiently short compared with the soliton period, the pulse is amplified and this amplification leads to the binding of extra solitons. With the increased amplitude the nonlinear dynamical length scale is shorter than the gain length. The pulse can now compress sufficiently quickly to accommodate the gain, thus maintaining the new number of solitons.

The generation of high-power self-similar parabolic pulses from fibre amplifiers, aside from its being a further example of self-similar phenomenon in optics, is of fundamental practical interest. In particular, the linear chirp of pulses leads to highly efficient pulse compression to the sub-100 fs domain [94]. In addition, the initial pulse shape determines only the map towards the parabolic pulse that forms in the amplifier after some initial transient stage, while the asymptotic pulse characteristics are determined only by the initial pulse energy and the amplifier parameters. Moreover, all the incident pulse energy contributes to the output pulse. This is in contrast to the better known soliton solutions of the NLS equation in the absence of gain, which require accurate control of the input pulse energy and where a given input pulse develops into a soliton of fixed amplitude shedding the remaining energy into a continuum. "Parabolic fibre amplifiers" therefore have potential wide-ranging applications in many areas of current optical technology, allowing the generation of well-defined linearly chirped output pulses from an optical amplifier, even in the presence of input pulse distortions. We point out here that high-power parabolic pulses can be easily generated and measured experimentally thanks to the current availability of high-gain optical fibre amplifiers and to recent developments in methods of ultrashort pulse characterization [97]. Moreover, as predicted in [2] and experimentally demonstrated in [91], an attractive feature of high-power parabolic pulses is that they propagate self-similarly in normally dispersive fibre, allowing for highly nonlinear propagation over substantial fibre lengths without optical wave-breaking. Parabolic amplifiers thus allow access to a convenient fibre-based method of generating and transmitting high-power optical pulses, rivaling soliton propagation, stretched-pulse Gaussian pulse propagation [98], as well as existing chirped pulse amplification systems.

In view of their self-similar propagation and the ease with which they can be compressed, we expect that parabolic pulses will find wide application. Indeed, we anticipate that parabolic
pulse propagation in optical fibres may well become as important and as widely studied as the propagation of optical solitons.

The discussions in this section so far have focused on how nonlinear effects in optical fibres affect and why they play an important role in the generation and propagation of different kinds of stable (or quasi-stable) pulses that can be used in optical communication systems. The thesis will present theoretical studies on some of the issues addressed in this section. Theoretical models can provide guidance to and substantially accelerate experimental developments.

1.2 Overview

In Chapter 2, a perturbation theory of DM solitons for small dispersion map strengths is presented. In the case of a weak dispersion map, the path-average DM pulse dynamics can be described by a perturbed form of the NLS equation where the perturbation represents the small effects of the dispersion management. Using a perturbation theory scheme based upon the IST method, an analytical description of the evolution of the path-averaged soliton in the presence of such a perturbation is given. The derived analytic expression for the envelope of the DM soliton is shown to correctly predict the energy enhancement arising from the dispersion management. The theoretical results are verified by direct numerical simulations.

Chapter 3 is devoted to the study of autosoliton transmission in DM fibre systems with periodical in-line deployment of NOLMs as all-optical regenerators of signals. First, the compatibility of NOLMs with dispersion management for achievement of pulse stabilization and long-distance pulse transmission is demonstrated. Then, the use of in-line NOLMs is addressed as a general technique for all-optical passive 2R regeneration (i.e. without clock recovery) of RZ data in high bit-rate transmission systems with strong dispersion management. In particular, a feasibility of 40 Gbit s\(^{-1}\) single-channel stable soliton transmission over unlimited distances in standard fibre is numerically demonstrated. The tolerance of this result is investigated and the proposed method is extended to 80 Gbit s\(^{-1}\) data transmission. It is also demonstrated that the application of the proposed technique to systems where both amplitude noise and timing jitter are important limiting factors can dramatically improve the system’s performance, allowing for transoceanic transmission distances. Finally, the application of 40 Gbit s\(^{-1}\) DM transmission guided by NOLMs to a WDM scheme is investigated. The use of specially designed WDM guiding filters coupled with NOLMs is proposed as a regeneration technique to enhance the transmission performance of WDM (40 Gbit s\(^{-1}\) \times N channel) systems. By optimisation of the system, the feasibility of 150 GHz-spaced\(\times 16\) channel transmission over 25000 km of SMF is demonstrated.

In Chapter 4, a detailed mathematical analysis of the solutions of the NLS equation with gain and normal dispersion, that describes optical pulse propagation in an amplifying medium, is presented. A quasi-classical self-similar solution with parabolic temporal variation, that corresponds to the energy-containing core of the asymptotically propagating pulse in the amplifying medium, is constructed. The self-similar core is matched through Painlevé functions to the solution of the linearized equation, that corresponds to the low-amplitude tails of the pulse. The analytical solution proves to reproduce accurately the numerically calculated solution of the NLS equation.
Chapter 5 draws the conclusions of the thesis by summarizing the overall results and envisaging possible future developments.
Chapter 2

A perturbative analysis of dispersion-managed solitons

2.1 Introduction

An essential step in the development of a theory of the DM solitons was done by Gabitov and Turitsyn in 1996 [42]. In the assumption of smallness of the local nonlinearity with respect to the local (not average) dispersion, they derived an equation describing the average dynamics of the optical pulse envelopes in fibre links with periodical pulse amplification and dispersion compensation. Although it is an Hamiltonian system, the Gabitov-Turitsyn (GT) equation is not integrable in a general case. Recently Zakharov discussed the limit of strong dispersion management and demonstrated that the system is integrable in this limit [99] (see also [100]). In the opposite limiting case of weak dispersion management the system is close to the NLS equation, which is known to be integrable by the IST method [14]-[16].

In this chapter we study the weak dispersion management case. The regime of weak management may be considered to not be of much interest because it loses the well-known advantages offered by strong dispersion management. Indeed, it is characterised by negligible pulse breathing, small pulse chirp, and low power enhancement. However, the weak regime still covers many practical situations. Moreover, analytical methods developed for weak management are formally valid for map strengths \( S \ll 1 \), and therefore their predictions may become less accurate for stronger dispersion maps (such as when the average dispersion becomes very small or even zero). Nevertheless, these predictions often can work well even when the strength of the map is of the order of one; this includes the practically important case when the variations of the local dispersion are much larger than the average (residual) dispersion. The analytical method presented here proves to be valid for map strengths up to 0.7[101].

DM solitons in systems with weak dispersion maps have been considered already in [46, 64]. In [46] a Lie transform technique has been used to describe the features of the carrier pulse ("dressed" soliton). In the limit where the amplifier spacing (or the periodic distance) is shorter than the path-averaged dispersion and nonlinear lengths, pulse propagation in a fibre with periodic variation of dispersion and nonlinearity can be theoretically analysed using the guiding-center theory [17]. The basic idea is to transform the perturbed system into an averaged equation by using the Lie transformation. The averaged equation to leading order is a NLS equation with
renormalization coefficient before the nonlinear term, whose soliton solutions are the so-called guiding-center solitons. The real waveform is obtained by inverting the Lie transformation of the guiding-center soliton solution [46]. This inversion adds dressing to the guiding-center soliton; thus such a pulse is called (a guiding-center) dressed soliton. In [64] a multiple-scale averaging technique has been employed to analyse the dynamics of DM solitons. Considering the asymptotic limit where the dispersion map period is shorter than the scales corresponding to the path-averaged dispersion and nonlinearity, second-order averaging and a near-identity transformation have been used to derive an evolution equation valid for general dispersion maps and applicable to both RZ and NRZ pulses. Applying the equation to the case of solitons, an analytic expression for the power enhancement arising from the dispersion management [40] has been obtained. Because of the practical importance of the problem, it is of evident interest to develop different analytical methods to describe the properties of the DM solitons. A variety of complementary mathematical methods can be advantageously used to find an optimal and economical description of any specific practical application.

In this chapter we present a perturbation theory of DM solitons for small dispersion map strengths [101]. In the case of a weak dispersion map, the average DM pulse dynamics can be described by a perturbed form of the NLS equation where the perturbation represents the small effects of the dispersion management. Using a perturbation theory scheme based upon the IST method [25], we give an analytical description of the evolution of the path-averaged soliton in the presence of such a perturbation. Numerical [40] and analytical [102] works have previously shown that the shape of the DM soliton is mainly determined by the strength of the dispersion map (cf. Eq. (1.1)): the DM soliton shape is close to hyperbolic secant for weak dispersion maps and it changes to a Gaussian shape and to even flatter waveform as the map strength is increased. Then, in the case of the weak map strengths, the stable asymptotic pulse can be presented as the sech-shaped soliton of uniform fibres with small deviations that account for the dispersion management effects. The perturbation method presented here allows us to calculate such deviations from the sech-shaped soliton. The derived analytic expression for the envelope of the DM soliton is shown to correctly predict the power enhancement arising from the dispersion management [40]. The theoretical results are verified by direct numerical simulations.

The chapter is organized as follows. In Section 2.2, we introduce the basic model governing optical pulse propagation in a cascaded transmission system with varying dispersion and we outline the derivation of the GT equation. We also present the result in [99] for the integrability of the averaged model in a strong dispersion management limit. Section 2.3 is devoted to the development of the perturbation theory in the case of a weak dispersion management. As result of this approach, analytic expressions for the DM soliton envelope and the power enhancement are derived. In Section 2.4 we compare the theoretical predictions with the results of numerical simulations. A summary of the results is presented in the concluding section.
2.2 Basic equations

The evolution of optical pulses in a fibre link with periodical pulse amplification and dispersion compensation is described by the modified NLS equation (see e.g. [102])

\[ iA_z + d(z)A_{tt} + c(z)|A|^2A = 0. \tag{2.1} \]

Here \( z \) is the propagation distance, normalized to the dispersion compensation length \( L \) (in [km]); \( t \) is the retarded time, measured in units of the parameter \( t_0 \) (in [ps]); \( A(z,t) \) is an envelope of electric field, normalized to the parameter \( \sqrt{P_0} \) (in [\( W^{1/2} \)]). Periodic functions \( d(z) = -\beta_2(z)L/(2t_0^2) \) and \( c(z) = c_0(z) \exp[2\int_0^z dz' G(z')] \), \( c_0(z) = \sigma(z)P_0 L, \ G(z) = L(-\gamma(z) + \sum_{k=1}^N r_k \delta(z-z_k)) \), describe, respectively, the varying dispersion and the signal power oscillations due to loss and amplification. Parameter \( \beta_2 \) is the first order group-velocity dispersion measured in [ps\(^2\)km\(^{-1}\)]. It is customary to express \( \beta_2 \) in terms of the associated dispersion coefficient \( D \) by \( \beta_2 = -\lambda_0^2 D/(2\pi c_l) \), where \( \lambda_0 \) is the carrier wavelength, \( c_l \) is the speed of light, and \( D \) is measured in [ps/(nm km)]. The nonlinear coefficient is given by \( \sigma = 2n_2/(\lambda_0 A_{\text{eff}}) \), where \( n_2 \) is the nonlinear refractive index, and \( A_{\text{eff}} \) is the effective fibre area. The loss coefficient \( \gamma = 0.05 \ln(10)/\alpha \) ([km\(^{-1}\)]) accounts for the fibre attenuation along an amplifier span, where \( \alpha \) is given in [dB km\(^{-1}\)]. We write \( \beta_2, \sigma, \) and \( \gamma \) as functions of \( z \) to account for the change of these parameters from fibre to fibre. We assume periodic amplification with the period \( Z_0; \ z_k = kZ_0/L \ (k = 1, \ldots, N) \) are the amplifier locations; and \( r_k \) is the amplification coefficient that compensates the fibre losses over the distance \( Z_0 \). We assume that the dispersion is compensated periodically with a period \( L \), though possibly with some uncompensated average dispersion \( \langle \beta_2 \rangle \). Thus, the normalized chromatic dispersion presents a sum of a rapidly (over one compensating period) varying local dispersion and a constant residual dispersion, \( d(z) = \bar{d}(z) + \langle d \rangle \), where \( \langle \bar{d} \rangle = 0 \). Here and throughout this work, \( \langle \cdot \rangle \) represents the path-average over the period \( L \).

We study here the propagation regime where the compensation length \( L \) and the local dispersion length \( Z_{\text{dis}} \sim t_0^2/|\beta_2| \) are much smaller than the nonlinear length \( Z_{\text{NL}} = 1/(\sigma P_0) \) and the scale corresponding to the residual (path-averaged) dispersion \( Z_{\text{RD}} \sim t_0^2/(|\beta_2|) \). Such a condition is usually satisfied in real transmission lines. In this limit the main factors that affect the pulse evolution during one compensation period are local dispersion, loss, and amplification, and one may treat the nonlinearity and the residual dispersion as perturbations. The DM pulse dynamics then can be considered on fast and slow scales. The fast dynamics corresponds to the oscillations of the pulse phase, width, and peak power over one period due to the dispersion compensation and periodic amplification, while the slow evolution corresponds to an accumulation of small deviations from the periodic oscillations over many periods due to nonlinear effects and residual dispersion. The slow dynamics of the DM soliton then can be described by the propagation equation (2.1) averaged over the fast oscillations.

The path-averaged equation in the spectral domain has been derived in [42, 57]. The basic idea of this approach is rather simple. In the linear propagation regime a pulse bandwidth (spectral width) is constant and does not vary with propagation. In the spectral domain only the pulse phase experiences fast oscillations during a compensation period due to rapidly varying local dispersion. Therefore, to leading order, effects of nonlinearity and the small residual dispersion can be accounted for as a slow evolution of the envelope of the quasi-linear solution. This decomposition of DM pulse dynamics in rapid oscillations of the phase and slow evolution
of the amplitude can be effectively realized in the spectral domain by applying the following Fourier-like transform \cite{42, 57}

$$A(z, t) = \int_{-\infty}^{+\infty} d\omega \hat{u}(z, \omega) \exp \left[-i\omega t - i\omega^2 R_0(z)\right].$$  \hfill (2.2)

Here $dR_0(z)/dz = \dd(z)$, $\langle R_0 \rangle = 0$; and $\hat{u}(z, \omega)$ is assumed to be a slowly varying function of $z$.

The resulting equation with $\hat{u}$ can now be averaged directly. Since $\hat{u}$ varies slowly, in the first approximation it can be taken outside of the averaging integral. The result is an integro-

differential equation in the spectral domain describing the slow evolution of $\hat{u}(z, \omega)$

$$i \frac{\partial \hat{u}(z, \omega)}{\partial z} - \omega^2 \langle d \rangle \hat{u}(z, \omega)$$

$$+ \int_{-\infty}^{+\infty} d\omega_1 d\omega_2 d\omega_3 \delta(\omega_1 + \omega_2 - \omega_3 - \omega) \langle K(\omega_1^2 + \omega_2^2 - \omega_3^2 - \omega^2) \rangle \hat{u}_{\omega_1} \hat{u}_{\omega_2} \hat{u}_{\omega_3}^* = 0,$$  \hfill (2.3)

where

$$\langle K(\Delta\Omega) \rangle = \langle c(z) \exp[-i\Delta\Omega R_0(z)] \rangle.$$  \hfill (2.4)

This is the GT equation \cite{42} (see also \cite{57, 65}).

Without loss of generality, throughout the chapter we focus on a lossless model, $c(z) = c_0 = \text{const}$. When the compensation period is much larger than the amplification distance, $L \gg Z_a$, the inclusion of periodic amplification and dispersion compensation can be handled, in fact, as separate problems \cite{43}. We consider in this model a two-step dispersion map, whose $\dd(z)$ is given by

$$\dd(z) = \begin{cases} \dd_1, & \text{for } 0 < z < l_1 \\ \dd_2, & \text{for } l_1 < z < 1 \end{cases}$$  \hfill (2.5)

where $l_1 + l_2 = 1$ and $\dd_1 l_1 + \dd_2 l_2 = 0$. In such a case the kernel $\langle K \rangle$ can be written as

$$\langle K(\Delta\Omega) \rangle = c_0 \frac{\sin(\mu \Delta\Omega/2)}{\mu \Delta\Omega/2}, \quad \text{with } \mu = \dd_1 l_1,$$  \hfill (2.6)

where parameter $\mu$ is a characteristic of the strength of the map.

\subsection*{2.2.1 Strong dispersion management limit}

Here we briefly summarize the result of Zakharov in \cite{99}. The key idea of taking a strong management limit is to find an approximate function for the kernel $\langle K \rangle$. First we note for large $\mu$

$$\delta(\Delta\Omega) = \frac{1}{2\pi} \lim_{\mu \to \infty} \int_{-\mu/2}^{\mu/2} dx e^{i\Delta\Omega x} = \frac{1}{\pi} \lim_{\mu \to \infty} \left( \frac{\mu \sin(\mu \Delta\Omega/2)}{\mu \Delta\Omega/2} \right)$$

$$\approx \frac{\mu}{2\pi c_0} \langle K(\Delta\Omega) \rangle,$$  \hfill (2.7)

from which we have

$$\langle K(\Delta\Omega) \rangle \approx \frac{2\pi c_0}{\mu} \delta(\Delta\Omega) = \pi c_0 \delta(\mu \Delta\Omega/2).$$  \hfill (2.8)
Notice that the kernel becomes so small for strong management, implying that the equation becomes almost linear. Then Eq. (2.3) may be written in the form

$$i \frac{\partial \hat{u}(z, \omega)}{\partial z} - \omega^2 \langle d \rangle \hat{u}(z, \omega) + \frac{\pi c_0}{\mu \rho} \hat{u}(z, \omega) \int_{-\infty}^{+\infty} d\omega_1 \frac{|\hat{u}_{\omega_1}|^2}{|\omega - \omega_1|} = 0. \quad (2.9)$$

Here the integral may be taken as a principal sense, in other words, this equation is valid up to logarithmic accuracy. One of the main features of this equation is that the amplitudes of the Fourier harmonics are constants of motion (which implies that the spectral power $|\hat{u}(z, \omega)|^2$ is preserved during propagation). In this sense, the GT equation is integrable in the strong limit.

2.3 Perturbation theory for weak dispersion management

In the limit $\mu = 0$, $\langle K(\Delta \Omega) \rangle = c_0$ and Eq. (2.3) reduces to the Fourier transform of the NLS equation, with dispersion $\langle d \rangle$ and nonlinear coefficient $c_0$. Here we study the case $\mu \ll 1$ [101]. In this limit we can add to the NLS equation a perturbation term represented in the spectral domain by an integral with a kernel of $c_0 - \langle K(\Delta \Omega) \rangle$. The perturbed NLS equation in the spectral domain may then be written in the form

$$i \frac{\partial \hat{q}(z', \omega)}{\partial z'} - \frac{1}{2} \omega^2 \hat{q}(z', \omega) + \int_{-\infty}^{+\infty} d\omega_1 d\omega_2 \hat{q}_{\omega_1} \hat{q}_{\omega_2} \hat{q}^{*}_{\omega_1 + \omega_2 - \omega}$$

$$= \int_{-\infty}^{+\infty} d\omega_1 d\omega_2 \left\{ 1 - \frac{\sin[\mu(\omega - \omega_1)(\omega - \omega_2)]}{\mu(\omega - \omega_1)(\omega - \omega_2)} \right\} \hat{q}_{\omega_1} \hat{q}_{\omega_2} \hat{q}^{*}_{\omega_1 + \omega_2 - \omega} \equiv i \hat{F}(z', \omega). \quad (2.10)$$

Here we have normalized the space coordinate and the field amplitude by: $z' = 2\langle d \rangle |z|$, $\hat{q} = [c_0/(2\langle d \rangle)]^{1/2} \hat{u}$. Finally, an inverse Fourier transform leads to

$$i \frac{\partial q}{\partial t'} + \frac{1}{2} \frac{\partial^2 q}{\partial z'^2} + |q|^2 q = i \hat{F}. \quad (2.11)$$

The Fourier operator $\hat{F}$ and its inverse are defined here by $\hat{f} = F(f) = (1/2\pi) \int_{-\infty}^{+\infty} dt f(t) \exp(i\omega t)$, $f = F^{-1}(\hat{f}) = \int_{-\infty}^{+\infty} d\omega \hat{f}(\omega) \exp(-i\omega t)$, for any function $f$. Note that here we restrict ourselves to the case of anomalous average dispersion ($\langle d \rangle > 0$) and "bright" solitons. Eq. (2.11) describes the propagation of optical pulses in a nonideal dispersive single-mode optical fibre, with perturbing influences represented by the complex term $i \hat{F}$.

A perturbation theory formulated within the "natural" framework of inverse scattering theory has been developed in [25] to investigate the effects of various perturbations on soliton propagation down an optical fibre. First, we briefly recall the main results of this theory and then we apply these results to the particular form for $\hat{F}$ considered here.

With $\hat{F}$ set to zero, Eq. (2.11) is integrable using the IST method [14]-[16]. In particular, it has the exact single-soliton solution

$$q(z', t) \equiv q_s = 2\eta_1 e^{-2\xi_1 t + 2i(\eta_1^2 - \xi_1^2)z'} \text{sech}[2\eta_1(t + 2\xi_1 z')]. \quad (2.12)$$

The parameters $\eta_1$ and $\xi_1$ characterize the soliton; $2\eta_1$ is its height and inverse width, $2\xi_1$ is its velocity. The action of the perturbation $i \hat{F}$ on the soliton $q_s$ modifies this in two distinct ways. The soliton parameters, which were constant of the motion in the unperturbed case, now vary with distance down the fibre; if the perturbation is small, this change is adiabatic [20].
The perturbation is also responsible for the generation of a background radiation field \( \delta q(z', t) \), which is superimposed on the soliton pulse so that, at any location \( z' \),

\[
q(z', t) = q_0 + \delta q(z', t).
\]  

(2.13)

We will be interested here in the case when \( F \neq 0 \), but still a small perturbing influence on the propagating soliton. In this limit, we will derive an analytic expression for the perturbing field.

A knowledge of the basic techniques of IST theory is assumed, and is summarized in Appendix A. Full details can be found in [14]-[16], and [20]-[27].

Two main results were achieved in [25], which find useful application in our study on Eq. (2.11). The first result is exact and is true for any form of the perturbation \( F \), which need not be small. It states that, under the action of the perturbation \( iF \), the infinity of conserved quantities \( C_n \), \( n = 0, 1, 2, \ldots \), associated with the unperturbed equation [16], evolve according to

\[
\frac{dC_n}{dz'} = \int_{-\infty}^{+\infty} dt \left[ F^*, F \right] (2i\mathcal{L})^n \begin{bmatrix} q \\ q^* \end{bmatrix}.
\]  

(2.14)

\( \mathcal{L} \) is the integro-differential operator associated with the squared eigenfunctions obtained from the linear eigenvalue problem connected with the unperturbed form of Eq. (2.11) [14]-[16], and is defined in Eq. (A.8). For the derivation of Eq. (2.14) the reader is referred to Appendix A.

The second result describes the generation of the radiation field. In the IST theory, scattering data are summarized by the coefficients \( a \) and \( b \) [15, 16] (see Appendix A). A generalized form for the evolution equation for the spectral parameter \( b \) has been derived in [23]; this reads

\[
\frac{\partial b}{\partial z'} = 2i\zeta^2 b + \int_{-\infty}^{+\infty} dt \left[ F^*, F \right] \Phi.
\]  

(2.15)

The first term follows using standard manipulations for the unperturbed system; the bilinear spinor \( \Phi = [\phi_1 \psi_1, \phi_2 \psi_2]^T \) arises in the squared eigenfunction problem associated with Eq. (2.11); \( \phi = [\phi_1, \phi_2]^T \), \( \Phi \), \( \psi \), and \( \bar{\psi} \) are two-component spinor Jost function solutions of the linear eigenvalue problem, and \( \zeta = \xi + i\eta \) is a complex eigenvalue [14]-[16]. All the mentioned quantities are briefly discussed in Appendix A. The spectral parameter \( b(\xi, z') \) is a measure of the radiation field present in the pulse. For a single soliton in an unperturbed fibre, \( b \) is zero and remains zero as the soliton propagates; the presence of the perturbation changes \( b \) in accordance with Eq. (2.15), so that \( b \) is first order in the perturbing term. The last term in Eq. (2.15) is the source which generates the radiation field. We will be interested in the case when \( \zeta = \xi \) is real and where \( \Phi \) is approximated by its solitonic expression. Then, the integral in Eq. (2.15) is the projection of the perturbation \( F \) onto a set of “dressed” continuum modes (the Jost functions), labeled by the parameter \( \xi \), in much the same way that a spectral component of a source \( F \) is found by projecting onto a continuum mode \( \exp(i\omega t) \) in simple Fourier analysis. Indeed, in the absence of the soliton, \( \Phi = [\exp(-2i\xi t), 0]^T \), and the source term is simply the conjugate of the Fourier component of \( F \), with \( 2\xi \) the transform variable. We will make then the identification \( \omega \equiv 2\xi \). Following [25], rather than work with the spectral parameter \( b(\omega, z') \), let us introduce an associated field \( f(z', t) \), such that its transform \( \hat{f}(\omega, z') \equiv \mathcal{F}(f(z', t)) \) is related to \( b(\omega, z') \) by

\[
\hat{f}(\omega, z') = \frac{b^{*}(\omega, z')}{\omega^2 + 4n_1^2},
\]  

(2.16)
where $\eta_1$ is the soliton parameter. Simple manipulation of Eq. (2.15) then leads to the evolution equation for $f$,

$$
i \frac{\partial f}{\partial z'} = \frac{\omega^2}{2} f + \frac{i}{\omega^2 + 4\eta_1^2} \int_{-\infty}^{+\infty} dt \left( [F^*, F] \phi \right)^*.$$

(2.17)

Finally, an inverse Fourier transform produces the evolution equation for the associated field $f$ [25],

$$
i \frac{\partial f}{\partial z'} = -\frac{1}{2} \frac{\partial^2 f}{\partial t^2} + i \int_{-\infty}^{+\infty} dt dw \frac{e^{-iwt}}{\omega^2 + 4\eta_1^2} \left( [F^*, F] \phi \right)^*.$$

(2.18)

Equation (2.18) generalizes a similar version given in [26]. Having found the evolution equation for $f$, the next step is to link this to the perturbing field $\delta q$. It can be shown that [25, 26]

$$2\pi \delta q(z', t) = -\frac{\partial^2 f}{\partial t^2} + 2\gamma \frac{\partial f}{\partial t} - \gamma^2 f + q_s^2 f^*,$$

(2.19)

where $\gamma = -q_s^{-1} \partial q_s / \partial t$. Hence, the algorithm for finding $\delta q$ is first to solve Eq. (2.18) for the associate field $f(z', t)$, then to find $\delta q(z', t)$ from this, using Eq. (2.19).

Equation (2.18) appears very difficult to solve, since analytic forms are not generally known for $\phi_1$, etc. However, in the perturbative limit considered here, these Jost function components can be approximated by their appropriate expressions for the single-soliton state, and the integrals can then be easily evaluated. We will require in particular the solitonic expressions for $\phi_1$ and $\phi_2$, together with that one for the spectral parameter $a$; these are

$$a(\xi) = \frac{\xi - i\eta_1}{\xi + i\eta_1},$$

$$\phi_1 = \frac{e^{-i\xi t}}{\xi + i\eta_1} (\xi - i\eta_1 \tanh 2\eta_1 t),$$

$$\phi_2 = -\frac{i\eta_1}{\xi + i\eta_1} e^{-i\xi t - 2i\eta_1 z'} \text{sech} 2\eta_1 t.$$

(2.20)

To simplify the algebra, and with no loss of generality, we have set the (constant) soliton parameter $\xi_1 = 0$ — a Galilean transformation effects this change. Finally, we remind that Eq. (2.11) implies the following symmetry relationships [16]

$$[\bar{\varphi}_1, \bar{\varphi}_2] = [\phi_s^*, -\phi_s^*]$$

$$\bar{a}(\xi) = a^*(\xi), \quad \xi \text{ real},$$

$$\bar{b}(\xi) = b^*(\xi), \quad \xi \text{ real}.$$

(2.21)

We apply now the illustrated analysis to the case when the perturbation $F$ has the form [cf. Eq. (2.10)]

$$F = -i \int_{-\infty}^{+\infty} dw_1 dw_2 dw e^{-iwt} \left\{ 1 - \frac{\sin[\mu(\omega - \omega_1)(\omega - \omega_2)]}{\mu(\omega - \omega_1)(\omega - \omega_2)} \right\} \hat{q}_{\omega_1} \hat{q}_{\omega_2} \hat{q}_{\omega_1 + \omega_2 - \omega},$$

(2.22)

with parameter $\mu \ll 1$. In order to simplify the above equation, we use the approximation $1 - \sin[\mu(\omega - \omega_1)(\omega - \omega_2)] / \mu(\omega - \omega_1)(\omega - \omega_2) \approx 1/6[\mu(\omega - \omega_1)(\omega - \omega_2)]^2$ valid for small $\mu$. By setting also $\omega_3 = \omega_1 + \omega_2 - \omega$, we can write

$$F = -i \frac{\mu^2}{6} \int_{-\infty}^{+\infty} dw_3 e^{i\omega_3 t} \hat{q}_{\omega_3} \left[ \int_{-\infty}^{+\infty} dw_j e^{-i\omega_j t} (\omega_j - \omega_3)^2 \hat{q}_{\omega_j} \right]^2, \quad j = 1 \text{ or } 2,$$

(2.23)
from which, by using well-known properties of the Fourier transform, we get

$$F(q, q^*) = -\frac{i\mu}{6} \left[ q^* \left( \frac{\partial^2 q}{\partial t^2} \right)^2 + 4 \frac{\partial q}{\partial t} \frac{\partial^2 q}{\partial t^2} + 2q \frac{\partial^2 q}{\partial t^2} \frac{\partial^2 q^*}{\partial t^2} + 4 \left( \frac{\partial q}{\partial t} \right)^2 \frac{\partial^2 q^*}{\partial t^2} \right.  \\
\left. + 4q \frac{\partial q}{\partial t} \frac{\partial^3 q^*}{\partial t^3} + q^2 \frac{\partial^4 q^*}{\partial t^4} \right].$$  

(2.24)

Since the perturbation is assumed to be small, which amounts to assuming an adiabatic deformation of the soliton, we can replace $q$ in the above equation by the single-soliton form $q_s$ [cf. Eq. (2.12)]; then, carrying out the required derivatives leads to

$$F(q_s, q_s^*) = \frac{256}{3} i\mu^2 \eta^7 e^{2i\eta^2 t} \text{sech}^3 \eta_1 t (19 \text{sech}^4 \eta_1 t - 21 \text{sech}^2 \eta_1 t + 4).$$  

(2.25)

Consider first an investigation of the effects of the perturbation $F$ on the soliton parameters $\xi_1$ and $\eta_1$, after which an analytic expression for the generated field $\delta q$ will be derived.

The trace formulae [16], which give the conserved functionals $C_n$ for the unperturbed form of Eq. (2.11) in terms of the spectral data, are stated in Eq. (A.15). From these, since $N = 1$ (by assumption, that is a single soliton), we can deduce the evolution equations for $\xi_1$ and $\eta_1$; these are

$$\frac{d\xi_1}{dz'} = \frac{dC_0}{d\tau'} - \frac{i}{8\eta_1} \frac{dC_1}{dz'}, \quad \frac{d\eta_1}{dz'} = \frac{i}{4\eta_1} \frac{dC_0}{dz'},$$  

(2.26)

where the evolution of $C_0$ and $C_1$ is given by Eq. (2.14) for $n = 0$ and 1,

$$\frac{dC_0}{dz'} = \int_{-\infty}^{\infty} dt \left( F^* q + F q^* \right), \quad \frac{dC_1}{dz'} = \int_{-\infty}^{\infty} dt \left( -F^* \frac{\partial q}{\partial t} + F \frac{\partial q^*}{\partial t} \right).$$  

(2.27)

In the adiabatic limit considered here, we can evaluate the integrals in the above equations for $q = q_s$; it is easy then to verify that these integrals are zero, so that $C_0$ and $C_1$ are conserved quantities (i.e., independent of $z'$). It follows that the change in the soliton parameters $\xi_1$ and $\eta_1$ is $O(\mu^3)$.

Consider next the perturbing field. To $O(\mu^2)$, the soliton parameters remain constant. Then $\xi_1$ can self-consistently be set to zero. The soliton forms for $\phi_1$ and $\phi_2$ are given in Eqs. (2.20). Similar expressions for $\psi_1$ and $\psi_2$ are readily deduced using Eqs. (A.4), with (2.21). However, since $b$ is required to $O(\mu^2)$, we may replace $\psi$ with $\tilde{\psi}$, where $\tilde{\phi}(\xi) = \phi^*(\xi)$ is given by the first of Eqs. (2.20).

To get the evolution equation for $b$, or equivalently for $f$, it remains to evaluate the integral [cf. Eq. (2.18)]

$$I = \int_{-\infty}^{\infty} dt \left[ F^* (q_s, q_s^*), F(q_s, q_s^*) \right] \left[ \phi_1 \tilde{\psi}_1 \right].$$  

(2.28)

Using the analytic forms for $\phi_i$, etc. noted above (with $\omega = 2\xi$), together with Eq. (2.25), it is easy to show that

$$F^* \phi_1 \tilde{\psi}_1 + F \phi_2 \tilde{\psi}_2 = \frac{256}{3} i\mu^2 \eta^7 \eta^7 e^{2i\eta^2 t} \frac{e^{-i\omega t}}{\omega^2 + 4\eta^2} \left[ 152\eta^2 \text{sech}^9 \eta_1 t + (19\omega^2 - 244\eta^2) \times \text{sech}^7 \eta_1 t - (21\omega^2 - 116\eta^2) \text{sech}^5 \eta_1 t + 4(\omega^2 - 4\eta^2) \text{sech}^3 \eta_1 t \right.  \\
- \left. 4i\eta_1 \omega (19\text{sech}^7 \eta_1 t - 21\text{sech}^5 \eta_1 t + 4\text{sech}^3 \eta_1 t) \tanh \eta_1 t \right].$$  

(2.29)
By substituting Eq. (2.29) into Eq. (2.28) and using standard integrals involving hyperbolic functions, we get, after simple manipulations,

\[
I = \frac{32}{3} \pi \mu^2 \eta_1^4 e^{-i \pi \eta_1^2 x'} \text{sech} \left( \frac{\pi \omega}{4 \eta_1} \right) \left[ \frac{19}{20160} (\omega^2 + 4 \eta_1^2)^3 \right] + \frac{1}{5040} (95 \omega^2 - 188 \eta_1^2) (\omega^2 + 4 \eta_1^2)^2 \\
+ \frac{1}{2520} (197 \omega^2 + 1268 \eta_1^2) (\omega^2 + 4 \eta_1^2) \right] \text{sech} \left( \frac{\pi \omega}{4 \eta_1} \right) \left[ \frac{1}{16 \eta_1^2} \right].
\]

(2.30)

Now, the easiest way to find the associated field \( f(z', t) \) is to solve first for its Fourier transform \( \hat{f}(\omega, z') \), and then to transform back to \( f \). The evolution equation for \( \hat{f} \) reads [cf. Eq. (2.17)]

\[
\frac{\partial \hat{f}}{\partial z'} + \frac{\omega^2}{2} \hat{f} = Ce^{2i \eta_1^2 z'}.
\]

(2.31)

Here, \( C = \exp(-2i \eta_1^2 z')I* / (\omega^2 + 4 \eta_1^2) \) is a coefficient that does not depend on \( z' \). The general integral of the above equation reads

\[
\hat{f}(\omega, z') = Ae^{-i \pi \eta_1^2 z'} - \frac{2iCe^{2i \eta_1^2 z'}}{\omega^2 + 4 \eta_1^2},
\]

(2.32)

where \( A \) is an arbitrary constant. Since we look for a stationary solution in \( z' \), i.e. \( q(z', t) = R(t) \exp(i k z') \) where \( R \) and \( k \) are real, we must set \( A = 0 \). Then, substituting Eq. (2.30) into Eq. (2.32) gives the explicit form for \( \hat{f} \)

\[
\hat{f}(\omega, z') = -\frac{8}{21} \pi \mu^2 \eta_1^4 e^{2i \eta_1^2 z'} \text{sech} \left( \frac{\pi \omega}{4 \eta_1} \right) \left( \frac{133}{1920 \eta_1^2 \omega^2} + \frac{197}{180 \eta_1^2 \omega^2 + 4 \eta_1^2} - \frac{533}{45 \omega^2 + 4 \eta_1^2} - \frac{169}{1440 \eta_1^2} \right).
\]

(2.33)

Finally, taking the inverse Fourier transform of the above equation, by means of standard integration techniques, produces the required form for \( f \)

\[
f(z', t) = -\frac{2}{315} \pi \mu^2 \eta_1^3 e^{2i \eta_1^2 z'} \left \{ 168 \text{sech} 2 \eta_1 t + 133 \text{sech}^3 2 \eta_1 t + 448 \left \{ -2 \eta_1 t \sinh 2 \eta_1 t + \cosh 2 \eta_1 t \ln(2 \cosh 2 \eta_1 t) \right \} \right \}.
\]

(2.34)

Having found \( f \), the perturbing field \( \delta q \) is obtained directly from Eq. (2.19); this reads

\[
\delta q(z', t) = \frac{16}{45} \pi \mu^2 \eta_1^5 e^{2i \eta_1^2 z'} \left \{ 8 \text{sech} 2 \eta_1 t + 40 \text{sech}^3 2 \eta_1 t - 95 \text{sech}^5 2 \eta_1 t + 64 \eta_1 t \text{sech} 2 \eta_1 t \tanh 2 \eta_1 t \right \}.
\]

(2.35)

### 2.3.1 Prediction of the soliton power enhancement

The perturbative solution of Eq. (2.1) reads

\[
A(z, t) = \left( \frac{2(d \tau)}{\sigma P_0 L} \right)^{1/2} \int_{-\infty}^{+\infty} d\omega \hat{q}(z', \omega) \exp \left[ -i\omega t - i\omega^2 R_0(z') \right], \quad z' = 2(d \tau) z.
\]

(2.36)

Here, \( R_0(z') \) is the accumulated dispersion function for the map, as defined in Eq. (2.2), and \( \hat{q}(z', \omega) \) is the Fourier transform of the solution of Eq. (2.11), \( q(z', t) = q_0 + \delta q(z', t) \), with \( q_0 \).
and $\delta q$ given by Eqs. (2.12) and (2.35), respectively. Equation (2.36) allows the description of some features of the path-averaged DM soliton, in the perturbative limit of small dispersion map strengths. In particular we derive here an expression for the soliton power enhancement—compared with the constant dispersion case—, first observed in [40].

If we consider the pulse at the mid point of one of the fibre segments making up the dispersion map, then $R_0 = 0$ and (2.36) reduces to

$$A(z, t) = \left( \frac{2(d)}{\sigma P_0 L} \right)^{1/2} q(z', t).$$  \hspace{1cm} (2.37)

Hence, the pulse features are simply described by the function $q(z', t)$. This function contains a free parameter $\eta_1$ which determines the amplitude and the width of the pulse (cf. Eqs. (2.12) and (2.35)). We denote here the scaled pulse power $|q_s + \delta q|^2$ by $G(t; \eta_1)$, to stress its dependence on $\eta_1$, for a given value of the perturbation parameter $\mu$. The peak power (at $t = 0$) is given by

$$G(0; \eta_1) = \left( \frac{2\eta_1 - \frac{752}{45} \mu^2 \eta_1^5}{\eta_1^5} \right)^2,$$  \hspace{1cm} (2.38)

and is plotted in Fig. 2.1 in a suitable range of $\eta_1$, for different values of $\mu$. The relation

$$G(t_{\text{FWHM}}; \eta_1) = \frac{1}{2} G(0; \eta_1)$$  \hspace{1cm} (2.39)

defines the FWHM $t_{\text{FWHM}}$ of the pulse as an implicit function of $\eta_1$. This solution is shown in Fig. 2.2, for the same range of values of $\eta_1$. Finally, Fig. 2.3 shows the peak power against the pulse width. Equations (2.38) and (2.39) allow one to calculate the peak power $2(d)G(0)/(\sigma P_0 L)$ of the DM soliton corresponding to a fixed $t_{\text{FWHM}}$. This is then compared with the peak power of a soliton of equal FWHM $t_{\text{FWHM}}$ in a uniform fibre with the same path-averaged dispersion $d$, $2(d)G_{\text{sol}}(0)/(\sigma P_0 L)$, where

$$G_{\text{sol}}(0) = \frac{(1.76)^2}{t_{\text{FWHM}}^2}.$$  \hspace{1cm} (2.40)

This comparison results in the following expression for the peak power enhancement in terms of parameter $\mu$

$$\frac{G(0)}{G_{\text{sol}}(0)} = 1 + \alpha \mu^2 + O(\mu^4),$$  \hspace{1cm} (2.41)

where the interpolation parameter $\alpha$ is found to have a value of approximately 2.9.

The next step is to link the perturbation parameter $\mu$ to the dispersion map strength. For a dispersion map as defined in this section, the strength of one element can be characterized by [40, 43] (cf. Eq. (1.1))

$$S = \left| \frac{\bar{\beta}_2^{(1)} L_1 - \bar{\beta}_2^{(2)} L_2}{2\epsilon_0^2} \right|,$$  \hspace{1cm} (2.42)

where $\bar{\beta}_2^{(1,2)} = \bar{\beta}_2^{(1,2)} + \{\beta_2\}$ and $L_1, L_2 = L - L_1$ are the GVD coefficients and lengths of the two fibre segments, in physical units. Here, we choose the time parameter $t_0$ to be $t_0 = \tau_{\text{FWHM}}/\sqrt{2}$, where $\tau_{\text{FWHM}}$ is the minimum FWHM pulse width. The perturbation parameter $\mu$ can be expressed as

$$\mu = \frac{S}{2},$$  \hspace{1cm} (2.43)
and then Eq. (2.41) becomes

$$\frac{G(0)}{G_{sol}(0)} = 1 + \beta S^2 + O(S^4),$$

(2.44)

where $\beta = \alpha/4 \approx 0.72$. This result, obtained in the limiting case of small $S$, is in agreement with the empirical formula discovered through numerical simulations [40], where a value of $\beta \approx 0.7$ was found.

2.4 Numerical simulations and comparison with the theory

In this section a comparison between the predictions of the perturbation analysis developed in the previous section and the results of full-numerical simulations is presented, in order to investigate the validity of the perturbation theory.
Our simulations are based on numerical integration of the NLS equation
\[
\left(\frac{i}{2} \frac{\partial}{\partial Z} - \frac{1}{2} \beta_2(Z) \frac{\partial^2}{\partial T^2} + \sigma |E|^2 E \right) = 0
\] (2.45)
using the dispersion map shown in Fig. 2.4. This comprises equal lengths \(L_1 = L_2 = L/2\) of alternating anomalous and normal fibres, with dispersions \(\beta_2^{(1)} = \beta_2 + \langle \beta_2 \rangle\) and \(\beta_2^{(2)} = -\beta_2 + \langle \beta_2 \rangle\) respectively. The unit cell is defined to start and end at the mid point of one of the fibres [103].

In all the examples presented we have chosen \(L_1 = L_2 = 100\, \text{km}\), and \(\langle \beta_2 \rangle = -0.01\, \text{ps}^2\text{km}^{-1}\). The nonlinear coefficient is taken to be \(\sigma \simeq 2.57\, \text{W}^{-1}\text{km}^{-1}\) in both fibres; fibre attenuation is neglected, which is consistent with the case discussed in Section 2.2.

Figure 2.5: Asymptotic pulse profile at the beginning of each unit cell. Here \(\beta_2 = -0.8\, \text{ps}^2\text{km}^{-1}\).

Figure 2.6: Evolution of the pulse shown in Fig. 2.5 over one period of dispersion compensation cycle.

We have launched Gaussian pulses into a transmission line with the dispersion maps defined above, with a FWHM pulse width of 20 ps, and the proper energy. Using the averaging technique presented in [104], we have obtained long distance stable soliton-like pulses that return to their original shapes after each map period. Figure 2.5 shows the intensity profile of such a stable asymptotic pulse at the start of each unit cell, for a map with \(\beta_2 = -0.8\, \text{ps}^2\text{km}^{-1}\). The evolution of the same pulse within one unit cell is shown in Fig. 2.6. It can be seen that for the weak dispersion maps considered here, the shape of the stable soliton is not significantly different to the hyperbolic secant shape of uniform fibres, though the soliton exhibits an enhanced power.
The analytical solution which has been compared with the stable solution of numerical simulations is given in Eq. (2.36). The power and time have been scaled here using the peak power \( P \) and the width \( \tau_{\text{FWHM}} \) of the numerical solution at the mid point of each section, i.e. \( P_0 = P \), and \( t_0 = \tau_{\text{FWHM}}/\sqrt{2} \). In physical units the perturbation parameter \( \mu \) then reads

\[
\mu = -\frac{\tilde{\beta}_2 L}{2\tau_{\text{FWHM}}^2}.
\] (2.46)

Since the perturbation theory is expected to work for small \( \mu \), we have considered here dispersion maps with values of \( \mu \) between 0.05 and 0.3.

For a given numerical solution, the determination of the free parameter \( \eta_1 \), which arises in the analytical solution (cf. Eqs. (2.12) and (2.35)), is somewhat arbitrary. We have chosen to set \( \eta_1 \) at the value for which the peak powers of the analytical and numerical solutions are matched. This gives a simple relationship between \( \eta_1 \) and \( \mu \)

\[
\eta_1 = \frac{376}{45} \frac{\eta_1^5}{\mu^2} = \frac{1}{2} \left( \frac{\sigma P_0 L}{2(d)} \right)^{1/2},
\] (2.47)

if the analytical solution amplitude is evaluated at the mid point of a section (where \( R_0 = 0 \)). Equation (2.47) can then be solved for \( \eta_1 \) in terms of \( \mu \).

![Figure 2.7: Pulse shapes obtained with the numerical (solid curve) and the analytical (dashed curve) NLS equation solutions, shown at the beginning of the periodic cell, for \( \mu = 0.2 \) (\( \tilde{\beta}_2 = -0.8 \text{ ps}^2\text{km}^{-1} \)).](image)

Figure 2.7 compares the normalized pulse powers obtained from the numerical and the analytical solutions, at the beginning of each unit cell, for a map with \( \tilde{\beta}_2 = -0.8 \text{ ps}^2\text{km}^{-1} \), i.e. for \( \mu = 0.2 \). It can be seen that the agreement is very good, as one would expect for weak perturbations. To establish better the degree of accuracy of the theoretical results, we have also compared the difference in power – at the same point of the map – of both the analytical and the numerical solution with the exact soliton solution of the NLS equation with constant dispersion, \( A_s = (2(d)/(\sigma P_0 L))^{1/2} 2\eta_1 \text{sech } 2\eta_1 t \). Figure 2.8 shows the results of this comparison for two different values of \( \mu \), \( \mu = 0.1 \) (corresponding to \( \tilde{\beta}_2 = -0.4 \text{ ps}^2\text{km}^{-1} \)) and \( \mu = 0.2 \). It
can be seen that the scaling factor between the two pairs of curves is of the order of $\mu^2$. This is consistent with our expectations, since the correction $\delta q$ to $q_s$ is $O(\mu^2)$ (cf. Eq. (2.35)). On the other hand, the difference between the analytical and the numerical curves corresponding to the same $\mu$ is not exactly of order $\mu^4$, as one would expect from the perturbation theory, because the path-averaged dispersion is not vanishingly small compared to the local dispersion. The path-averaged dispersion in the numerical simulations has been chosen as a realistic value. Reduction of $\langle \beta_2 \rangle / \bar{\beta}_2$ would make the difference between the two curves closer to order $\mu^4$.

![Figure 2.8: Difference in power with the sech soliton, $|A(t)|^2 - |A_s(t)|^2$, for the numerical (solid curve) and analytical (dashed curve) solutions, for (a) $\mu = 0.1$ ($\beta_2 = -0.4 \text{ ps}^2 \text{km}^{-1}$), and (b) $\mu = 0.2$ ($\beta_2 = -0.8 \text{ ps}^2 \text{km}^{-1}$).]

In conclusion, we can affirm that Eqs. (2.12) and (2.35) predict the pulse shape very well. For values of $\mu$ above $\sim 0.35$, however, the analytical solution becomes double peaked and is no longer a good pointwise approximation to the solution. We can then set the limit of validity of our perturbation analysis at the value $\mu = 0.35$ (i.e. $S = 0.7$), which is in good agreement with the results achieved in [64].

### 2.5 Conclusion

In this chapter we have developed a perturbation theory to describe path-averaged DM solitons in transmission lines with a weak dispersion map. The analytic expression for the soliton envelope obtained by this approach predicts a pulse shape and a power enhancement which are in good agreement with the results of direct numerical simulations. Thus we are confident that the results presented in this chapter can be useful in applications to practical systems with weak dispersion management. Analytical results can be especially important in the optimisation problems when numerical simulations require a lot of computer time.
Chapter 3

Dispersion-managed autosoliton transmission and all-optical passive regeneration by the use of in-line nonlinear optical loop mirrors

3.1 Introduction

The central topic of this chapter is the study of autosoliton transmission in DM fibre systems with periodical in-line deployment of NOLMs as all-optical regenerators of signals.

DM solitons have been attracting considerable interest recently in RZ format optical communication systems because of their superb characteristics which are not observed in conventional solitons. In particular, as described in Chapter 1, dispersion management gives the benefits of high local and low average dispersion, while allowing pulses with higher energies to propagate [40, 45, 46]. Indeed, the energy enhancement, which increases with increasing map strength (cf. Eq. (1.1)), relaxes the linear relation between dispersion and energy, and thus makes it possible to reduce the Gordon-Haus timing jitter through the use of low average dispersion [50, 51], while maintaining a good SNR [40]. Moreover, the high local dispersion efficiently suppresses interchannel crosstalk in WDM systems [55]. By using these properties, it is possible to make a new transmission line with higher bit-rate and/or longer transmission distance compared to a conventional soliton transmission system. Another promising application of this technology is the upgrade of an already installed SMF base into a high-speed system operating at single-channel bit-rates of 40 Gbit s$^{-1}$ and above.

However, the transmission performance of a DM soliton system with small average dispersion may be strongly degraded by linear waves. Indeed, the propagation of nonlinear stationary pulses in real fibre links is always accompanied by a radiative background (or linear mode). These dispersive waves originate from amplifier noise or from the mismatch between the input pulse and the truly stationary pulse. Small average dispersions prevent the separation of the linear wave from the signal, which delays the formation of a stationary pulse.

Moreover, when dispersion management is used for operation at 40 Gbit s$^{-1}$ on standard fibre, the high values of local dispersion together with the short pulse widths required result in high map strengths beyond the range where stationary DM solitons exist [44]. In this regime of high map strengths, to which we refer as the quasi-linear regime, carrier pulses periodically
experience large temporal broadening, and the effect of fibre nonlinearity tends to be averaged out. As remarked in Chapter 1, this scheme is, in some sense, opposite to soliton or DM soliton transmission, where the nonlinearity plays an important role in preserving the pulse shapes. Even though pulses in the quasi-linear regime are not stable in a strict mathematical sense, they can still be successfully used in practical systems. However, the nonlinear impairments that are allowed to accumulate by the remaining order of the field can impose severe limits to transmission. Indeed, nonlinear intra-channel pulse-to-pulse interactions are considered to be one of the main limiting factors inhibiting channel bit-rates of 40 Gbit s\(^{-1}\) or beyond in RZ transmission in strongly DM fibres (see [105]-[109] and references therein). Such interactions are caused by strong temporal overlap between adjacent pulses which is due to large pulse breathing within one management period. They take two different forms [106, 107], which are usually referred to as intra-channel XPM and FWM. The intra-channel XPM shifts the frequencies of the interacting pulses, resulting in timing jitter, while the intra-channel FWM causes amplitude fluctuation of the main signals and generation of ghost pulses in the zero bit slots.

Transmission control methods both passive, which make use of guiding filters (with fixed or sliding frequency) [70, 71] and active, which make use of in-line synchronous modulation [72, 73] have been studied in order to stabilize DM RZ transmissions against the above-mentioned perturbations. Such control elements – discussed in Chapter 1 – are shown to reduce the timing jitter that is induced in the propagating pulse by interaction with amplifier noise, pulse-to-pulse interactions in both single-channel and WDM transmissions, and noise accumulation, and to achieve stabilization of pulse amplitude fluctuations. However, guiding filters require excess gain in order to compensate for the filter-induced loss, which in turn may enhance the accumulation of the linear mode. In addition, filtered DM pulses can suffer from additional instabilities, depending on the location of lumped filters [75], owing to the opposite direction of the filter action on stabilizing energy against spectrum fluctuation. Whereas the synchronous modulation may also not be effective as long as the linear wave is not shed away. Introduction of nonlinear gain, that is realized by use of polarization controllers [38] and fast saturable absorbers [110], has also been proposed to stabilize DM soliton transmissions by suppression of the growth of the linear mode [111]. Thanks to the DM soliton power enhancement, nonlinear gain may be more beneficial to DM solitons than to conventional solitons [110].

The use of in-line NOLMs as saturable absorbers (also termed intensity filters) [79] may be an alternative to the above schemes. It is useful to clarify here the application and motivation for wishing to place NOLMs into a transmission line. The NOLM (see its brief description in the following section) filters out low-intensity noise and dispersive waves from higher power signals through an effective saturable absorption (i.e. a decreasing attenuation with increasing optical power), and thus avoids pulse instabilities that are caused by interaction of such background radiation with the carrier pulse [80]. Fibre NOLMs have an ultrafast response (sub-picosecond) which most saturable absorbers do not. For instance, traditional semiconductor saturable absorbers have nanosecond response times. Moreover, NOLMs have a different switching characteristic owing to which they can provide negative feedback control of the amplitude of pulses, thus allowing for stabilization of the pulse amplitude against small changes in the input power. The dual function of intensity filtering and pulse amplitude control is probably the most attractive feature that distinguish NOLMs from other saturable absorbers. These characteristics
indicate that the use of in-line NOLMs can be a very effective technique for all-optical passive 2R regeneration (alternatively termed quasi-regeneration) of signals. Indeed, loop mirror intensity filtering allows for partial regeneration of pulse amplitude and shape, through suppression of noise accumulation and pulse distortion. On the other hand, as a NOLM introduces no temporal or spectral reference point into the system, it can not ensure pulse retiming, thus it does not directly improve the timing jitter in the system. Nevertheless, the noise suppression allows narrow bandwidth filters to be used without encountering pulse instability [83]. But solving timing problems is not the primary aim of including NOLMs into a transmission system.

After a brief review of the basic properties of the NOLM (Section 3.2), in Section 3.3 we present a numerical study of DM autosoliton transmission assisted by in-line NOLMs [112]. We demonstrate that stable pulse propagation over long distances is achievable in such a line, with a significant increase in the SNR. In the following sections we describe the use of in-line NOLMs as a general technique for all-optical passive 2R regeneration of RZ data in high-speed transmission systems with strong dispersion management. Specifically, in Section 3.4 we demonstrate that the application of the proposed technique to SMF-based systems mainly affected by amplitude noise may achieve stable single-channel data transmission over practically unlimited distances at bit-rates $\geq 40 \text{Gbit s}^{-1}$ [113, 114]. In Section 3.5 we describe the use of the technique in transoceanic 40 Gbit s$^{-1}$ transmission systems where both intra-channel XPM and FWM are significant limiting factors [115]. Finally, in Section 3.6 we study the application of the 40 Gbit s$^{-1}$ DM transmission guided by NOLMs to a WDM scheme [116, 117].

### 3.2 The nonlinear optical loop mirror

The NOLM was originally proposed by Doran and Wood [77] and experimentally demonstrated by Blow et al. [118] and Islam et al. [119]. We now briefly review its basic principles and properties. The device consists of a four-port directional coupler, the outputs of which are connected by a loop of fibre. Normal operation has the light being reflected back out of the input port. If a $\pi$ phase shift occurs in the interferometer, then a “fringe shift” occurs which in this case corresponds to the light being transmitted through the output port. The phase shift comes from the fibre nonlinearity (SPM) which is different for the two counter-propagating pulses in the loop, because they have different intensities as a result of a breaking of the loop symmetry. Unbalancing of the NOLM can be achieved with an asymmetric coupler [77], or alternatively with a gain/loss element asymmetrically placed in the loop [78]. Other variations include using two fibres with different dispersive properties within the loop [120].

![Figure 3.1: Schema of the NOLM.](image)
In what follows, we will use a gain/loss-unbalanced NOLM (see Fig. 3.1). It incorporates a 50:50 coupler and an amplifier/attenuator with power gain/loss \( \beta \). The continuous-wave (cw) input-output power mapping of the NOLM is given by \([78]\)

\[
P_{\text{out}} = \frac{\beta}{2g} P_{\text{in}} \left[ 1 - \cos \left( \frac{\sigma(\beta-1)L_{\text{eff}}}{2} P_{\text{in}} \right) \right].
\]  

(3.1)

Here, \( P_{\text{out}} \) and \( P_{\text{in}} \) are the output and input powers, respectively; \( \sigma \) is the nonlinear coefficient of the loop fibre; \( g = \exp(2\gamma L) \), where \( L \) is the loop length, and \( \gamma \) is the loss coefficient \([\text{km}^{-1}]\) of the loop fibre; and \( L_{\text{eff}} = (1 - 1/g)/(2\gamma) \). Note that the configuration with an attenuator, \( \beta = \Delta \), is similar to the configuration with an amplifier, \( \beta = G \), provided that pre-amplification is included with gain \( G' \) such that \( G'\Delta = G \). The first scheme avoids possible pulse instability due to in-loop amplification, at the expense of a reduced switching performance.

It can be shown \([79]\) that operation of the NOLM in the region just after the first peak of the switching curve is stable against small fluctuations in the input power. Indeed, locally there is a saturable gain: if the pulse power increases, the NOLM's transmissivity decreases, and vice versa, returning the pulse toward its original state. The main advantage of using gain/loss-unbalanced NOLMs instead of coupler-unbalanced NOLMs as saturable absorbers is that the first provide higher discrimination against low-power radiation \([121, 82]\), owing to their amplitude cubing effect at low energies (see Eq. (3.1)). On the other hand, because gain/loss-unbalanced NOLMs have sharper switching peaks, the portion of the switching curve on which operation is stable is smaller. However, this limitation can be easily overcome (see following sections) by placing the operation point only slightly past the switching peak.

We point out that the approximation of the NOLM's transmissivity by the cw transfer characteristic (3.1) is unsatisfactory in the case of intensity-modulated data streams, because significant pulse shaping takes place within the arms of the loop. Therefore, it is important to explicitly model pulse propagation within the loop mirror fibre by numerical integration of the NLS equation. However, the cw transfer function can still give a good estimate of the NOLM's characteristics needed to adapt the NOLM to a transmission line, as we will see in Section 3.4.

Previous studies \([79]-[82]\) have addressed the use of NOLMs to reshape and stabilize pulses in transmission systems employing fibres with constant dispersion. In the following sections we study the application of NOLMs to DM transmission schemes.

### 3.3 Dispersion-managed autosoliton transmission guided by in-line nonlinear optical loop mirrors

In this section we examine the feasibility of optical pulse transmission in periodically amplified DM systems with in-line NOLMs \([112]\). The main goal is the demonstration of the compatibility of the NOLM with dispersion management for achievement of stable pulse transmission.

The basic section of the periodic system used as the model in our simulations is shown in Fig. 3.2. The normal- and the anomalous-dispersion fibre segments that build up the dispersion map are both 20 km long, and have dispersion of \( \beta_2^{(1)} = 4.9 \text{ ps}^2\text{km}^{-1} \) and \( \beta_2^{(2)} = -5.1 \text{ ps}^2\text{km}^{-1} \) respectively, which gives a path-averaged dispersion of \( \langle \beta_2 \rangle = -0.1 \text{ ps}^2\text{km}^{-1} \). The effective area is taken to be \( A_{\text{eff}}^{(1,2)} = 50 \mu\text{m}^2 \) in both fibres, and fibre attenuation is \( \alpha^{(1,2)} = 0.2 \text{ dBkm}^{-1} \).
The NOLM incorporates a coupler with a power-splitting ratio of 50:50, and a 6 km loop of DSF with zero dispersion and an attenuation of $\alpha = 0.6 \text{ dB km}^{-1}$; the effective area of the loop fibre is assumed to be $A_{\text{eff}} = 25 \mu \text{m}^2$, which makes the NOLM highly nonlinear. The symmetry between the two directions around the loop is broken by a loss element, inserted at one end of the loop, which subjects the pulses to a power attenuation of $\Delta = 6 \text{ dB}$. An amplifier located at the end of the section compensates for fibre attenuation and loss from the NOLM. ASE noise is included in the calculations, but no filter is added at the amplifier.

A stable pulse (an ideal information carrier) that is propagating in the transmission system must be periodically reproduced at the output of each section. Considering the transformation of the pulse after propagation in one section as the Poincaré mapping of the input pulse into the output one, we find the stable solutions by determination of the fixed points of such a mapping in the space energy - pulse width - chirp. We call these stable pulses autosolitons, meaning that their characteristics are fixed by the system parameters. We use the following two-step procedure to rapidly find the converging pulse parameters. In a first run of simulations the pulse energy is fixed. Gaussian pulses are launched into the system, with a FWHM pulse width of 5.0 ps, and the pulse energy is restored at the end of each section, which means conceptually that we have variable amplifier gain. This restoration is done for a sufficient number of iterations for the pulse's width and chirp to reach a steady state; then, the amplifier gain also converges to some value. Then we perform a second run with a fixed amplifier gain, to check the stability of the pulse energy: Gaussian pulses with the stationary width and chirp are used as initial waveforms for the complete system with amplifiers, where the amplifier gain is set to the asymptotic value.

We find that stable propagation is possible over very long distances for pulse energies at the start of each cycle (NOLM input) between 2.2 and 2.4 pJ. The optimal pulses settle quickly to a steady state and their stable pulse shape for the system at the start of each cycle differs from the input Gaussian shape mostly in that the pulse develops low-power symmetric side-lobes. These background pedestals are removed by the NOLM through saturable absorption. The NOLM also subjects the pulses to a negative chirp (through SPM), while the pulse width is not significantly changed by the NOLM, because the loop fibre is dispersionless.

The cw input-output power mapping for the NOLM used in calculations is shown in Fig. 3.3. The peak power of the pulse before the NOLM is slightly beyond the first peak of the switching curve. Even in this region, however, the NOLM still loses a substantial fraction of the incident power. This loss could easily be reduced, because the attenuation in the loop fibre is set to a pessimistic value, and unbalancing of the NOLM is achieved with a loss element.

An example of a stable pulse with an energy of 2.25 pJ is shown in Fig. 3.4 as it settles to a steady state. Before the NOLM, the stable FWHM pulse width and the average chirp are 4.4 ps
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Figure 3.3: \( C_w \) switching curve of the NOLM.

Figure 3.4: Stroboscopic evolution of a 2.25 pJ pulse as viewed at the NOLM output.

Figure 3.5: Stable pulse shapes. Solid curve, NOLM input; dashed curve, NOLM output.

and 0.13 THz\(^2\), respectively. The pulse profile is taken at the NOLM output, where the pulse has an energy of 0.19 pJ, a FWHM of 4.0 ps, and an average chirp of \(-0.16\) THz\(^2\). The corresponding stable pulse shapes at the NOLM input and output are shown in Fig. 3.5. The waveform of the pulse after passing through the NOLM is clean, and the flat top is due to the maximum power that can be switched by the NOLM. The pulse undergoes a small position shift, 2 ps over 4000 km; this is basically the Gordon-Haus timing jitter, and introducing NOLMs as saturable absorbers does not improve system's performance in this respect. Timing jitter suppression could be achieved by the use of guiding filters [70, 71], or, for instance, by reduction of loss in the NOLM, since that reduces the amplifier gain required and hence the amount of noise. Another possibility would be to reduce further the average dispersion of the dispersion map [46].

We point out, however, that the main goal of the present work is not the optimisation of the system's characteristics, but the demonstration of stable DM pulse transmission through the action of in-line NOLMs. Optimisation of the system will lead to further improvement of its performance.
Figure 3.6: Example simulation of a 4.4 ps pulse train with data (1100101010011110).

Figure 3.6 shows a typical simulation result taken at each amplifier output for a 4.4 ps pulse train with data (1100101010011110) and a bit period of 100 ps (corresponding to the 10 Gbit s\(^{-1}\) data rate), propagating to 4000 km. In this simulation Gaussian filters with a FWHM bandwidth of 1.2 THz are included simply to limit the pulse-to-pulse interactions, and the filters do not have a significant effect on pulse propagation, as the filter bandwidth is approximately ten times the bandwidth of the pulses used. There is no discernible evidence of perturbations or distortions, which indicates that the data can be recovered for the full system length studied.

Figure 3.7: Pulse waveforms after 4000 km in DM systems with (a) guiding filters and (b) NOLMs.

To demonstrate the effectiveness of the NOLM in suppressing noise we compare pulse propagation in the transmission system with NOLMs with propagation in the same line without NOLMs. In the latter scheme Gaussian filters with a FWHM bandwidth of 0.24 THz are located after each amplifier to reduce the ASE noise effect. Gaussian pulses are launched into the system with the energy that they would have at the NOLM output and with the proper
width and chirp. Figure 3.7 shows a comparison between the waveforms of a 0.19 pJ pulse at a propagation distance of 4000 km for the systems without and with NOLMs. The waveforms are those at the starting point of the DM cycle. The substantial suppression of radiation by the introduction of NOLMs can clearly be seen; the SNR is \( \sim 60 \) dB higher in the system with NOLMs. It is also important to point out that, unlike in the system without NOLMs, the SNR stabilizes and does not degrade any further after a short distance.

In conclusion, we have demonstrated the feasibility of stable autosoliton propagation over long distances in periodically amplified DM transmission system with in-line NOLMs. NOLMs are very effective in suppressing the buildup of ASE noise and dispersive waves. The issues of determining the NOLM’s optimal characteristics within the constraints of the DM scheme and of applying NOLMs to practical transmission systems will be addressed in the following sections.

### 3.4 All-optical passive 2R regeneration of dispersion-managed RZ data at 40 and 80 Gbit s\(^{-1}\) using in-line nonlinear optical loop mirrors

The problem of increasing the channel data rate to 40 Gbit s\(^{-1}\) and beyond and the error-free transmission distance in SMF is attracting much attention because of the immediate application to the upgrade of existing terrestrial links. A promising upgrading method is the use of a RZ modulation format together with dispersion management. However, as described in Section 3.1, the intra-channel nonlinear effects [105]-[109] can be significant for strongly DM systems operating in the quasi-linear regime, such as SMF-based systems with bit-rates \( \geq 40 \) Gbit s\(^{-1}\). These effects may lead to serious transmission penalties, specifically timing and amplitude jitter and the ghost pulse generation at the zero bits [106, 107].

In this and the following sections we study the use of in-line NOLMs as a general technique for all-optical passive 2R regeneration of RZ data in high-speed strongly DM systems. To date, 40 Gbit s\(^{-1}\) single-channel DM transmission over a few thousand km of SMF has been experimentally demonstrated [122]-[124]. Also, transoceanic distances at 40 Gbit s\(^{-1}\) can be achieved using in-line regeneration based on synchronous modulation [125, 126]. Though active regeneration is a possible method to provide for unlimited transmission at 40 Gbit s\(^{-1}\), in practice this solution could be not optimal in terms of cost efficiency. In this section, we numerically demonstrate that when a system’s performance is mainly degraded by pulse distortion and amplitude noise, the proposed passive 2R regeneration technique may enable stable data transmission over practically unlimited distances at high bit-rates. Therefore, the quasi-linear transmission regime may be converted into a stable nonlinear bit-overlapping regime through the use of in-line NOLMs. Specifically, we show the feasibility of distance-unlimited transmission of a 40 Gbit s\(^{-1}\) single-channel RZ data stream over SMF [113]. We investigate the tolerance of this result [114] and we extend the proposed method to 80 Gbit s\(^{-1}\) data transmission.

#### 3.4.1 System description

As a sample system for demonstration of the technique, we used a symmetric dispersion map similar to that in [127] (see Fig. 3.8). This DM scheme represents a practical upgrade of a link
with SMF by means of DCFs. The transmission line is composed of an equal number of 32.3 km SMF and 6.8 km DCF. The map consists of an alternation of two different fibre combinations: a SMF-DCF and a DCF-SMF block. A role of prechirping in such a map is minimized since the chirp-free points are located exactly at the beginning and the middle of the map [128]. The dispersion coefficients are $D^{(1)} = 15.0 \text{ ps} (\text{nm \ km})^{-1}$ for the SMF and $D^{(2)} = -71.2 \text{ ps} (\text{nm \ km})^{-1}$ for the DCF at 1550 nm, giving an average dispersion of $\langle D \rangle = 0.009 \text{ ps} (\text{nm \ km})^{-1}$ which is slightly anomalous. The effective area is $A_{\text{eff}}^{(1)} = 70 \mu m^2$ for the SMF and $A_{\text{eff}}^{(2)} = 30 \mu m^2$ for the DCF. The attenuation is $\alpha^{(1)} = 0.22 \text{ dB km}^{-1}$ in the SMF and $\alpha^{(2)} = 0.65 \text{ dB km}^{-1}$ in the DCF. A combination of an EDFA to compensate for the energy losses and a fixed Gaussian filter follows each of the two blocks. The amplifier has a typical noise figure of 4.5 dB and a power gain of 11.9 dB. The bandwidth of the filter $B$ is taken to be approximately 1.5 times the bandwidth of the pulses used and the product $B \tau_{\text{FWHM}}$ is kept constant, $\tau_{\text{FWHM}}$ being the pulse width. Note that the use of such strong guiding filters is allowed by the saturable absorption action of the NOLMs [83]. Narrow bandwidth filters give in turn timing jitter reduction. The NOLM is placed into the transmission line every five periods of the dispersion map (as shown in Fig. 3.8). The NOLM incorporates a 50:50 coupler, and a loop of DSF with zero dispersion, an attenuation of $\alpha = 0.3 \text{ dB km}^{-1}$, and an effective area of $A_{\text{eff}} = 25 \mu m^2$. Unbalancing of the NOLM is achieved with an asymmetrically placed EDFA close to the loop coupler. The loop amplifier has the same noise figure as the in-line amplifiers.

Optimisation procedure

We use here a simple procedure to make the NOLM compatible with the DM line. This optimisation procedure is not exact, to the extent that it makes use of the cw assumption for the NOLM’s transfer function; nevertheless it still gives a good estimate of the NOLM’s characteristics imposed by the constraints of the DM scheme. We require two conditions to be satisfied. We make the NOLM operate in the stable region just after the first peak of the switching curve (cf. Eq. (3.1)),

$$\frac{\sigma(G-1)(1-1/g)}{4\gamma} R_{\text{in}} = \pi(1+a), \quad 0 \leq a < 1,$$

and we demand the pulse peak power at the starting point of the DM cycle to equal the peak power at the NOLM input. To fulfill these conditions, first we fix a suitable value for the loop length, $L = 3 \text{ km}$ throughout this work. Then, from Eq. (3.2) we calculate the loop gain $G$ for a given input power $R_{\text{in}}$, which is chosen as a reasonable peak power for the particular dispersion
map considered. Using this value of $G$ in Eq. (3.1), we calculate
\[
\frac{P_{\text{out}}}{P_{\text{in}}} = \frac{G}{2g} [1 + \cos(a\pi)] = \mu,
\]
which is greater than 1 in the range of $P_{\text{in}}$ used in our simulations, and we restore the peak power of pulses after the NOLM by the use of an attenuator with a power loss of $1/\mu$. The cw input-output power mapping of the NOLM is plotted in Fig. 3.9 for $P_{\text{in}} = 3.5$ mW, which gives $G = 172.9$ (22.4 dB) and $1/\mu = 1/105.4$ (−20.2 dB). Here, $a = 1/3$.

![Figure 3.9: Cw switching curve of the NOLM.](image)

We point out that we can equivalently use the loop length $L$ as free parameter and fix $\mu = 1$ in Eq. (3.3), which releases the constraint of the power post-restoration. However, this results in very long loop lengths that are not practical. We also note that the value chosen for $L$ is only an example, and changing the loop length is just a matter of rescaling $G$ and $\mu$.

### 3.4.2 Single pulse stabilization

We first demonstrate stabilization of single pulse propagation compared with the system without NOLMs. To simplify, no noise is added at the amplifiers in these simulations. Chirp-free Gaussian-shaped pulses are launched at the NOLM input (see Fig. 3.8), with different peak powers and pulse widths. An example of these pulses with a launch peak power of 3.5 mW and a FWHM of 5.0 ps is shown in Fig. 3.10 as it propagates over 7820 km. The pulse profile is taken at the NOLM input. Figure 3.10 also shows the same pulse at the starting point of the DM cycle as it propagates through the system without NOLMs. The effectiveness of the NOLM in stabilizing the pulses can be clearly seen. For the system without NOLMs, in fact, the pulse peak power decreases gradually with propagation distance, as the pulse width increases. This result was to be expected because the strength of the map used here, $S = 49$, is well outside the range where stable propagation of conventional DM solitons has been observed [44]. In other words, the considered propagation regime is quasi-linear. On the other hand, when NOLMs are incorporated into the system, the pulse settles to a steady state after a short initial transition distance. Figure 3.11 shows the pulse stabilization (at the NOLM input point) in the plane RMS pulse width-chirp (see their definition below). It can be seen that the asymptotic stable pulse corresponds to the fixed point (width = 2.4 ps, chirp = $-0.008 \text{THz}^2$). The stationary
pulse peak power is 3.6 mW.

Figure 3.10: Propagation of a pulse with a launch peak power of 3.5 mW and a FWHM of 5.0 ps in the system (a) with NOLMs (plot taken at the NOLM input) and (b) without NOLMs.

Figure 3.11: Acquisition of the steady state in the plane RMS pulse width-chirp.

The periodical deployment of NOLMs into the system changes the quasi-linear propagation regime into a stable autosoliton propagation regime, which is strictly nonlinear. This can be clearly seen from Fig. 3.12 that shows the evolution of the stationary RMS pulse width, chirp, and bandwidth over one period of the system (spacing between two consecutive NOLMs). The insets show the evolution of the same pulse characteristics over one period of the system without NOLMs (one dispersion map period). In both systems the pulse width breathes over a wide range, leading to a bit-overlapping regime in transmission of data at high bit-rates. From the bandwidth variation one may see that SPM does not significantly affect the pulse evolution in the system without NOLMs. Indeed, the net change in the bandwidth from the dispersion map is small (+0.05%). On the other hand, in the system with NOLMs the pulse bandwidth exhibits a large net change within one NOLM span (−62%), indicating that the pulse dynamics is nonlinear. Another interesting feature emerging from Fig. 3.12 is a gradual decrease in the amplitude of the chirp oscillations as the pulse covers the distance between two consecutive
NOLMs. This autosoliton dynamics is periodically reproduced at the output of each section.

Figure 3.12: Evolution of the stationary RMS (a) pulse width, (b) chirp, and (c) bandwidth over one period of the system. Insets, evolution of the same quantities over one period of the system without NOLMs.

RMS quantities

The RMS pulse width $\tau$, chirp $C$, and bandwidth $\Omega$ are defined as [63]

$$\tau = \left[ \frac{\int dt \, t^2 |u|^2 - (\int dt \, t |u|^2)^2}{\int dt \, |u|^2} \right]^{1/2}, \quad C = \frac{\text{Im} \int dt \, u^2 \overline{(u^*)^2}}{\int dt \, |u|^4},$$

$$\Omega = \left[ \frac{\int d\omega \omega^2 |\hat{u}|^2 - (\int d\omega \omega |\hat{u}|^2)^2}{\int d\omega |\hat{u}|^2} \right]^{1/2}. \quad (3.4)$$

Here, $u$ is the field amplitude and $\hat{u}$ its Fourier transform.

3.4.3 Transmission at 40 and 80 Gbit s$^{-1}$

Next we examine the system's performance at 40 and 80 Gbit s$^{-1}$ data rate in terms of maximum propagation distance corresponding to a bit error rate (BER) of more than $10^{-9}$. We estimate
here the BER by means of the standard Q-factor: \( Q = (\mu_1 - \mu_0)/(\sigma_1 + \sigma_0) \), where \( \mu_{1,0} \) are the mean levels of 1's and 0's and \( \sigma_{1,0} \) are the standard deviations. If the levels of 1's and 0's are assumed to have a Gaussian distribution, \( Q = 6 \) is equivalent to a BER of \( 10^{-9} \). The data stream is modelled by a pseudo-random binary sequence (PRBS) of length \( 2^8 - 1 \) using Gaussian pulses with the stationary peak power, width, and chirp reached during single pulse propagation. The ASE noise is included in these simulations. The receiver is modelled by an optical filter with the same bandwidth as the in-line filters. The photodiode is modelled as a square law detector followed by a fourth-order Bessel-Thomson electrical filter with a cut-off frequency equal to the bit-rate. For each set of pulse parameters six simulations are performed for bit patterns with identical parameters and the instantaneous Q-factor is calculated as the mean value. The Q-factor is evaluated just before the NOLM location.

Study of the operating regime for passive regeneration and distance-unlimited transmission at 40 Gbit s\(^{-1}\)

An example of simulations at 40 Gbit s\(^{-1}\) is given in Fig. 3.13, which shows the evolution of the Q-factor over 40000 km transmission distance. Here, we used input pulses with a peak power of 3.5 mW and a FWHM of 5.0 ps, that give the best performance of the system without NOLMs. A maximum error-free transmission distance of approximately 3900 km is found without NOLMs. For the system with NOLMs the Q-factor stabilizes and does not degrade any further after a short distance. This result demonstrates that stable soliton transmission over practically unlimited distances at 40 Gbit s\(^{-1}\) is possible, where unlimited transmission means here that after some stage, the accumulation of noise and timing jitter through the transmission system is stabilized, yielding nondecaying Q-factor > 6.

Figure 3.14 shows the tolerance limits of this result to the parameters of the input pulses. It can be seen that 7.0 ps is the largest pulse width allowing for distance-unlimited transmission. For larger pulse widths, we observe long-distance transients in the evolution of Q, which are due to the growing effect of pulse-to-pulse interactions. For pulse widths less than 2.0 ps, the effect of timing jitter becomes more important. One may also see that a FWHM of 3.0 ps is the optimal initial pulse width for operation of the system investigated here, giving the widest range of allowed initial peak powers. We point out that for peak powers below the lower limit of the working region the Q-factor sharply drops below six after some distance, while for peak powers above the upper limit we observe a gradual decay in the evolution of Q. The mean value around which the stable Q-factor fluctuates against the input pulse peak power is plotted in Fig. 3.15 for the different input pulse widths considered here. It can be seen that for a given pulse width, increasing the allowed peak power produces an increase in the mean value of the stable Q. It is also clear from Fig. 3.15 that a 3.0 ps pulse width gives the best performance of the system in terms of the highest Q-value achievable.

An example of pattern dynamics and eye-diagrams of the 40 Gbit s\(^{-1}\) data signal is given in Figs. 3.16 and 3.17. This example corresponds to the set of initial pulse parameters of Fig. 3.13. Figure 3.16 shows the pattern propagation over 3900 km in the system without NOLMs, and over 40000 km in the system with NOLMs (plot taken at the NOLM input). For the system without NOLMs the eye-diagram is taken at the maximum transmission distance of 3900 km. One may see that the intra-channel FWM -induced amplitude noise dramatically affects the
Figure 3.13: Q-values versus propagation distance for 40 Gbit s\(^{-1}\) transmission.

Figure 3.14: Limits of operation of the 40 Gbit s\(^{-1}\) system in the plane pulse width - peak power.

Figure 3.15: Mean value of the stable Q versus input pulse peak power.

quality of the transmission. For the system with NOLMs the eye-diagram is taken at the same distance and after 40000 km transmission. It is seen that the background is almost completely suppressed by the saturable absorption action of the NOLMs, and the amplitude jitter of ones is also slightly reduced, leading to an almost perfect restoration of the initial pattern at the end of transmission. The eye-diagram reveals that the system will eventually be dominated by timing jitter, but still at 40000 km the accumulation of timing jitter is not enough to produce degradation of the Q-factor.

As one may infer from the single pulse dynamics (cf. 3.4.2), the considered transmission regime is bit-overlapping. Indeed, for the initial pulse parameters of Fig. 3.13, the maximum FWHM pulse width, \(\tau_{\text{FWHM}}^{\text{max}}\), ranges from 540 ps (first compensation period) to 310 ps (last compensation period) in one period of the system, and \(\tau_{\text{FWHM}}^{\text{max}} \gg T = 25\) ps, where \(T\) is the bit
Figure 3.16: Propagation of a 40 Gbit s\(^{-1}\) 2\(^6\) – 1 PRBS (a) over 3900 km in system without NOLMs and (b) over 40000 km in system with NOLMs.

Figure 3.17: 40 Gbit s\(^{-1}\) data eye-diagrams in systems (a) without NOLMs and (b), (c) with NOLMs.

The maximum number of overlapped pulses in one compensation period can be estimated as \(N \simeq (2/5)f\) for a bit slot five times as large as the minimum FWHM, \(f = \frac{\tau_{\text{FWHM max}}}{\tau_{\text{FWHM min}}}\) being
the expansion ratio. This gives $N$ ranging from 43 to 25 in one period of the system. Therefore, we can say that the NOLMs stabilize the bit-overlapping transmission, through conversion of a quasi-linear mode of propagation into a nonlinear propagation regime.

**Sample transmission at 80 Gbit s$^{-1}$**

To demonstrate the potential of our technique, we also ran simulations at 80 Gbit s$^{-1}$ data rate. An example is given in Fig. 3.18, which shows the evolution of the Q-factor with propagation distance and the eye-diagram after 40000 km transmission, for an input peak power of 6.5 mW and a pulse width of 3.0 ps. We point out that in this case the pulse parameters were not optimised. Even though passive regeneration of the data stream is still achievable after 40000 km. The long-distance transient in the evolution of Q is due to pulse-to-pulse interactions, that become more important at very high bit-rate, as the eye-diagram clearly shows.

![Figure 3.18: Q-value versus propagation distance and eye-diagram for 80 Gbit s$^{-1}$ transmission.](image)

In conclusion, we have demonstrated that the use of in-line NOLMs in DM transmission systems dominated by amplitude noise can achieve passive 2R regeneration of RZ data streams at bit-rates $\geq$ 40 Gbit s$^{-1}$. This is an indication that the use of this approach could obviate the need for full-regeneration in high data rate, strongly DM systems, when intra-channel FWM poses serious problems. In such systems, NOLMs impose a new kind of propagation regime: a stable, nonlinear, bit-overlapping regime.

### 3.5 Passive quasi-regeneration in transoceanic 40 Gbit s$^{-1}$ RZ transmission systems with strong dispersion management

In this section we discuss the use of in-line NOLMs as a method of all-optical passive quasi-regeneration of bit streams in high-speed RZ transmission systems with strong dispersion man-
agement, when both intra-channel XPM and FWM are important limiting factors. We numerically demonstrate that the quasi-regeneration of signals performed by NOLMs dramatically improves the system’s performance, allowing for 40 Gbit s\(^{-1}\) RZ transmission over transoceanic distances \([115]\).

![Figure 3.19: One period of the transmission system.](image)

As a sample system for our study we used a symmetric dispersion map (see Fig. 3.19) similar to the experimental setup \([129]\). This dispersion flattened transmission scheme has been proved to be beneficial to WDM transmission. Each amplifier span consists of 20 km-long effective core area enlarged positive dispersion fibre (EE-PDF) and 20 km-long negative dispersion fibre (NDF). The dispersion \(D^{(1)}\) and dispersion slope \(S^{(1)} = dD^{(1)}/d\lambda\) of the EE-PDF are 20 ps (nm km)\(^{-1}\) and 0.06 ps (nm\(^2\) km)\(^{-1}\) respectively. The magnitude of dispersion and dispersion slope of the NDF is the same as the EE-PDF, and the sign is opposite. The effective area is \(A_{\text{eff}}^{(1)} = 110 \mu\text{m}^2\) for the EE-PDF and \(A_{\text{eff}}^{(2)} = 30 \mu\text{m}^2\) for the NDF. The attenuation is \(\alpha^{(1)} = 0.2 \text{dB km}^{-1}\) in the EE-PDF and \(\alpha^{(2)} = 0.24 \text{dB km}^{-1}\) in the NDF. Each span also includes an EDFA and a Gaussian filter. The amplifier has a noise figure of 4.5 dB and a power gain of 9 dB. The bandwidth \(B\) of the filter is chosen such that the effective system’s FWHM bandwidth over one period is \(B_{\text{eff}} = B/\sqrt{n} = 0.093 \text{THz}\), where \(n\) is the number of filters per period. This value of \(B_{\text{eff}}\) is equal to that one of the system studied in Section 3.4 for the same pulse width. One period of the system, i.e. the distance between two consecutive NOLMs, amounts to \(N (= n)\) amplifier spans. Characteristics and operation of the NOLM are the same as described in Section 3.4.

First single chirp-free Gaussian-shaped pulses are launched into the system, with a FWHM pulse width of 6.0 ps and different peak powers. We point out that the use of such a pulse width may ensure both a sufficient separation between carrier pulses for 40 Gbit s\(^{-1}\) transmission and a reasonably narrow spectral bandwidth, which is desirable for WDM applications. The NOLM allows for pulse stabilization (cf. 3.4.2). The stationary pulse peak power, width, and chirp reached during single pulse propagation are then used as input parameters for transmission of a \(2^9 - 1\) PRBS data stream at 40 Gbit s\(^{-1}\). The system’s performance is examined in terms of maximum transmission distance corresponding to a Q-value of more than 6 (equivalent to a BER of \(10^{-9}\)). The Q-factor is evaluated just before the NOLM location. An example of these simulations is given in Fig. 3.20. Here the spacing between NOLMs was 400 km \((N = 10)\), and input pulses with a peak power of 1.5 mW were used. Figure 3.20 also shows the result achieved without NOLMs for the same input pulse parameters. It can be seen that the deployment of NOLMs extends the error-free transmission distance from 3000 km to 26400 km. Figure 3.21
shows the eye-diagrams of the 40 Gbit s\(^{-1}\) data signal for the systems without and with NOLMs. For the system without NOLMs the eye-diagram is taken at the maximum transmission distance of 3000 km. One may see that amplitude noise and timing jitter severely affect the quality of the transmission. For the system with NOLMs the eye-diagram is taken at the same distance and at the maximum transmission distance of 26400 km. It is seen that the background is almost completely suppressed by the action of the NOLMs, and the amplitude jitter of ones is also slightly reduced. One can also see that the eye is closed after 26400 transmission mainly due to a significant accumulation of timing jitter through the transmission system.

![Graph showing Q-values versus propagation distance.](image)

Figure 3.20: Q-values versus propagation distance.

![Images of eye-diagrams.](image)

Figure 3.21: Eye-diagrams in systems (a) without NOLMs and (b), (c) with NOLMs.

We point out that under the same NOLM spacing of 400 km, with the same strength of filtering for the system, and for the same input pulse width, practically unlimited transmission was possible in the system studied in Section 3.4 (cf. Fig. 3.14), owing to a substantially lesser accumulation of timing jitter. As we have seen, in both systems strong dispersion management is used and the intra-channel FWM is a limiting factor in transmission performance. The saturable absorption action of in-line NOLMs efficiently suppresses this effect. Unlikely the
system reported in Section 3.4, the system studied here is also significantly affected by intra-channel XPM. A possible reason for such a behaviour may be inferred from the single pulse dynamics. Figure 3.22 shows the evolution of the stationary RMS pulse width, chirp, and bandwidth over one period of the system, for the same input pulse parameters of Fig. 3.12. From a comparison with Fig. 3.12, one may see that the pulse dynamics is qualitatively the same for the two configurations, but the pulse spreading is more than twice larger for the configuration in Section 3.4. This implies that adjacent pulses spend more time in a strong bit-overlapping regime. Following [107], the intra-channel XPM-induced frequency shift per unit distance is proportional to the time derivative of the interacting pulse's intensity. The derivative reduces with pulse broadening. Moreover, the sign of the derivative changes across the region of overlap so that the net effect of the interaction tends to be canceled out.

![Figure 3.22: Evolution of the stationary RMS (a) pulse width, (b) chirp (dashed line), and bandwidth (solid line) over one period of the system.](image)

Next we have examined the possibility to achieve 40 Gbit s⁻¹ transmission over transoceanic distances when some pulse's and system's parameters are changed. Figure 3.23 shows the tolerable limits of a transmission over more than 9000 km to the input pulse power, when NOLMs are placed into the system every 400 km. The decrease in the maximum transmission distance with increasing of the pulse power is due to the growing effect of nonlinear interactions. The results show that the system is capable of supporting transmission over transoceanic distances for a relatively wide range of input powers. As cost efficiency is an important issue for the design of ultra-long transmission systems, it would be desirable to utilize the minimum number of NOLMs necessary to achieve a given transmission distance. Figure 3.24 shows the tolerance of a transoceanic transmission to the spacing between two consecutive NOLMs. We point out that in this case the pulse parameters were not optimised. The decrease in the transmission distance with increasing of the NOLM separation was to be expected, because the signal reshaping is less frequent during transmission. The relative flatness of the last part of the curve is of interest because it shows that a transmission distance of more than 9000 km is achievable with a NOLM separation of 600-700 km, which means by deploying only about fifteen NOLMs or even less in the system.
In conclusion, we have demonstrated that the all-optical quasi-regeneration method based on the use of in-line NOLMs may enable transoceanic transmission distances in 40 Gbit s\(^{-1}\) RZ strongly DM systems limited by both timing jitter and amplitude noise.

3.6 Passive regeneration scheme for 40 Gbit s\(^{-1}\)-based WDM dispersion-managed RZ transmission

Increasing the channel bit-rate of WDM systems to 40 Gbit s\(^{-1}\) and beyond offers a number of advantages, including an increased link capacity and a reduced number of channels required to achieve a given capacity. Such systems will be required to operate over the SMF most commonly installed in current networks. To date, 20 Gbit s\(^{-1}\)-based WDM experiments with a total capacity of 1 Tbit s\(^{-1}\) over a few thousand km have been reported using a combination of conventional SMF and dispersion slope compensating fiber [130, 131]. 40 Gbit s\(^{-1}\)\times16 channel WDM transmission over 1000 km through a DM SMF-based line without active modulation has also been experimentally demonstrated [132]. Ultra-long, high capacity transmission over SMF is still a challenge to be resolved. It has been shown recently that appropriate filtering is a promising technique that enables substantial advance in improving the performance of 40 Gbit s\(^{-1}\) WDM systems [133]. In this section we propose a technique of all-optical passive 2R regeneration for 40 Gbit s\(^{-1}\) WDM RZ transmission based on specially designed WDM guiding filters and in-line NOLMs [116, 117]. In Section 3.4 we have demonstrated the feasibility of distance-unlimited transmission of a 40 Gbit s\(^{-1}\) single-channel data signal over SMF without active control. The key to success was the loop mirror intensity filtering action, that allowed for regeneration of pulse amplitude and shape. Here we describe the application of 40 Gbit s\(^{-1}\) DM transmission guided by NOLMs to a WDM scheme. A study of two channel transmission is presented in 3.6.2 [116]. The potential of the proposed technique is revealed by examples of ultra-long transmission with a channel spacing of 300 and 150 GHz. The tolerance of the system's performance to the input pulse parameters is also investigated. In 3.6.3 we apply
numerical modelling to system optimisation and we investigate the flexibility of the technique by extending its application to N channel transmission [117]. As an outcome, the feasibility of 150 GHz-spaced x 16 channel transmission over 25000 km of SMF is demonstrated.

### 3.6.1 Modelled system

![Diagram of periodic WDM transmission system](image)

Figure 3.25: One element of the periodic WDM transmission system.

The WDM transmission scheme used for demonstration of the technique is depicted in Fig. 3.25. This configuration is similar to the single-channel transmission scheme reported in Section 3.4, except that we use here one NOLM for each channel. This avoids XPM-induced wave distortion inside the loop mirror. The dispersion map is fully described in Section 3.4. The EDFA has a noise figure of 4.5 dB and a power gain of 11.6 dB. An identical NOLM for each channel is placed into the transmission line every five periods of the dispersion map. The loop fibre has the same characteristics as described in Section 3.4. Unbalancing of the NOLM is achieved here with an asymmetrically placed attenuator close to the loop coupler. We require that the NOLM operates in the region just after the first peak of the switching curve and we demand the output power to equal the input one. These two conditions are satisfied by choosing the power loss $\Delta$ of the loop attenuator and adding an extra-gain $G'$ to the amplifier immediately preceding the NOLM. Note that this NOLM's configuration is equivalent to the amplifier-unbalanced configuration of Section 3.4 (cf. Section 3.2). Moreover, we remove here the power post-restoration by properly adjusting the pre-amplification.

The demultiplexer and multiplexer placed before and after the NOLM respectively are modelled by optical filters. For a 300 GHz channel spacing, we use super-Gaussian filters with an amplitude transfer function $f(\nu) = \exp[-((\nu - \nu_k)/\Delta \nu)^6]$, where $k$ is the channel number. When narrowing the channel spacing to 150 GHz it is preferable to employ filters with very sharp edges, to enable a clean separation between the channels. To keep at the same time a filter guiding action, we use in this case specially designed filters with an amplitude transfer function

$$f(\nu) = \exp \left[- \left( \frac{\nu - \nu_k}{\Delta \nu'} \right)^{14} - \left( \frac{\nu - \nu_k}{\Delta \nu''} \right)^2 \right]. \quad (3.5)$$

Such a design, in fact, enables filters to perform simultaneously two functions: WDM channel separation and channel guiding. Indeed, the super-Gaussian part of the transfer function provides for sharp edges, while the Gaussian part allows for a guiding top (see Fig. 3.26). The value of 14 for the parameter controlling the degree of edge sharpness in (3.5) is chosen after performing a number of simulations.
3.6.2 Two channel transmission

First we describe the application of the proposed technique to two channel transmission without performing any system optimisation. An in-line optical filter following each amplifier is used in these simulations just to limit the bandwidth of the noise. It is Gaussian-shaped and has a FWHM bandwidth of $B = 1.06 \text{ THz}$. The bandwidths of the WDM filters are $\Delta \nu = 0.14 \text{ THz}$ ($B = 0.235 \text{ THz}$) for 300 GHz channel spacing, and $\Delta \nu' = 0.075 \text{ THz}$ ($B = 0.139 \text{ THz}$) and $\Delta \nu'' = 0.09 \text{ THz}$ ($B = 0.106 \text{ THz}$) for 150 GHz channel spacing.

An example of single pulse propagation in the 150 GHz-spaced channels WDM system is shown in Fig. 3.27. On the top, the pulse stabilization at the NOLM input point is shown. Here, the pulse is centered on $t = 0$ and the centre frequency of the in-line filters is correspondingly shifted. On the bottom, the evolution of the stationary pulse characteristics over one period of the system is illustrated. It is interesting to note that the WDM filtering significantly modifies the pulse dynamics, if compared to the dynamics in the single-channel transmission system that is shown in Fig. 3.12.

Each of the two channels carries a 40 Gbit s$^{-1}$ $2^8 - 1$ PRBS data stream using Gaussian pulses with the stationary peak power, width, and chirp reached during single pulse propagation. The launch point is the input of the amplifier preceding the NOLM. The cut-off frequency of the electrical filter at the receiver is 40 GHz as for single-channel transmission. The Q-factor for each channel is evaluated just before the NOLM location. An example of the system's performance for 300 GHz-spaced two channel transmission is given in Fig. 3.28, which shows the evolution of the Q-factor for both channels over 40000 km transmission distance. Here the pulse’s parameters at the launch point were 0.33 mW peak power (corresponding to 3.9 mW at the starting point of the DM cycle), 4.2 ps FWHM pulse width, and $-0.003 \text{ THz}^2$ chirp, the power loss of the loop attenuator was $\Delta = -18.7 \text{ dB}$, and the extra-gain of the amplifier preceding the NOLM was $G' = 21.8 \text{ dB}$. Figure 3.28 demonstrates that passive regeneration of both channels is still achievable after 40000 km transmission.

Figure 3.29 shows an example of the transmission performance with 150 GHz-spaced two channels. In this example input pulses with a peak power of 0.13 mW (corresponding to 1.8 mW at the starting point of the DM cycle), a FWHM of 9.1 ps, and a chirp of $-0.004 \text{ THz}^2$ were used, and the in-loop attenuation and the pre-amplification were $\Delta = -21.7\text{ dB}$ and $G' = 26.2\text{ dB}$ respectively. It can be seen that an error-free transmission distance of 25000 km is possible for both channels. To see if the WDM performance is limited by single-channel performance,
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Figure 3.27: Single pulse propagation in the 150 GHz-spaced channels WDM system. Top, pulse stabilization at the NOLM input point. Bottom, evolution of the stationary RMS (a) pulse width (dotted line) and chirp (solid line), and (b) bandwidth over one period of the system.

Figure 3.28: Q-values versus propagation distance for 300 GHz-spaced-40 Gbit s$^{-1}$×2 WDM transmission.

we switched off one of the two channels and transmitted the other one through the WDM system. In this case an error-free transmission over 38700 km was possible (see Fig. 3.29). This result demonstrates that the WDM transmission performance is mainly limited by inter-channel
Figure 3.29: Q-values versus propagation distance for 150 GHz-spaced-40 Gbit s\(^{-1}\) × 2 WDM and 40 Gbit s\(^{-1}\) single-channel transmission.

Figure 3.30: Eye-diagrams of the 40 Gbit s\(^{-1}\) × 2 WDM and 40 Gbit s\(^{-1}\) single-channel data signals.

crosstalk. However, the long-distance degradation of the single-channel Q-factor indicates that single-channel transmission is affected by the WDM filtering. Therefore, we expect that by optimising the WDM filtering we can enhance the single-channel performance and consequently also increase the transmission distance in the WDM system. Figure 3.30 shows the eye-diagrams of the two channel WDM data signals at the maximum transmission distance, and the eye-diagram of the single-channel data signal at the same distance. One may see that inter-channel XPM-induced timing jitter severely affects the quality of the transmission in the WDM system. The single-channel eye-diagram is still open at 25000 km, but it reveals that the system will be eventually dominated by intra-channel XPM-induced timing jitter. In both WDM and single-channel systems, in fact, intra-channel FWM is not a limiting factor, due to the action of the NOLMs in suppressing the background and reducing the amplitude jitter of ones.

Next we examine the tolerance of the performance of the 150 GHz-spaced channels system to the parameters of the input pulses. We remark that the stationary pulse width for the system is strictly fixed by the system's filtering. Indeed, we find that for a given input power, the FWHM pulse width at the launch point stabilizes on 9.1 ps during single pulse propagation, for any initial width. This allows, in principle, for a wide range of launch pulse widths to be used
in WDM transmission. Figure 3.31 shows the maximum error-free transmission distance for both channels versus the launch pulse peak power. One may see that the system’s performance degrades by less than 20% for ±40% power deviation from the optimal value. It is also seen that transmission over a transoceanic distance of 9000 km is still possible for both channels when the launch power deviates of +310% from its optimum.

3.6.3 System optimisation and N channel transmission

We analyse here 150 GHz-spaced × N channel transmission. One may infer from the study presented in the previous paragraph that a good system’s performance depends sensibly on the proper balance between the edge-cutting and the guiding effects of the WDM filtering. Therefore, we perform here an optimisation of the ratio $\Delta \nu' / \Delta \nu''$ for the filter transfer function (3.5). Moreover, in the present study we remove the in-line filters to avoid channel asymmetry effects when increasing the number of channels. In addition, the bandwidth of the electrical filter at the receiver is set to 25 GHz which is chosen after performing a range of simulations.

Figure 3.32 shows the maximum error-free transmission distance for each channel as a function of the ratio $\Delta \nu' / \Delta \nu''$ for four channel WDM transmission. Here $\Delta \nu'$ was set to 0.075 THz, corresponding to a FWHM bandwidth of $B = 0.139$ THz which is slightly less than the channel spacing, and $\Delta \nu''$ was allowed to vary. It can be seen that a transmission distance of more than 30000 km is possible for all channels when $\Delta \nu' / \Delta \nu''$ is equal to 0.9375.

Figure 3.33 shows the Q-value evolution for four channel WDM and single-channel transmission, using the optimal WDM filtering. In this example input pulses with a peak power of 0.14 mW (corresponding to 1.7 mW at the starting point of the DM cycle), a FWHM of 9.4 ps, and a chirp of $-0.005$ THZ$^2$ were used. One may see that single-channel transmission over practically unlimited distances is possible in the optimised WDM system. This result corresponds to the result reported in Section 3.4 using a single-channel transmission scheme, and indicates that the WDM performance is only affected by inter-channel effects. Figure 3.33 also shows the eye-diagram of one of the four channels at the maximum transmission distance and the single-channel
Figure 3.32: Maximum error-free transmission distance versus $\Delta v'/\Delta v''$ for 150 GHz-spaced-40 Gbit s$^{-1}$ × 4 WDM system.

Figure 3.33: Q-values and eye-diagrams for 150 GHz-spaced-40 Gbit s$^{-1}$ × 4 WDM and 40 Gbit s$^{-1}$ single-channel transmission.
eye-diagram after 40000 km transmission. It is seen that the WDM transmission performance is mainly degraded by inter-channel XPM-induced timing jitter. The single-channel eye-diagram is still open at 40000 km, showing that the accumulation of intra-channel timing jitter through the transmission system is not enough at this stage to produce a significant degradation of the Q-factor.

![Figure 3.34: Maximum error-free transmission distance versus number of channels.](image)

To demonstrate the flexibility of the proposed technique, we increased the number of channels up to 16. Figure 3.34 shows the maximum error-free transmission distance for the worst channel as a function of the number of channels. It can be seen that 16 channel WDM transmission over 25000 km is achievable.

### 3.6.4 Conclusion

We have proposed an all-optical passive regeneration technique based on specially designed WDM guiding filters coupled with in-line NOLMs to enhance the transmission performance of 40 Gbit s⁻¹ WDM RZ systems. Optimisation of the system allowed for 150 GHz-spaced×16 channel transmission over 25000 km of SMF.
Chapter 4

On the theory of self-similar parabolic optical solitary waves

4.1 Introduction

Self-similarity is a fundamental physical property that has been studied extensively in many areas of physics [84]. In optics, self-similarity techniques have recently been applied to study pulse propagation in normal-dispersion fibre amplifiers. It has been shown that linearly chirped parabolic pulses are approximate self-similar solutions of the NLS equation with gain in the high-intensity limit [90]. These results have been confirmed experimentally [91] and have extended previous theoretical and numerical studies of parabolic pulse propagation in optical fibres [2, 92]. As described in Chapter 1, the generation of high-power self-similar parabolic pulses from fibre amplifiers is of fundamental interest because, aside from its being a further example of self-similar phenomenon in optics, it has wide-ranging practical significance. Indeed, parabolic pulses have potential in ultrafast optics because their linear chirp leads to highly efficient pulse compression [94]. Moreover, they propagate self-similarly in normally dispersive fibre, allowing for highly nonlinear propagation over substantial fibre lengths without optical wave-breaking [2, 91].

The derivation of parabolically-shaped solutions in [2, 90] is based on the assumption that the linear dispersive term in the equation for the field amplitude is negligible as compared to the nonlinear term, similar to the quasi-classical approximation in quantum mechanics. Though the central core of the solution has already been described in the literature for some physical problems [2, 90], a comprehensive theory has not been presented yet. This chapter is devoted to a detailed mathematical analysis of the solutions of the NLS equation with gain and normal dispersion [134]. The starting point is the analysis of the evolution in the plane time-distance of a parameter defined as the ratio of the linear term to the nonlinear one. This allows us to define three regions on the time axis, that correspond to the core, the tails, and a narrow transition zone in the temporal profile of the asymptotically propagating pulse in the amplifier. The NLS equation is then solved in each of these regions. Specifically, in the inner region the quasi-classical approximation is applied to find a self-similar solution with a parabolic temporal profile. In the outer region we solve the linearized NLS equation. The quasi-classical parabolic solution in the central part is then matched to the linear one through the small intermediate transition region. Following [135], the equation for the field amplitude in the transition region can be reduced to the second Painlevé equation (P_{II}). The asymptotic behaviours of the Painlevé transcendants and the connection problems for the Painlevé equations have been considered in
many works (see e.g. [136]-[142] and references therein). Here, by using the asymptotic results for $P_{II}$ we solve the amplitude matching problem. The construction of the solutions is completed by matching the phase of the field. Our analysis justifies the intuitive assumption made in [2, 90], the parabolic approximation for the pulse shape proving to be valid in the central part of the asymptotic pulse. Moreover, it gives a full description of the shape and the main features of high-power pulses generated in an amplifying medium.

The chapter is organized as follows. First, we present the basic model governing optical pulse propagation in an amplifying medium. In Section 4.3, we review the derivation of self-similar parabolic solutions of the NLS equation in the high-intensity limit, and compare these solutions with the results of numerical simulations. In Section 4.4, we formulate and analytically solve the matching problem. The solutions constructed in this way are shown to reproduce accurately the pulse features observed through numerical simulations. A summary of the results is presented in the concluding section.

### 4.2 Basic equations

Consider localized optical pulse evolution in an amplifying medium in the absence of gain saturation and for incident pulses with spectral bandwidths less than the amplification bandwidth. Such an analysis is well suited to describe experiments in which high-gain broadband rare-earth fibre amplifiers are used [91, 94]. In this case, pulse propagation can be described by the NLS equation with gain term [143]:

$$
i \psi_z - \frac{\beta_2}{2} \psi_{tt} + \sigma |\psi|^2 \psi = i \frac{g(z)}{2} \psi, \quad (4.1)$$

where $\psi(z, t)$ is the slowly varying pulse envelope in co-moving system of coordinates, $\beta_2$ and $\sigma$ are the group-velocity dispersion and nonlinearity parameters, respectively, and $g(z)$ is the gain profile along the fibre. We are looking for a solution of Eq. (4.1) of the form

$$\psi(z, t) = a(z) F(\eta, \xi) e^{iC(z) t^2}, \quad (4.2)$$

where new self-similar variables are introduced as

$$\xi = \frac{t}{\tau(z)}, \quad \frac{d \eta}{d z} = \sigma a^2(z). \quad (4.3)$$

Here, $a(z)$ has the same dimensions as $\psi(z, t)$ and describes the evolution of the peak amplitude of the pulse with distance, $\tau(z)$ is a characteristic width, $C(z)$ is a chirp parameter, and $F(\eta, \xi)$ is a normalized, dimensionless function that describes the evolution of the temporal profile through its $\xi$-dependence; we also allow for an $\eta$-dependence to account for contributions to the peak amplitude and the phase. Transformations (4.2) and (4.3) yield coupled equations for $a$, $\tau$, $C$, and $F$:

$$\frac{a_z}{a} = \beta_2 C + \frac{g}{2}, \quad (4.4)$$

$$\frac{\tau_z}{\tau} = -2 \beta_2 C, \quad (4.5)$$

$$(C_z - 2 \beta_2 C^2) \tau^2 = -\lambda \sigma a^2, \quad (4.6)$$

$$i F_\eta + \left( |F|^2 + \lambda \xi^2 \right) F - \frac{1}{c(\eta)} F_{\xi\xi} = 0, \quad c = \frac{2 \sigma a^2 \tau^2}{\beta_2}, \quad (4.7)$$
where \( \lambda \) is an arbitrary parameter, related to the pulse power. Eqs. (4.4)-(4.6) can be rewritten to yield the relation between \( a \) and \( \tau \):

\[
a^2(z)\tau(z) = a^2(z_0)\tau(z_0)\exp\left[\int_{z_0}^{z}dz' g(z')\right],
\]

and a second-order equation for \( \tau \):

\[
\tau_{xx} = \frac{2\beta_2\lambda a^2}{\tau},
\]

subject to the additional boundary condition \( (\tau_x)_{z=z_0} = -2\beta_2 C(z_0)\tau(z_0) \). Here \( z_0 \) is any initial point.

We separate \( F \) into a real amplitude \( A \) and a phase \( \Phi \), according to

\[
F(\eta, \xi) = A(\eta, \xi)e^{i\Phi(\eta, \xi)},
\]

to obtain from Eq. (4.7) the "hydrodynamical" system of equations:

\[
(A^2)_\eta - \frac{2}{c(\eta)} (A^2 \Phi_\xi)_\xi = 0, \tag{4.11a}
\]

\[
\Phi_\eta + \frac{1}{c(\eta)} \left[ \frac{A\xi}{A} - (\Phi_\xi)^2 \right] - (A^2 + \lambda \xi^2) = 0. \tag{4.11b}
\]

### 4.3 High-intensity parabolic pulses

First, we consider a possibility of an approximate description of the energy-containing core. Let us define a parameter \( \epsilon \) as the ratio of the linear dispersive term to the nonlinear term in Eq. (4.11b):

\[
\epsilon(\eta, \xi) = \frac{A\xi}{c(\eta)A^3}. \tag{4.12}
\]

In this section we concentrate on the propagation properties of high-intensity pulses, or in other words, solutions for which the following condition is satisfied:

\[
\epsilon \ll 1. \tag{4.13}
\]

This condition corresponds to the so-called quasi-classical limit of Eq. (4.1). Here this means that the effective scale of the change of the field phase with time due to nonlinear effect is much shorter than the characteristic length at which power is significantly changed by dispersion. When such a condition is met, the linear dispersive term in Eq. (4.11b) can be neglected. Note, however, that we keep the terms describing the change of the phase due to linear dispersion. The resulting system of equations on \( A \) and \( \Phi \) reads then

\[
(A^2)_\eta - \frac{2}{c(\eta)} (A^2 \Phi_\xi)_\xi = 0,
\]

\[
\Phi_\eta - \frac{1}{c(\eta)} (\Phi_\xi)^2 - (A^2 + \lambda \xi^2) = 0. \tag{4.14}
\]
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We seek a solution of Eqs. (4.14) having a self-similar form, \( A = A(\xi) \). Furthermore, if we assume \( \Phi_\xi = 0 \), it is easy to find a solution with a parabolic distribution of the intensity:

\[
A(\xi) = [\lambda (1 - \xi^2)]^{1/2}, \quad |\xi| \leq 1,
\]

\[
\Phi(\eta) = \lambda \eta.
\]

(4.15)

This solution yields the following dependence of the pulse energy on the pulse parameters:

\[
U = \int_{-\infty}^{+\infty} dt |\psi|^2 = \frac{4}{3} \lambda \alpha^2 \tau.
\]

(4.16)

We can then summarize equations that model the dynamic evolution of the high-intensity pulse solution of Eq. (4.1). From the amplitude term

\[
|\psi(z, t)| = \left[ \frac{3U(z)}{4\tau(z)} \right]^{1/2} \left\{ 1 - \left[ \frac{t}{\tau(z)} \right]^2 \right\}^{1/2} \quad \text{for } |t| \leq \tau(z),
\]

\[
|\psi(z, t)| = 0 \quad \text{for } |t| > \tau(z),
\]

(4.17)

it is clear that the solution corresponds to a pulse with a parabolic intensity profile whose zero-crossing point \( \tau(z) \) defines an effective pulse width. In the phase term

\[
\arg \psi(z, t) = \lambda \eta(z) + C(z)t^2,
\]

(4.18)

the solutions for \( \eta(z) \) and \( C(z) \) are

\[
\eta(z) = \eta(z_0) + \left( \frac{3\sigma}{4\lambda} \right) \int_{z_0}^{z} dz' \frac{U(z')}{\tau(z')} ,
\]

(4.19)

\[
C(z) = -(2\beta_2)^{-1}(d/dz) \ln \tau(z).
\]

(4.20)

In Eqs. (4.17)-(4.20), the scaling of the pulse amplitude and width from their initial values can be calculated from

\[
U(z) = U(z_0) \exp \left[ \int_{z_0}^{z} dz' g(z') \right],
\]

(4.21)

\[
\frac{d^2 \tau}{dz^2} = \frac{3\beta_2 \sigma U(z)}{2\tau^2}.
\]

(4.22)

Note that Eq. (4.21), which is the expression of the evolution of the pulse energy in the system, is true for all solutions of Eq. (4.1). Therefore, Eq. (4.8) can be also derived directly from (4.21). We point out that the derivation of the solution defined by Eqs. (4.17)-(4.20) is based on the assumption (4.13). This approximation can be justified a posteriori for the parabolic pulse given by Eqs. (4.17)-(4.20) since \( \epsilon \approx 2\beta_2/3\sigma U \ll 1 \) except close to the pulse edges.

The theoretical predictions from Eqs. (4.17)-(4.22) have been compared with the results of numerical simulations of Eq. (4.1). We have modeled the propagation of Gaussian pulses with a FWHM pulse width of 0.5 ps and an energy of 70 pJ in a fibre amplifier with length of 4 m, an integrated gain of 25 dB, \( \sigma = 6 \times 10^{-3} \text{ W}^{-1} \text{ m}^{-1}, \) and \( \beta_2 = 35 \times 10^{-3} \text{ ps}^2 \text{ m}^{-1}. \) These are realistic parameters in the range expected for high-gain rare-earth-doped fibre amplifiers [90, 94, 144]. We have studied amplification for three commonly encountered gain profiles: (a) \( g(z) = g_a \exp(z/z_a) \) with \( g_a = 0.668 \text{ m}^{-1} \) and \( z_a = 3 \text{ m}, \) (b) \( g(z) = g_a \) with \( g_a = 1.44 \text{ m}^{-1}, \) and
Figure 4.1: Pulse evolution in the amplifier for three different gain distributions. Left, evolution of the intensity profile shown on a linear scale; right, intensity profiles plotted on a logarithmic scale in 0.5 m increments.
(c) \( g(z) = g_a \exp(-z/z_a) \) with \( g_a = 2.535 \text{ m}^{-1} \) and \( z_a = 3 \text{ m} \) [91]. Gain profile (a) simulates the experimental situation of pumping counterclockwise with the propagating pulse such that the gain increases along the amplifier, profile (b) corresponds to bidirectional pumping with constant gain along the amplifier, and finally profile (c) corresponds to codirectional pumping with decreasing gain along the amplifier.

Figure 4.2: Evolution of effective pulse width \( \tau(z) \) (top left), peak amplitude \( |\psi(z,0)| \) (top right), and chirp parameter \( C(z) \) (bottom) for (a) increasing gain, (b) constant gain, and (c) decreasing gain. Solid curves, simulation results; x-marks, theoretical predictions for \( z \geq 2.5 \text{ m} \).

Figure 4.1 shows the pulse evolution in the amplifier obtained from simulations of the NLS equation. On the left-hand-side the evolution of the intensity profile with propagation distance is shown on a linear scale, while on the right-hand-side the intensity profiles are plotted on a logarithmic scale in 0.5 m increments. The log-scale plots show significant differences in the growth of the pulse amplitude and width for the different gain profiles. Nonetheless one may see from the linear-scale plots that, for all profiles, as the incident Gaussian pulse is amplified to high intensity, it evolves into a parabolic pulse in the second half of the amplifier. It is also useful to remark here that the initial pulse shape determines only the map toward the parabolic pulse, with the asymptotic pulse characteristics being determined only by the initial pulse energy and the amplifier parameters. The interesting feature emerging from the log-scale plots is that
Figure 4.3: Intensity (left axis) and chirp (right axis) of the amplifier output pulse for three different gain profiles. Solid curves, simulation results; circles, theoretical predictions.

the asymptotic pulse presents a self-similar energy-containing parabolic core surrounded by low-amplitude wings. These tails start developing on the pulse near the points \( t = \pm \tau \), i.e. in the region where the linear term neglected in the theory becomes important. Therefore the
description of these tails requires a more detailed analysis of the pulse shape, that we will present in the next section.

Considering the asymptotic parabolic regime that occurs after some initial transition stage, here after a propagation distance of 2.5 m, we can compare the evolution of the pulse parameters from simulations quantitatively with theory. For all gain profiles, Fig. 4.2 shows the evolution of the effective width $\tau(z)$ (solid curves, top left), the peak amplitude $|\psi(z,0)|$ (solid curves, top right), and the chirp parameter $C(z)$ (solid curves, bottom) obtained from fits to the propagating pulse from simulations. These values are in good agreement with the expected results $\times$-marks obtained from the solutions of Eqs. (4.22), (4.17), and (4.20), calculated for $z \geq 2.5$ m. In addition, the solid curves in Fig. 4.3 show the simulation results for the intensity and chirp (first time derivative of the phase) of the output pulses from the amplifier, compared with the expected results (circles) from Eqs. (4.17)-(4.22). These results confirm the linearly chirped parabolic nature of the output pulses. However, we observe that the pulse chirp remains linear across the whole pulse duration, but it exhibits a change in slope in the pulse tails (see the inset), i.e. where the linear term is not negligible any more. This change will be accounted for in the analysis presented in the next section.

4.4 Matching problem

In the previous section we have demonstrated that the parabolic approximation for the pulse shape can describe the central part of the asymptotically propagating pulse in the amplifying medium. Our aim now is to include in the description the pulse tails. For this purpose, first of all we have studied the evolution in the plane time-distance of the parameter $\epsilon$ defined in Eq. (4.12). Figure 4.4 shows the evolution of $\epsilon$ as a function of propagation distance $z$ and normalized time $\xi$ calculated from numerical simulation of Eq. (4.1) with constant gain profile. The entire colormap is used for values ranging from 0 to 1, with values greater than 1 rendered with the same color associated to 1. On the top left the variation of $\epsilon$ in the full plane $(\xi, z)$ is represented, while the top right picture is a zoom of a narrower region in $\xi$, that clearly shows the beginnings of the asymptotic regime. The bottom picture shows the variation of $\epsilon$ in the asymptotic regime, starting from 2.5 m propagation distance. It is clear from Fig. 4.4 that the transition of $\epsilon$ from values $< 1$ to values $> 1$ occurs in a narrow region around the points $\xi = \pm 1$, and this is in agreement with our intuitive expectations. One may also see that in the asymptotic regime the transition region does not move with distance (being presented in self-similar variables).

On the basis of these results we define three regions on the $\xi$-axis, as the schema in Fig. 4.5 shows. As the problem is symmetric in $\xi$ we can limit our considerations to the semiaxis $\xi \geq 0$. Region (I), $0 \leq \xi \leq 1 - \Delta_1$, corresponds to the central part of the asymptotic pulse, where $\epsilon \ll 1$. Region (III), $\xi \geq 1 + \Delta_2$, corresponds to the pulse tails, where $\epsilon \gg 1$. Finally region (II), $1 - \Delta_1 \leq \xi \leq 1 + \Delta_2$, is a transition zone, where $\epsilon \approx 1$. The size of the transition zone is parametrized by $\Delta_1, \Delta_2 \ll 1$. We introduce two different $\Delta$-intervals for the (left and right) regions around the point $\xi = 1$ because of an obvious asymmetry of the solutions relative to this point. In each of the regions we construct an approximate solution of Eq. (4.7), or equivalently of the system (4.11), at fixed $\eta$. We then match the solutions at the boundaries.
Figure 4.4: Evolution of $\epsilon$ as a function of distance $z$ and normalized time $\xi$. Top left, full plane $(\xi, z)$; top right, $-1.5 \leq \xi \leq 1.5$; bottom, $-1.5 \leq \xi \leq 1.5$ and $z \geq 2.5$ m.

Figure 4.5: Schema of the $\xi$-regions where Eq. (4.7) is solved.

In region (I) we consider the quasi-classical solution derived in Section 4.3, namely

$$A = A_1(\xi) = \left[\lambda(1 - \xi^2)^{1/2}\right], \quad 0 \leq \xi \leq 1 - \Delta_1,$$

$$\Phi = \Phi_1(\eta) = \lambda\eta, \quad 0 \leq \xi \leq 1 - \Delta_1.$$

(4.23a)

(4.23b)
In region (II) we look for a solution in the form
\[ A = A_{II}(\eta, \xi), \quad 1 - \Delta_1 \leq \xi \leq 1 + \Delta_2, \]
\[ \Phi = \Phi_{II}(\eta, \xi) = \begin{cases} \lambda \eta, & \xi = 1 - \Delta_1, \\ \lambda \eta + \Phi_1(\eta, \xi), & 1 - \Delta_1 < \xi \leq 1 + \Delta_2. \end{cases} \]

Using Eqs. (4.24) and assuming that \( A_{II}^2 \) never approaches zero, we get from Eq. (4.11a):
\[ \frac{\partial \Phi_1}{\partial \xi}(\eta, \xi) = \frac{c(\eta)}{2 A_{II}^2(\eta, \xi)} \int_{1-\Delta_1}^{\xi} d\xi' \frac{\partial A_{II}^2}{\partial \eta}(\eta, \xi'), \]
\[ \Phi_1(\eta, \xi) = \frac{c(\eta)}{2} \int_{1-\Delta_1}^{\xi} d\xi' \frac{1}{A_{II}^2(\eta, \xi')} \int_{1-\Delta_1}^{\xi'} d\xi'' \frac{\partial A_{II}^2}{\partial \eta}(\eta, \xi''). \]

Substituting Eqs. (4.24) into Eq. (4.11b), we obtain:
\[ \frac{1}{c(\eta)} \frac{\partial^2 A_{II}}{\partial \xi^2} - A_{II}^2 + \lambda(1 - \xi^2) + \frac{\partial \Phi_1}{\partial \eta} - \frac{1}{c(\eta)} \left( \frac{\partial \Phi_1}{\partial \xi} \right)^2 = 0. \]

Due to the small variation of \( A_{II}^2 \) and \( c \) with \( \eta \) in the asymptotic regime, it is straightforward to get from Eqs. (4.25) and (4.26) that \( \Phi_1 \eta \) and \( (\Phi_1 \xi)^2 \) are \( O(\Delta_1^2 \Delta_2) \) at least. Therefore, neglecting terms of order \( \geq 2 \) in \( \Delta_1, \Delta_2 \), Eq. (4.27) takes the form [135]
\[ [2\lambda(\xi - 1) + A_{II}^2]A_{II} - \frac{1}{c(\eta)} \frac{\partial^2 A_{II}}{\partial \xi^2} = 0. \]

By the change of variables
\[ x = (2\lambda c)^{1/3}(\xi - 1), \quad \phi = \frac{1}{\sqrt{2}} \left( \frac{c}{4\lambda^2} \right)^{1/6} A_{II}, \]
Eq. (4.28) can be rewritten as a special case of the second Painlevé equation
\[ (x + 2\phi^2)\phi - \phi_{xx} = 0. \]

The boundary conditions to Eq. (4.28) can be formulated in terms of the asymptotic behaviours of the second Painlevé transcendent. For a particular choice of the free parameters, the asymptotics are [139, 137]:
\[ \phi \sim \left( -\frac{x}{2} \right)^{1/2} \quad \text{as } x \to -\infty, \]
\[ \phi \sim \frac{1}{2\sqrt{\pi}} \frac{e^{-\frac{3}{2}x^{3/2}}}{x^{1/4}} \quad \text{as } x \to +\infty. \]

These formulae correspond to the following boundary conditions for \( A_{II} \):
\[ A_{II} = [-\lambda(\xi^2 - 1)^{1/2}] \sim [-2\lambda(\xi - 1)^{1/2}] \quad \text{at } \xi = 1 - \Delta_1, \]
\[ A_{II} = \frac{1}{\sqrt{\pi}} \left( \frac{\lambda}{2c} \right)^{1/4} e^{-\frac{3}{2}(2\lambda c)^{1/2}(\xi-1)^{3/2}} \quad \text{at } \xi = 1 + \Delta_2. \]

The solution of the boundary value problem specified by Eqs. (4.28) and (4.33)-(4.34) gives \( A_{II}(\eta, \xi) \) (at fixed \( \eta \)). Finally, using \( A_{II}(\eta, \xi) \) into Eq. (4.26), we obtain \( \Phi_{II}(\eta, \xi) \).
In region (III) we neglect the nonlinear term in Eq. (4.11b) and solve the corresponding linearized equation

\[ iF_\eta + \lambda \xi^2 F - \frac{1}{c(\eta)} F_{\xi\xi} = 0. \]  

(4.35)

Specifically, we look for a solution in the form

\[ F(\eta, \xi) = A_{III}(\eta, \xi) e^{i\Phi_{III}(\eta, \xi)} = \alpha(\eta) G(\eta, \theta) e^{iR(\eta) \xi^2}, \quad \theta = \beta(\eta) \xi, \quad \xi \geq 1 + \Delta_2. \]  

(4.36)

Inserting Eq. (4.36) into Eq. (4.35), we find that

\[ iG_\eta - \frac{\beta^2(\eta)}{c(\eta)} G_{\theta\theta} = 0 \]  

(4.37)

is satisfied, provided that

\[ \frac{\beta_\eta}{\beta} = \frac{4R}{c}, \quad \frac{\alpha_\eta}{\alpha} = \frac{2R}{c}, \quad R_\eta = \frac{4R^2}{c} + \lambda. \]  

(4.38)

Due to the boundary condition (4.34) coming from zone (II), \( G \) has the following asymptotics

\[ G(\eta, \theta) \sim \alpha^{-1}(\eta) \frac{1}{\sqrt{\pi}} \left( \frac{\lambda}{2c(\eta)} \right)^{1/4} e^{-\frac{2}{3}(2\lambda c(\eta))^{1/3} \left( \frac{\theta}{\beta(\eta)} - 1 \right)^{3/2}} \times e^{i \Phi_{III}(\eta, \xi(\eta)) - R(\eta) \xi^2(\eta)} \text{ as } \theta \to \beta(\eta) + 0. \]  

(4.39)

Here we apply the phase matching condition \( \Phi_{III}(\eta, \xi) = \Phi_{II}(\eta, \xi) \) as \( \xi \to 1 + 0 \). The parabolic equation (4.37) together with boundary condition (4.39) is solved by the double potential formula [145]

\[ G(\eta, \theta) = \frac{1}{2\sqrt{\pi}} \int_0^{b(\eta)} d\eta' G(\eta', \beta(\eta)(1 + \Delta_2)) \frac{\theta}{(b(\eta) - \eta')^{3/2}} e^{-\frac{\theta^2}{4c(\eta') - \theta}}, \]  

(4.40)

where \( \frac{d\beta(\eta)}{d\eta} = \frac{\beta^3(\eta)}{c(\eta)}. \)

This completes the construction of the function \( F(\eta, \xi) \) for all \( \xi \), at fixed \( \eta \). The matching conditions here require an appropriate choice of \( \Delta_1 \) and \( \Delta_2 \). They should be small enough to ensure the matching between (I) and (II) zones and (II) and (III) zones

\[ |\xi| = (2\lambda c(\eta))^{1/3} |\xi - 1| \gg 1, \quad |\xi - 1| \ll 1. \]  

(4.41)

Thus one can choose \( \Delta_1, \Delta_2 \) from the interval

\[ 0 < \Delta_1, \Delta_2 < (2\lambda c(\eta))^{-\frac{1}{3}} \epsilon, \quad 0 < \epsilon < \frac{1}{3}. \]  

(4.42)

We have compared the solution of the matching problem with the numerical solution of Eq. (4.1). An example is given in Fig. 4.6, that shows the amplitude \( A \) of \( F \) as a function of \( \xi \), for \( 0 \leq \xi \leq 1 + \Delta_2 \), at the final distance in the amplifier. The dashed curve represents the numerical solution, while the solid curve represents the solution of the matching problem specified by Eq. (4.23a) and the solution of Eq. (4.28). The parabolic solution (4.23a) is also plotted for \( \Delta_1 = 0 \).
(dotted curve). We note that parameter $\Delta_1$ should be chosen such that the parabolic solution (4.23a) does not deviate from the numerical one at the point $\xi = 1 - \Delta_1$. The example in Fig. 4.6 corresponds to $\Delta_1 = 0.2$. The value of $\Delta_2$ used in Fig. 4.6 is $\Delta_2 = 0.15$. It can be seen that there is a good agreement between the analytical and the numerical results. As the inset clearly shows, the difference between the analytical and the numerical curves is, in fact, of order of $\Delta_{1,2}^2$, and this is consistent with our expectations, since the lowest order terms neglected in Eq. (4.28) are $O(\Delta_{1,2}^4)$. A fine adjustment of the parameters $\Delta_1$, $\Delta_2$ and $\lambda$ would improve the accuracy of the theoretical results.

![Graph](image)

Figure 4.6: Variation of the amplitude $A$ as a function of $\xi$ at the amplifier output. Dashed curve, numerical solution; solid curve, solution of the matching problem for $\Delta_1 = 0.2$ and $\Delta_2 = 0.15$; dotted curve, parabolic solution for $\Delta_1 = 0$. Inset: numerical solution and solution of the matching problem shown on a linear scale.

### 4.5 Conclusion

We have examined solutions of the NLS equation with gain, that governs optical pulse propagation in a fibre amplifying medium. Quasi-classical solutions with a parabolic temporal profile in the energy-containing core have been accurately analysed theoretically and numerically. We have presented matching of the parabolic solution to the linear low-amplitude tails of the pulse. The theoretical analysis has been shown to reproduce accurately the solution obtained from numerical simulation of the NLS equation.
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Conclusions

This thesis has presented theoretical investigation of some topics concerned with nonlinear optical pulse propagation in optical fibres. Specifically, DM solitons in the regime of weak management, DM autosoliton transmission guided by in-line NOLMs as all-optical regenerators of signals, and self-similar parabolic optical solitary waves in normally dispersive fibres have been studied by means of mathematical analysis and numerical modelling.

Some backgrounds on the development of fibre-optic communication systems and optical solitons and solitary waves have been presented in Chapter 1.

In Chapter 2, the basic model governing the evolution of optical pulses in a fibre link with periodical amplification and dispersion compensation has been introduced, and the derivation of the GT equation describing the slow dynamics of the breathing pulse in the assumption of smallness of the nonlinearity with respect to the local dispersion has been outlined. Then, a perturbation theory of DM solitons for small dispersion map strengths has been developed. In the case of a weak dispersion map, the path-average DM pulse dynamics has been shown to be described by a perturbed form of the NLS equation where the perturbation represents the small effects of the dispersion management. Using a perturbation theory scheme based upon the IST method, an analytical description of the evolution of the path-averaged soliton in the presence of such a perturbation has been given. The analytic expression for the envelope of the DM soliton obtained by the perturbation approach has been shown to correctly predict the energy enhancement arising from the dispersion management. The analytical results have been confirmed by direct numerical simulations.

Currently I am thinking about a possible generalization of the approach presented in Chapter 2, to analyse optical pulse propagation in an optical amplified fibre link with periodical dispersion compensation and in-line control performed by optical bandpass filters and synchronous amplitude modulators. Assuming high local dispersion and accounting for the effect of filters and modulators through their distributed action, it is possible to introduce a path-averaged model that generalizes the GT equation. Then, in the case of a weak dispersion management and distributed model of the control elements, the average pulse dynamics can be analysed using the perturbation theory to the NLS equation. This approach could enable the analytical description of the soliton evolution under the combined action of dispersion management, filtering, and amplitude modulation. It would be interesting to apply the general theory to practical transmission systems. A number of techniques have already been developed in the literature to describe the regime of weak dispersion management (see e.g. [46, 64]). Among them, the multiple-scale
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averaging method developed in [64] has proved to be capable of locating the optimal launch points in each period of the dispersion map where the pulses are unchirped [48, 146]. We recall that the use of the chirp-free points as launch points permits to diminish the energy shedding from the input signal into dispersive radiation. Using the asymptotic theory to consider the special case of a two-step dispersion map with an amplifier deployed at a segment junction in each period, it has been demonstrated [48, 146] the existence of “magic” maps, that is a class of dispersion maps that render the location of an optimal (chirp-free) launch point independent of the fibre's dispersion. This is a remarkable finding as it implies that the transmission in different WDM channels can be optimised simultaneously for such maps. Due to the dispersion slope, in fact, different channels have their own frequencies and dispersion characteristics, and therefore in general need to be prechirped differently. By employing magic maps, instead, system performance optimisation can be realized using the same optimal launch point for several channels. Currently I am studying magic dispersion maps with distributed Raman amplification to compensate for the fibre loss. Although the EDFA is the current optical amplifier of choice, recent progress in the development of distributed EDFAs [147] and Raman amplifiers [148] makes them promising candidates to be exploited in future wideband and ultra-high speed systems. The theoretical results that I expect to obtain could be useful for the full optimisation of practical systems employing WDM and distributed Raman amplification. The regime of weak management studied in Chapter 2 and in the above-mentioned works may be considered to not be of much interest, because it loses the well-known advantages offered by strong dispersion management. However, the weak regime still covers many practical situations. Moreover, even though analytical methods developed for weak management are formally valid for map strengths $S \ll 1$, their predictions can work reasonably well even when the strength of the map is of the order of one; this includes the practically important case when the variations of the local dispersion are much larger than the average (residual) dispersion.

A numerical study of autosoliton transmission in DM fibre systems with periodical in-line optical control performed by NOLMs has been presented in Chapter 3. The basic principles and properties of the NOLM have been described, and the use of in-line NOLMs in conjunction with dispersion management has been addressed as a powerful technique to improve the performance of a transmission system, as it exploits a combination of the effects of dispersion management and the action of NOLMs as saturable absorbers in suppressing the accumulation of noise, dispersive radiation, and pulse distortion, and stabilizing the peak amplitude of pulses. First, the compatibility of NOLMs with dispersion management for achievement of pulse stabilization and long-distance pulse transmission has been demonstrated. Then, the use of in-line NOLMs has been proposed as a general technique for all-optical passive 2R regeneration of RZ data in high bit-rate transmission systems with strong dispersion management. It has been shown that when a system's performance is mainly degraded by amplitude noise and pulse distortion, in-line NOLMs can achieve regeneration and distance-unlimited transmission of the data streams. Specifically, a feasibility of 40 Gbit/s$^{-1}$ single-channel stable soliton transmission over unlimited distances in standard fibre has been demonstrated, the tolerance of this result has been investigated, and the proposed method has been extended to 80 Gbit/s$^{-1}$ data transmission. It has also been demonstrated that the application of the proposed technique to systems where both amplitude noise and timing jitter are important limiting factors can dramatically improve the
system's performance, allowing for transoceanic transmission distances. Finally, the application of 40 Gbit s⁻¹ DM transmission guided by NOLMs to a WDM scheme has been investigated. The use of specially designed WDM guiding filters coupled with NOLMs has been proposed as a regeneration technique to enhance the transmission performance of WDM (40 Gbit s⁻¹×N channel) systems. Optimisation of the system has allowed for 150 GHz-spaced×16 channel transmission over 25000 km of SMF.

The estimate of the NOLM's characteristics imposed by the constraints of different transmission schemes has been based all over Chapter 3 on the approximation of the NOLM's transmissivity by the cw transfer characteristic. Even though this estimate has proved to be good in practice, it would be desirable to develop an analytical model to describe the action of the NOLM on the characteristics of pulses. Transfer functions for the pulse's characteristics are known in the case of other control elements such as filters and modulators, but not yet in the case of NOLMs. The development of a methodological approach to describe the action of NOLMs can be important for properly formulating system design rules as well as for clarifying the fine structure of the autosoliton solutions. Besides the all-optical regeneration function of periodically inserted in-line NOLMs that has been investigated in Chapter 3, another interesting application of NOLMs would be the deployment of one NOLM at the end of a conventional DM line, before the receiver, to study its benefits in terms of improvement of the SNR.

In Chapter 4, a detailed mathematical analysis of the solutions of the NLS equation with gain and normal dispersion, that describes optical pulse propagation in an amplifying medium, has been presented. A quasi-classical self-similar solution with parabolic temporal variation, that corresponds to the energy-containing core of the asymptotically propagating pulse in the amplifying medium, has been constructed. The self-similar core has been matched through Painlevé functions to the solution of the linearized equation, that corresponds to the low-amplitude tails of the pulse. The analytical solution has proved to reproduce accurately the numerically calculated solution of the NLS equation. This analysis justifies the quasi-classical assumption intuitively made in previous works [2, 90], the parabolic approximation for the pulse shape proving to be valid in the central part of the asymptotic pulse. Moreover, it gives a full description of the shape and the main features of high-power pulses generated in an amplifying medium.

In view of their self-similar propagation and the ease with which they can be compressed, parabolic pulses have wide-ranging applications in nonlinear fibre optics. Therefore, it would be interesting to study in detail the properties of the generated parabolic pulses from an amplifier. There are a few important characteristics to be considered: shape control (that must be parabolic), width, power, and chirp. These characteristics depend on the parameters of the input pulse (power, width, and initial chirp) and the characteristics of the fibre (dispersion). The problem would be to study how parameters of the forming asymptotic pulse in the amplifier depend on the input signal parameters and fibre characteristics. This study could be pursued first by numerical analysis, and then by constructing a simple analytical model based on the features observed through numerical simulations. The theoretical results could provide a useful guidance to experiments. Another interesting topic of future investigation could be a detailed analysis of the self-similarity in the generation and stabilization of solitary waves in the NLS equation with gain and anomalous dispersion.
Appendix A

Some features of the Inverse Scattering Transform method

A.1 Unperturbed nonlinear Schrödinger equation

The linear eigenvalue problem associated with the unperturbed form (i.e., $F = 0$) of Eq. (2.11) is [14]-[16]

$$\frac{\partial v_1}{\partial t} + i\zeta v_1 = q v_2,$$
$$\frac{\partial v_2}{\partial t} - i\zeta v_2 = -q^* v_1,$$  \hspace{1cm} (A.1)

where $\zeta = \xi + i\eta$ is a complex eigenvalue. Jost function solutions $\phi, \bar{\phi}, \psi,$ and $\bar{\psi}$ are defined by their asymptotic values, for real $\zeta = \xi$,

$$\phi \sim \begin{bmatrix} 1 \\ 0 \end{bmatrix} e^{-\xi t}, \quad \bar{\phi} \sim \begin{bmatrix} 0 \\ -1 \end{bmatrix} e^{\xi t}, \quad \text{as} \ t \rightarrow -\infty,$$  \hspace{1cm} (A.2)
$$\psi \sim \begin{bmatrix} 0 \\ 1 \end{bmatrix} e^{\xi t}, \quad \bar{\psi} \sim \begin{bmatrix} 1 \\ 0 \end{bmatrix} e^{-\xi t}, \quad \text{as} \ t \rightarrow +\infty.$$  \hspace{1cm} (A.3)

The relationship between these defines the scattering data $a, \bar{a}, b, \text{and } \bar{b}$:

$$\phi = a\bar{\psi} + b\psi, \quad \bar{\phi} = -\bar{a}\psi + \bar{b}\bar{\psi},$$
$$\psi = -a\bar{\phi} + b\phi, \quad \bar{\psi} = \bar{a}\phi + b\bar{\phi},$$  \hspace{1cm} (A.4)

where the latter (inverse) expressions are obtained using

$$a\bar{a} + b\bar{b} = 1.$$  \hspace{1cm} (A.5)

A squared eigenfunction problem can be associated with Eq. (2.11): introducing the bilinear spinors $\Phi = [\phi_1 \psi_1, \phi_2 \psi_2]^T$ and $\bar{\Phi} = [\phi_1 \bar{\psi}_1, \phi_2 \bar{\psi}_2]^T$, writing either of these as $[g, h]^T$, and defining $k = (\phi_2 \psi_1 + \phi_1 \psi_2)/2$ for $\Phi$, and $k = (\phi_2 \bar{\psi}_1 + \phi_1 \bar{\psi}_2)/2$ for $\bar{\Phi}$, leads to the evolution equations

$$\frac{\partial k}{\partial t} = -q^* g + q h,$$
$$\frac{\partial g}{\partial t} = -2i\zeta g + 2q k,$$
$$\frac{\partial h}{\partial t} = 2i\zeta h - 2q^* k.$$  \hspace{1cm} (A.6)
A formal solution of these leads to the relationship
\[ \mathcal{L} \begin{bmatrix} q \\ q^* \end{bmatrix} - ik_+ \begin{bmatrix} q \\ q^* \end{bmatrix} = \zeta \begin{bmatrix} q \\ q^* \end{bmatrix}, \] (A.7)
where \( k_+ \) denotes \( k(t \to +\infty) \), and \( \mathcal{L} \) is the integro-differential operator
\[ \mathcal{L} = \frac{1}{2i} \begin{bmatrix} -\partial_t - 2qI_+[r^*] & -2qI_+[q^*] \\ 2rI_+[r^*] & \partial_t + 2rI_+[q^*] \end{bmatrix}. \] (A.8)
Here, \( r = -q^* \) as appropriate for Eq. (2.11), and \( I_+ \) denotes the integral operator
\[ I_+[r,f] \equiv I_+[r,f] \equiv \int_{t'}^{+\infty} dt' r(t')f(t'), \] (A.9)
for any function \( f \). Relation (A.7) is satisfied by both \( \Phi \) and \( \Phi \) with appropriate choice of \( k_+ \).

For \( \Phi \), \( k_+ = a/2 \); for \( \Phi \), \( k_+ = b/2 \). In other words,
\[ \mathcal{L}\Phi = \zeta\Phi - \frac{a}{2i} \begin{bmatrix} q \\ q^* \end{bmatrix}, \] (A.10)
\[ \mathcal{L}\Phi = \zeta\Phi - \frac{b}{2i} \begin{bmatrix} q \\ q^* \end{bmatrix}. \] (A.11)
Equations (A.10) and (A.11) can be solved to express both \( \Phi \) and \( \Phi \) in terms of a formal asymptotic series; from Eq. (A.10), it follows that
\[ \Phi = a \sum_{n=0}^{\infty} \frac{1}{(2i\zeta)^{n+1}} (2i\mathcal{L})^n \begin{bmatrix} q \\ q^* \end{bmatrix}. \] (A.12)

We will require also the asymptotic expansion for \( \ln a \); this is [16]
\[ \ln a = \sum_{n=0}^{\infty} \frac{1}{(2i\zeta)^{n+1}} C_n, \] (A.13)
where the coefficients \( C_n \), the conserved functionals for the unperturbed form of Eq. (2.11), are given by [16]
\[ C_0 = \int_{-\infty}^{+\infty} dt |q|^2, \]
\[ C_1 = \int_{-\infty}^{+\infty} dt q^* \frac{\partial q}{\partial t}, \]
\[ C_2 = \int_{-\infty}^{+\infty} dt \left( q^* \frac{\partial^2 q}{\partial t^2} + |q|^4 \right), \] (A.14)
and so on. We also state the trace formulae, which give the \( C_n \) in terms of the spectral data; these are [16]
\[ C_n = \sum_{m=1}^{N} \frac{1}{n+1} \left[ (2i\zeta_m)^{n+1} - (2i\zeta_m)^{n+1} \right] - \frac{1}{\pi} \int_{-\infty}^{+\infty} d\xi (2i\xi)^{n} \ln \left[ 1 - |b(\xi,z')|^2 \right]. \] (A.15)
The discrete sum gives the contribution to \( C_n \) from an arbitrary \( N \)-soliton state (here \( N = 1 \)), whereas the integral gives the contribution from the (continuum) radiation modes. Finally, we state the evolution equations for the spectral data; these are [22]
\[ \frac{\partial a}{\partial z} = -\int_{-\infty}^{+\infty} dt \left[ \frac{\partial r}{\partial z} - \frac{\partial q}{\partial z} \right] \Phi, \] (A.16)
\[ \frac{\partial b}{\partial z} = -\int_{-\infty}^{+\infty} dt \left[ \frac{\partial r}{\partial z} - \frac{\partial q}{\partial z} \right] \Phi. \] (A.17)
Here, \( r = -q^* \).
Appendix A. Some features of the IST method

A.2 Evolution equations for the perturbed system

Consider first the derivation of Eq. (2.14). Substituting (A.12) into Eq. (A.16), differentiating Eq. (A.13) with respect to $z'$, then comparing coefficients of $(2i\zeta)^{-n+1}$ gives

$$\frac{dC_n}{dz'} = \int_{-\infty}^{+\infty} dt \left[ \frac{\partial q^*}{\partial z'}, \frac{\partial q}{\partial z'} \right] (2i\mathcal{L})^n \begin{bmatrix} q \\ q^* \end{bmatrix}.$$  \hspace{1cm} (A.18)

We note here that Eq. (2.11), together with its conjugate, can be written in the form [16]

$$\frac{\partial}{\partial z'} \begin{bmatrix} q^* \\ q \end{bmatrix} - \frac{i}{2} (2i\mathcal{L}^A)^2 \begin{bmatrix} -q^* \\ q \end{bmatrix} = \begin{bmatrix} F^* \\ F \end{bmatrix},$$  \hspace{1cm} (A.19)

where $\mathcal{L}^A$ is the formal adjoint of the operator $\mathcal{L}$. We substitute then (A.19) into Eq. (A.18); since

$$(2i\mathcal{L}^A)^m \begin{bmatrix} -q^* \\ q \end{bmatrix} = \begin{bmatrix} -\delta C_m \\ \frac{\delta q}{\delta C_m} \\ \frac{\delta C_m}{\delta q^*} \end{bmatrix}$$  \hspace{1cm} (A.20)

and

$$(2i\mathcal{L})^n \begin{bmatrix} q \\ q^* \end{bmatrix} = \begin{bmatrix} \delta C_n \\ \frac{\delta q^*}{\delta C_n} \\ \frac{\delta C_n}{\delta q} \end{bmatrix},$$  \hspace{1cm} (A.21)

where $\delta C_m/\delta q$, etc. are functional derivatives of the $C_m$, and since all $C_n$ functionals commute [16], we get

$$\frac{dC_n}{dz'} = \int_{-\infty}^{+\infty} dt \left[ F^*, F \right] (2i\mathcal{L})^n \begin{bmatrix} q \\ q^* \end{bmatrix}$$  \hspace{1cm} (A.22)

as required.

Equation (2.15) is found in a similar way. Substituting Eq. (A.19) into Eq. (A.17) gives [23]

$$\frac{\partial b}{\partial z'} = 2i\zeta^2 b + \int_{-\infty}^{+\infty} dt \left[ F^*, F \right] \Phi^*.$$  \hspace{1cm} (A.23)

The first term follows using standard manipulations for the unperturbed system, while $\Phi$ satisfies Eq. (A.11).
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