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Abstract

The Bayesian analysis of neural networks is difficult because the prior over functions has a complex form, leading to implementations that either make approximations or use Monte Carlo integration techniques. In this paper I investigate the use of Gaussian process priors over functions, which permit the predictive Bayesian analysis to be carried out exactly using matrix operations. The method has been tested on two challenging problems and has produced excellent results.

1 Introduction

In the Bayesian approach to neural networks a prior distribution over the weights induces a prior distribution over functions. This prior is combined with a noise model, which specifies the probability of observing the targets \( t \) given function values \( y \), to yield a posterior over functions which can then be used for predictions. For neural networks the prior over functions has a complex form which means that implementations must either make approximations [4] or use Monte Carlo approaches to evaluating integrals [6].

As Neal [7] has argued, there is no reason to believe that, for real-world problems, neural network models should be limited to nets containing only a "small" number of hidden units. He has shown that it is sensible to consider a limit where the number of hidden units in a net tends to infinity, and that good predictions can be obtained from such models using the Bayesian machinery\(^1\). He has also shown that a large class of neural network models will converge to a Gaussian process prior over functions in the limit of an infinite number of hidden units.

Although infinite networks are one method of creating Gaussian processes, it is also possible (and computationally easier) to specify them directly using parametric forms for the mean and covariance functions. In this paper I investigate using Gaussian processes specified parametrically for regression problems\(^2\), and demonstrate very good performance on the two test problems I have tried. The advantage of the Gaussian process formulation is that the integrations, which have to be approximated for neural nets, can be carried out exactly (using matrix operations) in this case. I also show that the parameters specifying the Gaussian process can be estimated from training data, and that this leads naturally to a form of "Automatic Relevance Determination" [4, 7].

---

\(^1\)Large networks cannot be successfully used with maximum likelihood training because of the overfitting problem.

\(^2\)By regression problems I mean those concerned with the prediction of one or more real-valued outputs, as compared to classification problems.
2 Prediction with Gaussian Processes

A stochastic process is a collection of random variables \( \{Y(x)|x \in X\} \) indexed by a set \( X \). Often \( X \) will be a space such as \( \mathbb{R} \) for some dimension \( d \), although it could be more general. The stochastic process is specified by giving the probability distribution for every finite subset of variables \( Y(x_1), \ldots, Y(x_k) \) in a consistent manner. A Gaussian process is a stochastic process which can be fully specified by its mean function \( \mu(x) = E[Y(x)] \) and its covariance function \( C(x, x') = E[(Y(x) - \mu(x))(Y(x') - \mu(x'))]; \) any finite set of points will have a joint multivariate Gaussian distribution.

Below I consider Gaussian processes which have \( \mu(x) \equiv 0 \). This is the case for many neural network priors [7], and otherwise assumes that any known offset or trend in the data has been removed. A non-zero \( \mu(x) \) can be incorporated into the framework, but leads to extra notational complexity.

Given a prior covariance function \( C_P(x, x') \), a noise process \( C_N(x, x') \) (with \( C_N(x, x') = 0 \) for \( x \neq x' \)) and data \( D = \{(x_1, t_1), (x_2, t_2), \ldots, (x_n, t_n)\} \), the prediction for the distribution of \( Y \) corresponding to a test point \( x \) is obtained simply by marginalizing the \( (n + 1) \)-dimensional joint distribution to obtain the mean and variance

\[
\hat{y}(x) = k_T^T(x)(K_P + K_N)^{-1}t
\]
\[
\sigma^2_y(x) = C_P(x, x) + C_N(x, x) - k_T^T(x)(K_P + K_N)^{-1}k_P(x)
\]

where \( [K_\alpha]_{ij} = C_\alpha(x_i, x_j) \) for \( \alpha = P, N, k_P(x) = (C_P(x, x_1), \ldots, C_P(x, x_n))^T \) and \( t = (t_1, \ldots, t_n)^T \). \( \sigma^2_y(x) \) gives the "error bars" of the prediction. In the work below the noise process is assumed to have a variance \( \sigma^2_\nu \) independent of \( x \) so that \( K_N = \sigma^2_\nu I \).

The Gaussian process view provides a unifying framework for many regression methods. ARMA models used in time series analysis and spline smoothing (e.g. [10]) correspond to Gaussian process prediction with a particular choice of covariance function\(^5\), as do generalized linear regression models (\( y(x) = \sum_i w_i \phi_i(x) \), with \( \{\phi_i\} \) a fixed set of basis functions) for a Gaussian prior on the weights \( \{w_i\} \). Gaussian processes have also been used in the geostatistics field (e.g. [3], [1]), and are known there as "kriging", but this literature has concentrated on the case where \( x \in \mathbb{R}^2 \) or \( \mathbb{R}^3 \), rather than considering more general input spaces. Regularization networks (e.g. [8], [2]) provide a complementary view of Gaussian process prediction in terms of a Fourier space view, which shows how high-frequency components are damped out to obtain a smooth approximator.

2.1 Adapting covariance functions and ARD

Given a covariance function \( C = C_P + C_N \), the log probability \( l \) of the training data is given by

\[
l = -\frac{1}{2} \log \det K - \frac{1}{2}t^TK^{-1}t - \frac{n}{2}\log 2\pi
\]

where \( K = K_P + K_N \). If \( C \) has some adjustable parameters \( \theta \), then we can carry out a search in \( \theta \)-space to maximize \( l \); this is simply maximum likelihood estimation of \( \theta \) \(^4\). For example, in a \( d \)-dimensional input space we may choose

\[
C(x, x') = \nu_0 \exp \left( -\sum_{i=1}^d \frac{w_i}{2}(x_i - x_i')^2 \right) + \nu_3 \delta(x, x')
\]

\(^5\)Technically splines require generalized covariance functions.

\(^4\)See section 4 for a discussion of the hierarchical Bayesian approach.
where $v_0, v_1$ and the $\{w_i\}$ are adjustable. In MacKay's terms $l$ is the log “evidence”, with the parameter vector $\theta$ roughly corresponding to his hyperparameters $\alpha$ and $\beta$; in effect the weights have been exactly integrated out.

One reason for constructing a model with variable $w$’s is to express the prior belief that some input variables might be irrelevant to the prediction task at hand, and we would expect that the $w$’s corresponding to the irrelevant variables would tend to zero as the model is fitted to data. This is closely related to the Automatic Relevance Determination (ARD) idea of MacKay and Neal

### 3 Experiments with Gaussian Process prediction

Prediction with Gaussian processes and maximum likelihood training of the covariance function has been tested on two problems: (i) a modified version of MacKay’s robot arm problem and (ii) the Boston housing data set.

For both datasets I used a covariance function of the form given in equation 4 and a gradient-based search algorithm for exploring $\theta$-space; the derivative vector $\partial l / \partial \theta$ was fed to a conjugate gradient routine with a line-search$^5$.

#### 3.1 The robot arm problem

I consider a version of MacKay’s robot arm problem introduced by Neal (1995). The standard robot arm problem is concerned with the mappings

$$
y_1 = r_1 \cos x_1 + r_2 \cos(x_1 + x_2) \quad y_2 = r_1 \sin x_1 + r_2 \sin(x_1 + x_2)
$$

(5)

The data was generated by picking $x_1$ uniformly from $[-1.932, -0.453]$ and $[0.453, 1.932]$ and picking $x_2$ uniformly from $[0.534, 3.142]$. Neal added four further inputs, two of which were copies of $x_1$ and $x_2$ corrupted by additive Gaussian noise of standard deviation 0.02, and two further irrelevant Gaussian-noise inputs with zero mean and unit variance. Independent zero-mean Gaussian noise of variance 0.0025 was then added to the outputs $y_1$ and $y_2$. I used the same datasets as Neal and MacKay, with 200 examples in the training set and 200 in the test set.

The theory described in section 2 deals only with the prediction of a scalar quantity $Y$, so I constructed predictors for the two outputs separately, although a joint prediction is possible within the Gaussian process framework (see co-kriging, §3.2.3 in [1]). Two experiments were conducted, the first using only the two “true” inputs, and the second one using all six inputs.

$^5$In fact the parameterization $\log \theta$ was used in the search to ensure that the $v$’s and $w$’s stayed positive.
For each experiment ten random starting positions were tried. The log\(v\)'s and log\(w\)'s were all chosen uniformly from \([-3.0, 0.0]\], and were adapted separately for the prediction of \(y_1\) and \(y_2\). The conjugate gradient search algorithm was allowed to run for 100 iterations, by which time the likelihood was changing very slowly. Results are reported for the run which gave the highest probability of the training data, although in fact all runs performed very similarly. The results are shown in Table 1 and are encouraging, as they indicate that the Gaussian process approach is giving very similar performance to two well-respected techniques. All of the methods obtain a level of performance which is quite close to the theoretical minimum error level of 1.0. It is interesting to look at the values of the \(w\)'s obtained after the optimization; for the \(y_2\) task the values were 0.243, 0.237, 0.0650, \(1.7 \times 10^{-4}\), \(2.6 \times 10^{-5}\), \(9.2 \times 10^{-7}\), and \(v_4\) and \(v_1\) were 7.920 and 0.0022 respectively. The \(w\) values show nicely that the first two inputs are the most important, followed by the corrupted inputs and then the irrelevant inputs.

### Table 2: Results on the Boston housing data task.

<table>
<thead>
<tr>
<th>Procedure used</th>
<th>ave. squared test error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guessing overall mean</td>
<td>84.4</td>
</tr>
<tr>
<td>Best result in Quinlan (1993)</td>
<td>10.9</td>
</tr>
<tr>
<td>Gaussian process</td>
<td>8.6</td>
</tr>
<tr>
<td>Neal (Bayesian network with 2 hidden layers)</td>
<td>6.5</td>
</tr>
</tbody>
</table>

3.2 Boston housing data

The Boston Housing data has been used by several authors as a real-world regression problem (the data is available from ftp://lib.stat.cmu.edu/datasets). For each of the 506 census tracts within the Boston metropolitan area (in 1970) the data gives 13 input variables, including per capita crime rate and nitric oxides concentration, and one output, the median housing price for that tract.

A ten-fold cross-validation method was used to evaluate the performance, as detailed in [9]. The dataset was divided into ten blocks of near-equal size and distribution of class values (I used the same partitions as in [9]). For each block in turn the parameters of the Gaussian process were trained on the remaining blocks and then used to make predictions for the hold-out block. For each of the ten experiments the input variables and targets were linearly transformed to have zero mean and unit variance, and five random start positions used, choosing the log\(v\)'s and log\(w\)'s uniformly from \([-3.0, 0.0]\). In each case the search algorithm was run for 100 iterations. In each experiment the run with the highest evidence was used for prediction, and the test results were then averaged to give the entry in Table 2.

The fact that the Gaussian process result beats the best result obtained by Quinlan (who made a reasonably sophisticated application of existing techniques) is very encouraging. It was observed that different solutions were obtained from the random starting points, and this suggests that an hierarchical Bayesian approach, as used in Neal's neural net implementation and described in section 4, may be useful in further increasing performance.

---

6The bottom three lines of the table were obtained from [7]. The MacKay result is the test error for the net with highest “evidence”. 

---

4
4 Discussion

I have presented a Gaussian process framework for regression problems and have shown that it produces excellent results on the two test problems tried.

In section 2 I have described maximum likelihood training of the parameter vector \( \theta \). Obviously a hierarchical Bayesian analysis could be carried out for a model \( M \) using a prior \( P(\theta|M) \) to obtain a posterior \( P(\theta|D,M) \). The predictive distribution for a test point and the “model evidence” \( P(D|M) \) are then obtained by averaging the conditional quantities over the posterior. Although these integrals would have to be performed numerically, there are typically far fewer parameters in \( \theta \) than weights and hyperparameters in a neural network, so that these integrations should be easier to carry out. Preliminary experiments in this direction with the Hybrid Monte Carlo method [7] are promising.

I have also conducted some experiments on the approximation of neural nets (with a finite number of hidden units) by Gaussian processes, although space limitations do not allow me to describe these here. Other directions currently under investigation include (i) the use of Gaussian processes for classification problems by softmaxing the outputs of \( k \) regression surfaces (for a \( k \)-class classification problem), and (ii) using non-stationary covariance functions, so that \( C(x,x') \neq C(|x-x'|) \).
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