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Abstract

Neural networks can be regarded as statistical models, and can be analysed in a Bayesian framework. Generalisation is measured by the performance on independent test data drawn from the same distribution as the training data. Such performance can be quantified by the posterior average of the information divergence between the true and the model distributions. Averaging over the Bayesian posterior guarantees internal coherence; Using information divergence guarantees invariance with respect to representation.

The theory generalises the least mean squares theory for linear Gaussian models to general problems of statistical estimation. The main results are: (1) the ideal optimal estimate is always given by average over the posterior; (2) the optimal estimate within a computational model is given by the projection of the ideal estimate to the model. This incidentally shows some currently popular methods dealing with hyperpriors are in general unnecessary and misleading.

The extension of information divergence to positive normalisable measures reveals a remarkable relation between the dual affine geometry of statistical manifolds and the geometry of the dual pair of Banach spaces $L_{1/\delta}$ and $L_{1/(1-\delta)}$. It therefore offers conceptual simplification to information geometry.

The general conclusion on the issue of evaluating neural network learning rules and other statistical inference methods is that such evaluations are only meaningful under three assumptions: The prior $P(p)$, describing the environment of all the problems; the divergence $D_{\delta}$, specifying the requirement of the task; and the model $Q$, specifying available computing resources.
1 Introduction

A neural network (either deterministic or stochastic) can be regarded as a parameterised
model [Whi89]

\[ P(y|x, w), \]

where \( x \in X \) is the input, \( y \in Y \) is the output and \( w \in W \) is the weight matrix (Figure 1).
In an environment with an input distribution \( P(x) \), it is also equivalent to \( P(x, y|w) \) or
simply \( P(z|w) \), where \( z := [x, y] \in Z := [X, Y] \) denotes the combined input and output as
data. This framework also includes unsupervised learning.

\[ x \rightarrow w \rightarrow y \]

Figure 1: A neural network as a black box

Learning, or training, is the task of inferring \( w \) from \( z \). Therefore it is a typical statistical
inference problem in which a neural network model acts as a likelihood function [Fis25,
Zac71, CH74, KS79].

It is obvious that there can always be infinitely many \( w \) which could have generated \( z \) and
it is logically impossible to select \( w \) unless other information not contained in \( z \) is available.
In a Bayesian framework such auxiliary information is represented in the form of a prior
\( P(w) \), the distribution of \( w \) before the data \( z \) is seen. By the Bayes Theorem

\[ P(w|z) = P(z|w)P(w)/P(z), \]

a posterior distribution of \( w \) can be obtained, which contains the combined information of
both the prior and the likelihood function. Nothing is lost by working in a Bayesian frame-
work, since it is well known that, under mild regularity conditions, whatever the optimality
condition is, for any given learning rule, there is always a Bayes learning rule which is not
worse than the original learning rule under all circumstances [Fer67]. Sample-oriented
statistics can often be interpreted as Bayesian statistics with improper priors [Aka80],
although extra caution is needed dealing with improper priors [DSZ73].

The reason one can obtain a posterior about \( w \) is that it is uniquely associated with a
distribution by \( w \leftrightarrow p := P(\cdot|w) \). Since \( w \) does not have separate meaning apart from
being a coordinate of \( p \), it is natural to identify \( w \) with \( p \). With this view, both the prior
and posterior are distributions of distributions, as noted in [Fis36, p. 247], and the Bayes
Theorem can be more generally written as

\[ P(p|z) = P(z|p)P(p)/P(z). \]
Let $\mathcal{P}$ be the space of probability distributions over $Z$. Those distributions which can be represented by the neural network with a particular weight form a subspace $\mathcal{Q} \subseteq \mathcal{P}$. The relation between $Z$, $\mathcal{P}$, $\mathcal{Q}$ and $W$ are illustrated in Figure 2.

![Figure 2: The relation between $Z$, $\mathcal{P}$, $\mathcal{Q}$ and $W$.](image)

A neural network training algorithm $\tau : Z \to W$ must fix one distribution, say $q$, which in a sense approximates all the distributions $p$ which are possible a posteriori. The relation between the learning rule and the Bayes theorem is shown in Figure 3.

How does one choose a particular $q$ from the posterior $P(p|z)$? Naturally, one wants the chosen $q$ to be closest to the true $p$ considered over the posterior. However, the metric in the space $W$ does not have an intrinsic meaning, as shown in Figure 4. What we need is a measure of “divergence”

\begin{equation}
D(p, q)
\end{equation}

between two distributions, $p$ and $q$, which should be defined on the space of distributions $\mathcal{P}$, and should be invariant under reparameterisation. This is what exactly has been offered by the theory of information geometry (See [Ama82, Ama85, BNCR86, ABNK+87, Kas89] for introductions, backgrounds and references), in which a parameterised family of distributions, $\mathcal{P}$, is regarded as a differentiable manifold, where the parameters $w$ act as

---

1 Even those Bayesian methods which do not make a point estimate use an implicit point estimate when the network is applied. We shall come across this later.
coordinates. Each point in $\mathcal{P}$ represents a distribution. The word “geometry” captures two aspects of the theory: it studies quantities which can be measured with real numbers, in contrast to topology; and the measurements are independent of the coordinates, in contrast to algebra.

To an uninitiated mind, it is quite surprising to know that with information geometry one can regard distributions as points, and talk about the length, angle, curvature, etc., of geometrical objects composed of distributions. One of the major contributions from information geometry which is particularly relevant to our current aim is that there is a one-parameter family of “divergences” defined on the space of distributions, which possess
properties enabling them to be regarded as generalisations of the squared distances which have been so important in linear theory.

It will be shown that in order to develop a theory as comprehensive as that of linear regression, it is necessary to extend information geometry from the manifold $\mathcal{P}$ of all probability measures to the manifold $\hat{\mathcal{P}}$ of all the positive definite measures. This generalisation follows suggestions in [Ama85].

The main thesis of this paper is that generalisation should be measured as the posterior expected divergence between the true distribution and the model distribution. Using the Bayesian posterior guarantees that the optimal learning rule is a Bayes rule, which gives optimal estimates for almost all the data. Using the information divergence guarantees that the criterion of optimality is invariant of representation. That is, it remains the same under any invertible transforms on the input, output and weight spaces.

The theory presented here generalises least mean square estimation for linear Gaussian models to any statistical estimation problems, in that there is always a unique optimal estimate which is obtained by appropriate average of the posterior, and that the optimal estimate within a model can be obtained by an appropriate projection of the ideal optimal estimate onto the model. The added complexity is comparable to, and related to, that of the generalisation from Hilbert spaces to Banach spaces.

A condensed version of this report was presented at the MANNA conference, 1995 [ZR95c].

2 Information Geometry — Basic Concepts

This section is basically a review of the part of information geometry immediately relevant to our current study. Most of our notation on information geometry follows [Ama85, Ama87], although for technical convenience, we use $\delta = (1 - \alpha)/2$ instead of $\alpha$, following [Hou82, Kas84]. The latter references also give interpretations of $\delta$ in the sense of classical statistics. The proof of results stated in this section can all be found in [Ama85], the first part of which is perhaps still the best introduction to information geometry to-date.

Let $Z$ be a sample space with a base measure $\mu$. We shall only consider measures which are absolutely continuous with respect to $\mu$. With this in mind we can identify positive measures with density functions, in the sense of the Radon-Nikodym Theorem [HS49]. This point will always be implicitly assumed throughout this paper, while the base measure is often implicit. Denote by $\mathcal{P}$ the space of all the probability measures on $Z$. Each $p \in \mathcal{P}$ is a distribution and can be denoted as $P(\cdot|p)$. Following [Ama85], we denote by $\hat{\mathcal{P}}$ the space of all positive normalisable measures on $Z$, i.e., all the positive measures with a finite mass. Probability distributions are characterised by the fact that their mass is unity. Intuitively, $\mathcal{P}$ can be thought of as a section of a sphere, while $\hat{\mathcal{P}}$ can be thought of as a cone.

For each $p \in \mathcal{P}$, denote the log-likelihood function $l := \log p$. The space $\mathcal{P}$ can be regarded as an (infinite dimensional) manifold in the sense to be introduced below.\footnote{Some regularity conditions are needed for these considerations to be meaningful; they are often trivially satisfied.} Here we shall...
only consider the finite dimensional case. This is technically easier to manage, intuitively more tractable, and provides motivation for our later definition for the infinite dimensional case. For any finite dimensional submanifold $Q$ parameterised by $\theta^i$, the tangent space can be identified with the linear space $TQ$ spanned by Fisher’s “score functions” $\partial_i l$. Each tangent vector is a random variable, a function of the sample $z$, with zero mean.

\begin{equation}
\langle u \rangle = 0, \quad \forall u \in TQ.
\end{equation}

Alternatively, $TQ$ can be considered as a linear subspace of measures on $Z$.

A Riemannian metric can be introduced on $P$ through the Fisher information matrix

\begin{equation}
g_{ij} := \langle \partial_i l \partial_j l \rangle.
\end{equation}

The inner product for $u, v \in TP$ is denoted as $\langle u, v \rangle$. This symbol is also used to denote covariance. Obviously there is no conflict between these two usages here.

The skewness tensor is a symmetric tensor of order three, defined as

\begin{equation}
T_{ijk} := \langle \partial_i l \partial_j l \partial_k l \rangle.
\end{equation}

Let $\delta \in [0, 1]$, the $\delta$-connection on $P$ is defined through corresponding Christoffel symbols,

\begin{equation}
\overset{\delta}{\nabla}_{ij} := \langle \partial_i l \partial_j l \rangle + \delta T_{ijk}.
\end{equation}

A whole bunch of related concepts, such as $\delta$-geodesic, $\delta$-parallel translate, $\delta$-curvature, $\delta$-flatness, $\delta$-convex, can be defined in the conventional way [Ama85]. It turns out that $P$ is $\delta$-flat for $\delta \in \{0, 1\}$ but not for $\delta \in (0, 1)$. This will lead us, in sections to follow, to an extension of the $\delta$-geometry to $\hat{P}$, the space of positive measures.

For a distribution $p \in \hat{P}$, its $\delta$-representation (coordinate) is a measure given by

\begin{equation}
\overset{\delta}{l}(p) := \begin{cases} p^\delta / \delta, & \delta > 0, \\ \log p, & \delta = 0. \end{cases}
\end{equation}

Denote by $\overset{1}{l}$ the inverse mapping of $\overset{\delta}{l}$. Let $\nu : = 1/\delta$. The image of the mapping $\overset{\delta}{l}(p)$ is a member of the Banach space $L_\nu(Z)$, the space of all the $\nu$th power integrable functions on $Z$, since

\begin{equation}
\|\overset{\delta}{l}(p)\|_\nu^\nu = \int (\overset{\delta}{l}(p))^\nu = \int p / \delta^\nu < \infty.
\end{equation}

If this is regarded as an (infinite dimensional) diffeomorphism, $\hat{P}$ can be identified with the positive cone of Banach space $L_\nu(Z)$, while $P$ corresponds to the positive sector of a sphere satisfied by commonly used families of probability distributions. We shall not consider regularity conditions in this report, except that we shall always make sure that we are not studying properties of members of the empty set.
(in the norm $\| \cdot \|_\phi$). The 0-representation is usually called the exponential representation ($e$-representation), while the 1-representation is usually called the mixture representation ($m$-representation). They are also called the likelihood function and the log-likelihood functions, respectively.

**Example 2.1** Consider a sample space of only three points, $Z = \{1, 2, 3\}$. Any function on $Z$ can be identified with a vector in $\mathbb{R}^3$. Any positive measure on $Z$ can be identified with a “positive vector” in $\mathbb{R}^3_+$. Consider a particular distribution $p \in \mathcal{P}$ on $Z$, defined by $p(1) = 1/2$, $p(2) = 1/3$, $p(3) = 1/6$. It can be denoted as $p = [1/2, 1/3, 1/6]$. This notation, however, is exactly the 1-coordinate, if, as usually the case, the base measure is chosen as $\mu = [1, 1, 1]$. That is, $l_0(p) = [1/2, 1/3, 1/6]$. Other representations are also legitimate. The 0-coordinate, for example, is $l_0(p) = [-\log 2, -\log 3, -\log 6]$.

Through the $\delta$-representation, the Riemannian metric and the $\delta$-divergence can be expressed as

\begin{align}
g_{ij} &= \int \partial_i \delta \partial_j \delta \frac{1-\delta}{1}, \\
\delta_{ijk} &= \int \partial_i \partial_j \partial_k \frac{1-\delta}{1}.
\end{align}

The $\delta$ and $(1-\delta)$ divergences are dual to each other with respect to the Riemannian metric

\begin{equation}
u \nabla \langle v, w \rangle = \langle \nu^{\delta} \nabla v, w \rangle + \langle v, \nu^{1-\delta} w \rangle.
\end{equation}

The symbol $\nabla$ at the left hand side is the uniquely defined covariant derivative operator. It is independent of the affine connections since $\langle v, w \rangle$ is a scalar field. The $\delta = 1/2$ connection is self-dual, and is therefore the Levi-Civita connection corresponding to the given Riemannian metric. The following holds as a consequence of the duality.

**Theorem 2.1** There are dual-affine coordinates $[\theta^i, \eta^i]$ and dual potential fields $\phi$ and $\psi$, such that

\begin{align}
\eta^i &= \partial_i \psi, \\
g_{ij} &= \partial_i \eta_j, \\
\theta^i &= \partial^i \phi, \\
g^{ij} &= \partial^i \theta^j,
\end{align}

where $\partial_i := \partial/\partial \theta^i$ and $\partial^i := \partial/\partial \eta_i$. The potentials $\phi$ and $\psi$ are related by the Legendre relation

\begin{equation}\psi + \phi = \theta^i \eta_i.
\end{equation}

Many of the interesting dualities between $\delta$ and $(1-\delta)$ geometries on $\mathcal{P}$ [Ama85] can be attributed to the duality between corresponding Banach spaces, as we shall see below.
The $\delta$-divergence between two distributions $p, q \in \mathcal{P}$ is defined as

\[(2.13) \quad D_\delta(p, q) := \psi(p) + \phi(q) - \theta^\delta(p)\eta^\delta(q).\]

It turns out that

\[D_\delta(p, q) = \frac{1}{\delta(1 - \delta)} \left(1 - \int p^\delta q^{1-\delta}\right).\]

This is obviously invariant of the $\delta$-representation. Let $r$ be any measure absolutely continuous with respect to $p + q$, then

\[(2.14) \quad \int p^\delta q^{1-\delta} = \int r(p/r)^\delta(q/r)^{1-\delta},\]

where $p/r$ and $q/r$ are the Radon-Nikodym derivatives. The corresponding divergences for $\delta \in \{0, 1\}$ are defined through limits. It turns out that $D_1$ is the cross entropy, $D_0$ is the reverse cross entropy, and $D_{1/2}(p, q)$ is the Hellinger distance.

Not only can the $\delta$-divergence be defined in terms of the $\delta$-connections, the converse is also true by way of the Eguchi relations [Egu83]. The $\delta$-divergence is unique in a certain sense, as discussed in [Ama85, p.96-100]: By some invariance considerations, the most general definition of information divergence is the $f$-divergence. However, since $\delta$-connections are the only invariant connections, the $\delta$-divergence is unique if the Eguchi relations are to hold.

These conditions are weaker than Shannon’s conditions for the definition of entropy [Sha48]. If an additive constraint is added to the definition of $\delta$-divergence, then $\delta = 1$, and the definition of cross entropy is obtained [Kul59]. A further constraint relating to the uniform distribution gives Shannon’s definition of entropy (with a linear transform).

The most important consequence of these definitions is the “Generalised Pythagorean Theorem” [Ama85]. It can be presented in many forms, an important one of them is as follows.

**Theorem 2.2 (Generalised Pythagorean Theorem)** Let $\mathcal{P}$ be a $\delta$-flat manifold. Let $\mathcal{Q}$ be $(1-\delta)$-convex submanifold of $\mathcal{P}$. Then for an arbitrary point $p \in \mathcal{P}$, there is a unique point $\hat{q} \in \mathcal{Q}$ which minimises $D_\delta(p, \hat{q})$. This is called the $\delta$-projection of $p$ onto $\mathcal{Q}$. For any $q \in \mathcal{Q},$

\[(2.15) \quad D_\delta(p, q) = D_\delta(p, \hat{q}) + D_\delta(\hat{q}, q).\]

This is analogous to the linear projection of quadratic distance. In fact, we shall see later that it is a proper generalisation to the later.
3 Coherent Invariant Measurements of Generalisation

Given sample space $Z$, consider the space $\mathcal{P} := \mathcal{P}(Z)$ of all the probability measures on $Z$.

A statistical model is a subspace $\mathcal{Q}$ of $\mathcal{P}$. In the case of neural networks, $\mathcal{Q}$ is always a proper subspace of $\mathcal{Q}$, restricted by the fact that input distribution $P(x)$ cannot be freely changed, and that not all conditional distributions $P(y|x)$ can be represented by the network.

A sample, or a data set, of size $n$, is a point $z^n = [z_1, \ldots, z_n] \in Z^n$. We shall only be interested in independent data in this paper. That is, we shall always assume $P(z^n|p) = \prod_i P(z_i|p)$. Since the sample size $n$ is always available, there is a trivial one-one correspondence between $P(z^n|p)$ and $P(z_i|p)$. Therefore, to avoid excessive use of complicated notation, we shall suppress explicit distinction between these two. The formulas in the rest of this paper, except in the following paragraph acting as an example, look as if both the training data and the test data consist of only a single point, although they are applicable to the general case, and it is always quite obvious how to write them in full detail.

A learning rule is a mapping

$$\tau : Z \rightarrow \mathcal{Q},$$

which maps the observed data $z \in Z$ generated by an unknown distribution $p \in \mathcal{P}$ to the estimated distribution $q = \tau(z) \in \mathcal{Q}$. In view of the convention on notation just introduced, this definition actually means the following. Let

$$Z := \bigcup_{n=1}^{\infty} Z^n,$$

A learning rule is a mapping $\tau : Z \rightarrow \mathcal{Q}$. For each data size $n$ and each observed data set $z^n \in Z^n$, generated by $p^n \in \mathcal{P}^n$, where $p^n$ is defined by $P(z^n|p^n) = \prod_i P(z_i|p)$, the learning rule $\tau$ maps $z^n$ to an estimate $q = \tau(z^n) \in \mathcal{Q}$. Such explanation will not be repeated in the rest of the paper. See [Ama87] for notation in which the sample size is explicit. The above discussion is schematically illustrated in Figure 5.

How does one measure the performance of a learning rule? It is obvious that the performance should be measured on test data which is independent of the training data, for otherwise a learning rule which uses the “empirical distribution” of the training data as the estimate would be regarded as optimal [GBD92]. However, the test data is a random

---

3 As mentioned before, we only consider measures which are absolutely continuous with respect to a base measure $\mu$ on $Z$.

4 The case of non-independent data is usually called “temporal learning”, and requires techniques such as the adaptive critic [BSA83, BSW90]. The mathematical formulation is different, although statistical estimators can act as modules in an adaptive critic architecture [Zhu93].
variable. Any particular sample test data cannot be directly used to measure the performance, for that will label a learning rule which always produces the same test data as the optimal one, although admittedly such a learning rule is very unlikely to be hit upon before the test data is known. Therefore it is clear that what we really want is to calculate the “divergence”, between the true distribution which will generate all the future test data and the model distribution given by the learning rule. Of course the true distribution is not known. Therefore we take the posterior average of the divergence as a performance measure for the learning rule. In other words, a learning rule should not only be able to make a good prediction by training on a particular data set; It should be able to do so for any training set which naturally arises in a given environment. These considerations lead to the following definition.

**Definition 3.1** (Generalisation error) The measurement of generalisation of learning rule $\tau$ is defined as the expected divergence between the true distribution $p$ and the model distribution $q = \tau(z)$ given by the rule, averaged over any possible true distribution $p$ and data $z$,

$$E_\delta(\tau) := \langle D_\delta(p, \tau(z)) \rangle = \int_p P(p) \int_z P(z|p) D_\delta(p, \tau(z)).$$

A learning rule $\tau$ which minimises $E_\delta(\tau)$ is called a $\delta$-optimal learning rule (estimator). It is denoted $\tau_\delta$ if it is unique.

Given some observed data $z$, we also want to choose an estimate that minimises the pos-
terior expected divergence between the true distribution $p$ and the model distribution $q$, averaged over all possible $p$,

$$E_\delta(q|z) := \langle D_\delta(p, q) \rangle_z = \int_p P(p|z) D_\delta(p, q),$$

An estimate $q \in Q$ which minimises $E_\delta(q|z)$ is called a $\delta$-optimal estimate based on $z$.

It is important to note that the definitions of $E_\delta(\tau)$ and $E_\delta(q|z)$ depend on the prior $P(p)$. A learning rule which is optimal in one environment may not be good in another environment.

It is easy to verify that these two criteria are compatible with each other in the sense of the following theorem.

**Theorem 3.1 (Coherence of optimality of estimators and estimates)** A learning rule $\tau$ is $\delta$-optimal if and only if for any data $z$, excluding a subset of zero probability, $\tau(z)$ is a $\delta$-optimal estimate based on $z$.

**Proof:** By applying Bayes’ rule, we have

$$E_\delta(\tau) = \int_z P(z) \int_p P(p|z) D_\delta(p, \tau(z)) = \int_z P(z) E_\delta(\tau(z)|z)$$

The conclusion then directly follows the fact that the divergence is non-negative. □

The inferences by Bayes rule, and only such inferences, are coherent, in the sense that the information carried in the posterior is exactly the combined information carried in the prior and the data (equivalently in the likelihood function). An estimator is regarded as optimal if and only if it gives optimal estimates for almost all the data. The $\delta$-divergences are invariant with respect to invertible transforms in $W$ and $Z$. Therefore the generalisation measurement defined above is both coherent and invariant. This resolves the controversy in [Mac92, Wol93, Mac93]. We shall come back to this point later (§8).

**Theorem 3.2 (Projected Average Theorem)** Let $Q$ be a $\delta$-flat manifold. Let $P(p)$ be a prior on $Q$. Then $\forall q \in Q$, $\forall z \in Z$,

$$E_\delta(q|z) = E_\delta(\hat{p}|z) + D_\delta(\hat{p}, q),$$

where $\hat{p}$ is the $\delta$-optimal estimate in $Q$.

**Proof:** Let $(\theta, \eta)$ be the $(\delta, 1 - \delta)$-dual coordinates. Then the theorem is equivalent to the vanishing of the following entity,

$$\langle D_\delta(p, q) - D_\delta(p, \hat{p}) - D_\delta(\hat{p}, q) \rangle_z = \langle (\theta^i(p) - \theta^i(\hat{p})) (\eta_i(\hat{p}) - \eta_i(q)) \rangle_z$$

Define $q_t$ by its $\eta$ coordinates, for $t$ in a small neighbourhood of 0,

$$\eta(q_t) := \eta(\hat{p}) + t(\eta(q) - \eta(\hat{p})).$$
Then $q_i \in \mathcal{Q}$. For $t \ll 1$, since $D_\delta(p, q_i)$ is quadratic in $t$, and non-negative [Ama85],

$$
\langle D_\delta(p, q_i) - D_\delta(p, \hat{p}) \rangle_x = D_\delta(\hat{p}, q_i) + \langle \theta^i(p) - \theta^i(\hat{p}) \rangle_x (\eta_i(\hat{p}) - \eta_i(q_i))
$$

$$
\approx At^2 + Bt \geq 0,
$$

it follows that $B = 0$, or equivalently

$$
\langle \theta^i(p) - \theta^i(\hat{p}) \rangle_x \cdot (\eta_i(\hat{p}) - \eta_i(q_i)) = 0.
$$

This shows that the quantity (3.7) is identically zero. This completes the proof.

This theorem is a direct generalisation of the well-known corresponding result for least squares estimates. Let $p$ and $q$ be Gaussians with means $a$ and $b$, respectively, and the same fixed variance. Let $\hat{a}$ be defined by minimising $\langle \|a - \hat{a}\|^2 \rangle_z$. Then the above theorem reduces to the following

$$
\langle \|a - b\|^2 \rangle_z = \langle \|a - \hat{a}\|^2 \rangle_z + \|\hat{a} - b\|^2.
$$

The above proof itself is also a generalisation of the usual proof for the least squares estimate.

4 Optimal Estimators on the Whole Probability Space

As was mentioned previously, neural network models are proper subspaces of $\mathcal{P}$. However, in order to gain some intuition about the above abstract definitions, it is beneficial to find out the $\delta$-optimal estimates for the unrestricted case. That is, in this section, we assume $\mathcal{Q} = \mathcal{P}$.

**Theorem 4.1** Given a prior $P(p)$ on $\mathcal{P}$, and data $z$, the $\delta$-optimal estimate $q$ based on $z$ can be obtained by taking the average of the $\delta$-representations of the true distribution over the posterior as the $\delta$-representation of $q$ and then normalising the results. That is,

$$
\text{Min}_{q \in \mathcal{P}} E_\delta(q | z) \iff q \sim \frac{1}{\langle \hat{l}(\hat{p}) \rangle_z} \left( \langle \hat{l}(p) \rangle_z \right),
$$

for any data $z$ excluding a set of zero probability, where $\langle \cdot \rangle_z$ denotes the posterior expectation.

**Proof:** This is proved in [ZR95a], by a variational argument.

The reason that the $\delta$-optimal estimate is only proportional to the positive measure obtained by averaging the $\delta$-coordinates over the posterior is that probabilities are normalised. Later we shall extend the $\delta$-geometry to the space of normalisable positive measures, $\hat{\mathcal{P}}$. It will be seen that the mathematics become much simpler, and the intuition much clearer. The unfamiliar $\delta$-geometry will be connected with the familiar geometry of the Banach
space $L_{1/j}$. It will be shown that projection from $\tilde{P}$ to $P$ is always achieved by renormalisation, so that the above theorem becomes a simple corollary.

It is interesting to observe that for $\delta = 1$, the $\delta$-estimate reduces to $q = \langle p \rangle_z$. In other words, the $1$-optimal estimate is simply the posterior marginal distribution. The Monte Carlo method proposed by R. Neal [Neal93] consists of sampling from the posterior of $w$ for each instance of $z$, which gives a predictive distribution of $z$ which is exactly the posterior marginal distribution.

Two examples from classical statistics will help to clarify these discussions. The detailed derivations are given in [ZR95b, ZR95a].

**Example 4.1** Consider the multinomial family of distributions

\begin{equation}
M(m|p), \quad m \in \mathbb{N}^n, \ p \in P = \Delta^{n-1},
\end{equation}

with a Dirichlet prior

\begin{equation}
D(p|a), \quad a \in \mathbb{R}_+^n.
\end{equation}

The posterior is also a Dirichlet distribution $D(p|a + m)$. The $\delta$-optimal estimate $\hat{q} \in P$ is given by

\begin{equation}
(\hat{q}_i)_{\delta} \sim (a_i + m_i)_{\delta},
\end{equation}

where $(a)_\delta := \Gamma(a + b)/\Gamma(a)$. In particular,

\begin{equation}
\hat{q}_i = (m_i + a_i)/\sum_j (m_j + a_j), \quad \delta = 1,
\end{equation}

\begin{equation}
\hat{q}_i \sim \exp(\Psi(a_i + m_i)), \quad \delta = 0,
\end{equation}

where $\Psi$ is the the digamma function, the logarithmic derivative of $\Gamma$ function.

**Example 4.2** Consider the Gaussian family of distributions

\begin{equation}
f(z|\mu) = N(z - \mu, h), \quad z, \mu \in \mathbb{R}, \ h \in \mathbb{R}_+.
\end{equation}

with fixed variance $\sigma^2 = 1/h$. Let the prior be another Gaussian

\begin{equation}
f(\mu) = N(\mu - a_0, n_0h), \quad a_0 \in \mathbb{R}, \ n_0 \in \mathbb{R}_+.
\end{equation}

Then the posterior after seeing the sample $z^k = [z_1, \ldots, z_k]$ is also a Gaussian

\begin{equation}
f(\mu|z) = N(\mu - a_k, n_kh), \quad a_k = (\sum z + n_0a_0)/(n_0 + k),
\end{equation}

where $a_1$ is also the posterior least squares estimate. The $\delta$-optimal estimate $\hat{q}$ is given by the density

\begin{equation}
f(z'|\hat{q}) = N \left( z' - a_k \left| \frac{h}{1 + \delta/n_k} \right. \right).
\end{equation}

This show that if we are only interested in estimating the mean of a Gaussian, then the least squares estimate should be used, whatever the choice of $\delta$. Note that the $\delta$-optimal estimate is not a member of the original Gaussian family ($h' \neq h$) unless $\delta = 0$, since this family is only 0-flat.
The entities \(|a|\) for the Dirichlet prior and \(n\) for the Gaussian prior are effective previous sample sizes. This fact was of course well known since Fisher’s time. In a restricted model, the sample size might not be well reflected, and some ancillary statistics, as introduced by Fisher, may be used for information recovery.

5 Information Geometry — Extension to Positive Measures

As alluded in the previous section, the procedure for obtaining the \(\delta\)-optimal estimate is not entirely aesthetically appealing. Intuitively, from the Averaged Projection Theorem, the \(\delta\)-estimate should be obtained simply by averaging the \(\delta\)-coordinates. However, since we have been seeking \(\delta\)-optimal estimates in \(\mathcal{P}\), the space of positive measures with total mass of unity, a renormalisation is necessary. Intuitively, the space \(\mathcal{P}\) looks like a (very high dimensional) sphere. Averaging on the sphere will in general result in a point in the interior of the ball. (Figure 6) Renormalisation is the projection back onto the sphere. If we are ready to accept all positive measures as possible candidates of a statistical estimation problem, the mathematical machinery becomes much simpler. There is nothing lost in this change of concept, since in practice only the proportionality of measures are necessary for applications of probability theory.\(^5\) A renormalisation can always be performed at the final stage if such an answer is sought, but it will be seen that positive measures provide a more versatile tool to hold intermediate results.\(^6\)

\[\text{Figure 6: The } \delta\text{-average of the posterior is not on } \mathcal{P}\]

The extension of \(\delta\)-geometry to \(\hat{\mathcal{P}}\) follows suggestions in [Ama85]. The resulting theory is surprisingly elegant. It also provides an explicit link between the duality between the

\(^5\)This is evident from all the Monte Carlo algorithms, such as Gibbs samplers.

\(^6\)One of the most important techniques in stochastic computation, the Gibbs sampler [MRR+53, KGV83, GG84, Yor92], only requires a detailed balance [Ami89], which is expressible as ratios between probability distributions.
geometry of statistical manifolds, and the thoroughly studied duality between Banach spaces (complete normed linear spaces).

We shall present the theory for a finite sample space $Z$. The general situation is quite similar, although the notation will be more abstract.\footnote{Finite dimensional linear algebra can be conveniently presented in either coordinate-dependent or coordinate-free fashion. The infinite dimensional counterpart can only be reasonably well presented in a coordinate-free fashion. However, such description might obscure the geometric meaning to those not familiar with such presentations.} We shall state the corresponding results for an infinite sample space, however, without rigorous proof.

Following [Am85], the extension to $\tilde{\mathcal{P}}$ is most conveniently carried out through the $\delta$-representatives. We shall first consider $\delta \in (0,1)$, and then extend the results to $\delta \in \{0,1\}$. Note that the tangent vectors of $\mathcal{P}$ are no longer zero mean random variables. If a vector $u \in T\mathcal{P}$ has a positive mean, for example, it points in the direction of increasing total mass, and vice versa.

For $p \in \tilde{\mathcal{P}}$, let $[\theta, \eta]$ be the $[\delta, 1-\delta]$-dual coordinates,

\begin{equation}
\theta^i := \frac{\delta}{l_i}, \quad \eta_i := \frac{1-\delta}{1-l_i}.
\end{equation}

It follows easily that

\begin{equation}
\partial_i \theta^j = \mathbf{1}_i^j, \quad \partial_i \eta_j = p_i^{1-\delta} \mathbf{1}_{ij}.
\end{equation}

The Riemannian metric is defined as

\begin{equation}
g_{ij} := \int \partial_i l \partial_j l = \partial_i \eta_j = p_i^{1-2\delta} \mathbf{1}_{ij}.
\end{equation}

Note that the alternative formula $g_{ij} = -\langle \partial_i \partial_j l \rangle$, which depends on $\langle \partial_i l \rangle = 0$, is no longer true.

For any parameterisation, the $\delta$-connection $\nabla$ is defined through

\begin{align*}
\left\langle u \nabla^i v \right\rangle &= \int u \partial_i (v \partial^j l) w \partial^1 l \\
&= \int u^i \partial_i (v^j \partial_j l) w^k \partial^1 l \\
&= \int \left( u^i \partial_i v^j \partial_j l + u^i v^i \partial_i \partial_j l + \delta u^i \partial_i l v^i \partial_j l \right) w^k \partial^1 l \\
&= \left( u^i \partial_i v^j \partial_j l + u^i v^i \partial_i \partial_j l + \delta u^i \partial_i l v^i \partial_j l \right) w^k \partial^1 l \\
&= u^i \partial_i v^j w^k g_{jk} + u^i v^i w^{ij} \delta_{ij} \\
&= u^i \delta_i v^j w^k,
\end{align*}

where $\delta^i = l_i$.\footnote{Finite dimensional linear algebra can be conveniently presented in either coordinate-dependent or coordinate-free fashion. The infinite dimensional counterpart can only be reasonably well presented in a coordinate-free fashion. However, such description might obscure the geometric meaning to those not familiar with such presentations.}
where

\begin{equation}
\delta_{i,j}^k := \langle \partial_i \partial_j l + \delta \partial_i l \partial_j l, \partial_k l \rangle, \quad \nabla_i v^k := \partial_i v^j + v^j \delta_{i,j}^k.
\end{equation}

It has simple formula under the $\delta$-representation,

\[
\left< \nabla_i v w \right> = \int u^i \partial_i (v^j \partial_j l) w^k \partial_k l^{1-\delta}
= \int \left( u^i \partial_i v^j \partial_j l + u^i \partial_i \partial_j l \right) w^k \partial_k l^{1-\delta}
= \int u^i \partial_i v^j \partial_j l w^k \partial_k l^{1-\delta}
= u^i \partial_i v l w_j.
\]

This implies $\delta_{i,j}^k = 0$. Therefore the coordinate curves of $\delta$-representation are $\delta$-geodesics,

\begin{equation}
\partial_i \partial_j \theta^k = 0 \implies e_i \nabla e_j = 0.
\end{equation}

Since the space $\hat{\mathcal{P}}$ is $\delta$-affine, the $\delta$-potential $\psi$ can be obtained by integration

\begin{equation}
\psi(p) = \int \eta_k(p) d\theta^k(p) = \int \sum_k p_k^{1-\delta} d\theta^k = \int \sum_k \frac{1}{1-\delta} d\theta^k = \sum_k \frac{p_k}{1-\delta}.
\end{equation}

It can be verified that this indeed satisfies (by $\partial_i p_i = p_i^{1-\delta}$)

\begin{equation}
\partial_i \psi = \eta_i.
\end{equation}

Since $[\theta, \eta]$ are $[\delta, 1-\delta]$ dual affine coordinates with potentials

\begin{equation}
\psi(p) = \frac{\sum_k p_k}{1-\delta}, \quad \phi(p) = \frac{\sum_k p_k}{\delta},
\end{equation}

the $\delta$-divergence between two distributions $p, q \in \hat{\mathcal{P}}$ is well defined, \footnote{We were informed during the MANNA conference that Prof. S. Amari had independently obtained results of the same nature, which, after all, is a simple corollary from his book.}

\[
D_\delta(p, q) := \psi(p) + \phi(q) - \theta^i(p) \eta_i(q) = \frac{\sum p}{1-\delta} + \frac{\sum q}{\delta} - \frac{\sum p^i q^{1-\delta}}{\delta(1-\delta)}.
\]

In the case of continuous distributions, the sum should be replaced by integration, and we define the $\delta$-divergence between $p, q \in \mathcal{P}(Z)$ for any measurable space $Z$ to be

\[
D_\delta(p, q) := \frac{\int p}{1-\delta} + \frac{\int q}{\delta} - \frac{\int p^i q^{1-\delta}}{\delta(1-\delta)}.
\]
The corresponding divergences for \( \delta \in \{0, 1\} \) are defined through limits. It is easy to verify that

\[
(5.9) \quad \lim_{\delta \to 0} \frac{1}{\delta(1 - \delta)} \left( \delta p + (1 - \delta)q - p^{\delta} q^{1-\delta} \right) = p - q + q \log \frac{q}{p}.
\]

Therefore the correct generalisation of the Kullback-Leibler-divergence to \( \tilde{\mathcal{P}} \) is

\[
(5.10) \quad K(p, q) := \int \left( q - p + p \log \frac{p}{q} \right) d\theta.
\]

It can be easily verified that \( D_\delta \) is invariant with respect to the base measure. It is also obvious that this definition is compatible to the previous definition for \( p, q \in \mathcal{P} \), since in this situation,

\[
\frac{\int p}{1 - \delta} + \frac{\int q}{\delta} = \frac{1}{\delta} + \frac{1 - \delta}{1 - \delta} = \frac{1}{\delta(1 - \delta)}.
\]

We shall prove in the next section that \( D_\delta(p, q) \) is approach the same quadratic form when \( p \) and \( q \) are close to each other, independent of \( \delta \). This defines a topology on \( \tilde{\mathcal{P}} \). Since \( D_{1/2} \) is a squared Hilbert-norm, \( \tilde{\mathcal{P}} \) becomes an infinite dimensional manifold modeled on a Hilbert space [AMR83]. Similar ideas for considering \( \tilde{\mathcal{P}} \) as infinite dimensional manifold appeared more or less explicitly in [Ama85, Ama87].

By defining the \( \delta \)-divergence this way, we have largely avoided the issue of regularity conditions. In the following sections we shall prove several theorems which would be quite difficult under a more general treatment of infinite dimensional manifolds, but are quite elementary under the current definition. On the other hand, the \( \delta \)-divergence obviously introduces a topology on \( \tilde{\mathcal{P}} \), by which \( \delta \) are diffeomorphisms. The Banach spaces \( L_{1/\delta} \) can be viewed as tangent spaces. It is not clear to us at the moment in what sense transformations among these Banach spaces can be viewed as diffeomorphisms, but we note that most of the commonly used Banach spaces are isomorphic to each other [Tri83].

The drawback is that we cannot discuss the uniqueness or generality of such a definition. It is adopted merely because it is useful. With such a definition of \( \delta \)-divergence, we can work backwards and define the Riemannian metric and \( \delta \)-connections by using the Eguchi relations[Egu83]

\[
(5.11) \quad \langle u, v \rangle := u_{\bar{p}} \nabla_{\bar{q}} v_{\bar{q}} D_\delta(p, q) \bigg|_{q = p},
\]

\[
(5.12) \quad \left\langle u_{\bar{p}} \nabla_{\bar{q}} v_{\bar{q}} w_{\bar{q}} \right\rangle := u_{\bar{p}} \nabla_{\bar{q}} v_{\bar{q}} w_{\bar{q}} D_\delta(p, q) \bigg|_{q = p},
\]

where \( u \nabla, \) etc., are Frechet derivatives in Banach spaces. We have not studied the details of the regularity conditions required for these formal manipulations to be rigorous. Since our main objective here is to find a definition of information divergence, we shall not be concerned with the exact meaning of other aspects of information geometry.
6 Properties of Information Divergence on $\bar{P}$

**Theorem 6.1** The following properties hold for $\delta \in (0,1)$ and $p,q \in \bar{P}$.

1. The $\delta$-divergence is non-negative:

$$D_\delta(p,q) \geq 0. \quad (6.1)$$

2. The $\delta$-divergence of two measures is zero if and only if they are identical to each other,

$$D_\delta(p,q) = 0 \iff p = q. \quad (6.2)$$

3. The $\delta$-divergence is approximately quadratic when two distributions are close to each other, independent of $\delta$.

$$D_\delta(p, p + \Delta p) \approx \frac{1}{2} \int \frac{\Delta p^2}{p}, \quad (6.3)$$

where right hand side is usually called the $\chi^2$ distance [Kas89].

4. The $\delta$ and $(1-\delta)$-divergences are dual to each other:

$$D_\delta(p,q) = D_{1-\delta}(q,p). \quad (6.4)$$

5. The $\delta$-divergence is invariant of reparameterisation. That is, $D_\delta(p,q)$ does not depend on the base measure $\mu$ implicit in its definition.

6. The $\delta$-divergence is homogeneous in both arguments.

$$D_\delta(ap,aq) = a D_\delta(p,q), \quad \forall a \in \mathbb{R}_+. \quad (6.5)$$

**Proof:**

1. The integrand in the definition of the $\delta$-divergence is a positive measure, since it is the difference between an arithmetic mean and a corresponding geometric mean, hence always positive. The situation for $\delta = 1$ is also easy to prove, using the inequality given in Figure 7.

2. The mass of a positive measure is zero only when the measure is itself zero. The difference between the arithmetic mean and geometric mean of $p$ and $q$ can only be zero when $p = q$.

3. Expansion in terms of $\Delta p$ gives

$$(6.6) \quad \delta p + (1-\delta)(p + \Delta p) - \hat{p} \left( p + \Delta p \right)^{1-\delta} \approx \frac{\delta(1-\delta)}{2} \int \frac{\Delta p^2}{p} + O \left( \left( \frac{\Delta p}{p} \right)^3 \right).$$
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4. Obvious from definition.
5. Use (2.14).
6. Obvious from definition.

This completes the proof of the theorem.

![Figure 7: Positiveness of \(q/p - 1 - \log(q/p)\)](image)

The positiveness of the integrand in the definition of the \(\delta\)-divergence has the additional advantage of not only telling us the total divergence between any two positive measures, but also telling us the divergence on each event (measurable subsets of \(Z\)). For example, in Figure 8, it is possible to speak of the divergence between \(p\) and \(q\) over \(E\).

![Figure 8: Divergence between two measures on a event](image)

Since the space \(\tilde{\mathcal{P}}\) is \(\delta\)-flat for any \(\delta\), the Projected Average Theorem automatically holds. However, it has a more conventional proof which is analogous to the corresponding theorem for linear models. In fact, it is a direct generalisation of the corresponding proof for \(\delta = 1/2\).

**Theorem 6.2 (Projected Average Theorem)** Let \(P(p)\) be a distribution on \(\tilde{\mathcal{P}}\). Let \(q \in \tilde{\mathcal{P}}\). Then

\[
(6.7) \quad \langle D_\delta(p, q) \rangle = \langle D_\delta(p, \hat{p}) \rangle + D_\delta(\hat{p}, q),
\]
where \( \hat{p} \) is the \( \delta \)-average of \( p \) defined as
\[
\hat{p} := \langle p^\delta \rangle.
\]

**Proof:** This is proved by straightforward evaluation. In doing the following calculations, it is important to remember that \( p \) is a random quantity while \( \hat{p} \) and \( q \) are not. From the definition of \( \hat{p} \), it is easy to show that
\[
\delta (1 - \delta) \langle D_\delta (p, \hat{p}) \rangle = \delta \int \langle p \rangle + (1 - \delta) \int \hat{p} - \int \langle p^\delta \rangle \hat{p}^{1-\delta}
= \delta \int \langle p \rangle + (1 - \delta) \int \hat{p} - \int \hat{p}^\delta \hat{p}^{1-\delta}
= \delta \int \langle p \rangle - \delta \int \hat{p}.
\]

Therefore,
\[
\delta (1 - \delta) \langle D_\delta (p, q) \rangle = \delta \int \langle p \rangle + (1 - \delta) \int q - \int \langle p^\delta \rangle q^{1-\delta}
= \delta \int \langle p \rangle - \delta \int \hat{p} + \delta \int \hat{p} + (1 - \delta) \int q - \int \hat{p}^\delta \hat{p}^{1-\delta}
= \delta (1 - \delta) \langle D_\delta (p, \hat{p}) \rangle + \delta (1 - \delta) D_\delta (\hat{p}, q).
\]

This proves the theorem. \( \square \)

**Corollary 6.3** Given sample \( z \in \mathbb{Z} \) and a prior \( P(p) \) over \( \hat{p} \), the \( \delta \)-estimate \( q = \tau(z) \) in \( \hat{p} \) is given by the \( \delta \)-average over the posterior,
\[
q^\delta = \langle p^\delta \rangle_z.
\]

**Proof:** Substitute the posterior \( P(p|z) \) into the previous theorem. \( \square \)

This generalises the classical result that the least mean square estimate is given by \( \hat{a} = \langle a \rangle_z \). Therefore we immediately obtain an extension of the Kalman filter to any \( \delta \)-flat statistical models. The drawback is that, as a Kalman filter requires a matrix inversion at each step, the generalised algorithm requires the use of Bayes’ rule at each step. How difficult this is depends on the exact model.

**Example 6.1** Return to the multinomial family of distributions as considered before. The \( \delta \)-optimal estimate \( q \in \mathcal{P} \) is given by
\[
(q_i)^\delta = (a_i + m_i)/(|a + m|)_i,
\]
where \( |a| := \sum_i a_i \). In particular,
\[
q_i = (a_i + m_i)/(a + m), \quad \delta = 1,
\]
\[
\log q_i = \Psi(a_i + m_i) - \Psi(|a + m|), \quad \delta = 0.
\]
7 Optimal Estimators for Restricted Models

As said earlier, neural networks are statistical models such that \( Q \) is a proper subspace of \( P \). In this section we shall discuss such situations.

**Theorem 7.1 (Decomposition of errors)** Let \( Q \subseteq \hat{P} \) be a \((1 - \delta)\)-convex submanifold. Let \( P(p) \) be a prior on \( P \subseteq \hat{P} \). Denote by \( \hat{p} \) and \( \hat{q} \) the \( \delta \)-optimal estimates in \( \hat{P} \) and \( Q \), respectively, based on data \( z \in Z \). Then

\[
(7.1) \quad E_{\ell}(q\mid z) = E_{\ell}(\hat{p}\mid z) + D_{\ell}(\hat{p}, q) \\
(7.2) \quad = \langle D_{\ell}(p, \hat{p}) \rangle_z + D_{\ell}(\hat{p}, \hat{q}) + D_{\ell}(\hat{q}, q).
\]

This is an immediate generalisation of least mean square estimates for linear models. Consider the family of normal distributions with a fixed covariance matrix \( \Sigma \). Let \( \| \cdot \| \) be the norm associated with the inner product defined by \( \Sigma^{-1} \). Then the above reduces to

\[
(7.3) \quad \langle \| a - b \|^2 \rangle_z = \langle \| a - \hat{a} \|^2 \rangle_z + \|\hat{a} - b\|^2 \\
(7.4) \quad = \langle \| a - \hat{a} \|^2 \rangle_z + \|\hat{a} - \hat{b}\|^2 + \|\hat{b} - b\|^2,
\]

where \( a, b, \hat{a}, \hat{b} \) are posterior mean of \( p, q, \hat{p}, \hat{q} \), respectively.

The practical interpretations of these quantities can be summarised as follows:

- The manifold \( \mathcal{P} \) is the mathematical model. It is usually infinite dimensional.
- The manifold \( \mathcal{Q} \) is the computational model. It is always finite dimensional.
- \( p \in \mathcal{P} \) is the true distribution which generates the data. It is random even when conditional on the data. In other words, it is unknown even after the data is observed.
- \( \hat{p} \in \hat{\mathcal{P}} \) is the ideal \( \delta \)-estimate, which is not random conditional on the data. It is the \( \delta \)-average of the posterior \( P(p\mid z) \).
- \( \hat{q} \in \mathcal{Q} \) is the \( \delta \)-estimate within the model. It is the \( \delta \)-projection of \( \hat{p} \) onto \( \mathcal{Q} \).
- \( q \in \mathcal{Q} \) is the estimate which is actually computed.

By the theorem for the decomposition of errors, the total error of an estimate consists of three “orthogonal” components: the statistical error \( \langle D_{\ell}(p, \hat{p}) \rangle_z \) caused by the lack of knowledge about the true \( p \) from finite sample \( z \); the approximation error \( D_{\ell}(\hat{p}, \hat{q}) \) caused by the fact that the ideal estimate is not representable by the given model; and the avoidable error \( D_{\ell}(\hat{q}, q) \). It follows that the most one can do is to reduce \( D_{\ell}(\hat{q}, q) \). This is shown in Figure 9.

In summary, we introduce the following terms:
Figure 9: Decomposition of errors

- $E_i(q|z) = \langle D_i(p, q) \rangle_z$ — total error.
- $E_i(\hat{p}|z) = \langle D_i(p, \hat{p}) \rangle_z$ — statistical error, intrinsic uncertainty (minimum total error).
- $D_i(\hat{p}, q)$ — additional error.
- $D_i(\hat{p}, \hat{q})$ — approximation error (minimum additional error for the model).
- $D_i(\hat{q}, q)$ — Avoidable error.

It appears that many commonly used statistical techniques can be expressed in terms of these concepts:

- “Test of significance”, “alternative-free” test — Compare additional error with intrinsic error.
- “Classification”, “test among two alternatives”, “goodness of fit test” — Compare total error of several models.
- “Model adequacy” — Compare approximation error.
- “Cross validation” — Sample estimate of total error.

Since multilayer neural networks are usually not $\delta$-convex for any $\delta$, there may exist local optima of $E_i(\cdot|z)$ on $Q$. Let $p \in P$ be the environmental distribution. Let $q \in Q$ be the network distribution, parameterised by $w$. A practical learning rule is usually a gradient descent rule which moves $w$ in the direction which reduces $E_i(q|z)$. 
Example 7.1 To optimise the 1-divergence is equivalent to

\[(7.5)\quad \operatorname{Min}_q K(p, q) \iff \Delta w \sim \left\langle \partial_w \bar{l}(q) \right\rangle_p - \left\langle \partial_w \bar{l}(q) \right\rangle_q\]

This can be approximately implemented as a supervised learning rule, the Boltzmann machine learning rule [AHS85].

Example 7.2 To minimise the 0-divergence is equivalent to

\[(7.6)\quad \operatorname{Min}_q K(q, p) \iff \Delta w \sim \left\langle \partial_w l(q), \bar{l}(p) - \bar{l}(q) \right\rangle_q\]

This can be approximately implemented as a reinforcement learning rule, the simulated annealing reinforcement learning rule for stochastic networks [Zhu93].

The above should, in theory, be averaged over the posterior. However, since in neural network situations the prior is usually very week, the empirical distribution of \(z\) can be used in place of \(p\). The result will approach the correct result in the long run, which is to converge to a point where the generalisation error has a (local) minima.

Rather than simply regarding neural networks as non-flat models, some further structure may be used. Many neural networks, such as multilayer perceptrons, can be viewed as mixture models, for which a very powerful learning rule, the EM algorithm, exists [DL77]. The EM algorithm is recently re-analysed in light of information geometry [Ama94, Ama95].

If the model \(Q\) is further restricted such that neurons are independent of each other, then \(Q\) can be parameterised by the mean state of each neuron, resulting in a mean field model. This immediately gives the corresponding learning rules for feed-forward perceptrons and (continuous) Hopfield nets [Zhu93].

8 A Hypertrior is Unnecessary

In the proper Bayes framework, there is no difference between the prior and hyperprior. If the distribution of a variable is to change with new data, this variable is called parameter.

Let \(z\) be the data which we can observe directly. Let \(p\) be a parameter which we cannot observe but would like to infer from the observation of \(z\). Then by definition, the prior \(P(p)\) is the unconditional distribution of \(p\) while the posterior is the conditional distribution.

The change from prior to posterior is effected by the Bayes rule through the likelihood function which is dependent on the data. Therefore any attempt to infer about the prior from the data is fundamentally wrong and breaks the coherence only enjoyed by Bayes methods. Technically speaking, coherent use of probability theory requires the assignment of joint distributions, and Bayes rule is a method which enables one to achieve this.

---

\[^{2}\text{Let } \varepsilon(z) \text{ be an evaluation function specified by the environment. Define the environmental distribution by } l(p|z) = \beta \varepsilon(z), \text{ where } \beta \text{ is usually called the reciprocal temperature.} \]
It is well known that due to Cox’s Lemmas [Cox46], the only coherent method of real valued inference is through probability, which means, in particular, through the application of Bayes Theorem. All the other procedures will yield incoherent results sooner or later in a long chain of inference. Therefore, even if an approximation is valid at some stage from the point of view of certain applications, its validity is unlikely to hold if other consequences are derived from it. The incoherence will manifest itself, for example, if there is no learning rule which is optimal for almost all given data.

In the sense of pure mathematics, there is only one unique theory of probability, that defined by Kolmogorov’s Axioms [Kol56], which specifies what kinds of operations with probability distributions are logically coherent, without any restriction on the possible interpretations. Although various statistical methodologies assign different meanings to probability, they can be divided into two categories: either it is possible to assign a joint distribution of all the objects under consideration, or it is not. If it is possible, then for any two objects, the probabilities of \( a \mid b, b \mid a \), \( a \) and \( b \) cannot be given arbitrarily; they must be related by the Bayes’ rule. If it is not possible to assign a joint distribution, then it is always possible to find a counterexample, in which the probability of an object, whatever its meaning, can be different depending on the way it is calculated, even allowing infinitely accurate calculations. Therefore we shall restrict our discussion to the Bayesian framework.

The objects which are called hyperparameters in the literature are actually a mixture of different things. The reason to treat hyperparameters differently than the ordinary parameters is not always clear, and is sometimes wrong. Here we shall provide an unambiguous definition of the term “hyperparameter”. Then we shall show that if a parameter is qualified as such then it should always be integrated out before analysing the data.

Now suppose the parameter \( p \) can be decomposed into two parts \([w, r]\) such that \( P(z \mid p) = P(z \mid w) \), i.e. the \( r \) part is not contained in the likelihood function. Then we call \( r \) a “hyperparameter”. This appears to be the intended usages in [LS72] when the term was first introduced. Decomposing the prior into \( P(p) = P(w, r) = P(w \mid r)P(r) \), the joint distribution of \( z, w, r \) is given by

\[
P(z, w, r) = P(z \mid w)P(w \mid r)P(r),
\]

from which all the marginal and conditional distributions of combinations of these three variables are well defined. In particular, this is equivalent to the conditional independence of \( z \) and \( r \) given \( w \), defined by any of the following three relations,

\[
P(z, w \mid r) = P(z \mid w)P(w \mid r),
\]

\[
P(r, w \mid z) = P(r \mid w)P(w \mid z),
\]

\[
P(z, r \mid w) = P(z \mid w)P(r \mid w).
\]

For a highly stimulating discussion of the concepts of conditional independence in statistics see [Daw79], where the notation \( z \rightarrow r \mid w \) was also introduced to denote any of the above relations.
Given data $z$, the $\delta$-optimal estimate $P_\delta(z'|z)$ for the distribution of new data $z'$ is given by

$$
P_\delta(z'|z)^\delta = \int_{w,r} P(w,r|z)P(y|w)^\delta
$$

(8.5)

$$
= \int_w P(w|z) \int_r P(r|w)P(z'|w)^\delta = \int_w P(w|z)P(z'|w)^\delta
$$

(8.6)

$$
= \int_r P(r|z) \int_w P(w|r,z)P(z'|w)^\delta = \int_r P(r|z)P(z'|r,z)^\delta.
$$

(8.7)

From (8.6), it is seen that the optimal estimate is determined by the prior distribution of $w$, obtained by marginalising out $r$. The hyperparameter $r$ only serves as a tool in the definition of prior $P(w)$ and is otherwise irrelevant.

It is usually the case that $P(w)$ is analytically more troublesome to deal with than $P(w|r)$. This might prompt one to do Bayes inference by conditioning on a particular value of $r$. However, from (8.7), it is clearly seen that such results should then be integrated over the posterior of the hyperparameter, $P(r|z)$, which is monstrously more difficult to deal with analytically. Furthermore, there is no hope that $P(r|z)$ would be more concentrated than $P(r)$, at least for the purpose of estimating $w$, due to the conditional independence of $r$ and $z$. If to the required precision a certain representative value of $r$ can be chosen from $P(r|z)$, then a similar one can be chosen from $P(r)$, so that $P(w|r)$ can be used as the prior of $w$. Therefore there is no circumstance in which it would be beneficial to keep a true hyperparameter in an inference process. This is also confirmed by numerical simulations of controlled experiments [Zhu95].

For those parameters which are usually called hyperparameters but nonetheless do appear in the likelihood function, one has no other choice but to give them a full Bayesian treatment, as if they are part of $w$. Indeed, any attempt to separate such parameters from the weight $w$ is artificial.

The above analysis completely resolves the controversy in [Mac92, Wol93, Mac93]. The conclusion is that one can and should obtain an estimate which is both coherent and invariant, by employing both the Bayes rule and the information divergence criteria. There is no conflict between treating all parameters in Bayesian framework and using an invariant criteria to select an optimal estimate.

9 Optimal Solutions to Classification Problems

In this section subscripts are used to represent classes instead of sample points. Such usage is different from the rest of the paper.

Suppose there are several classes $i \in I$, each with a distribution of data $p_i \in \mathcal{P}$. Suppose there is a prior $P(p_i)$ for each class $i$ and a data set $z_i$ is observed for class $i$. From these the posterior $P(p_i|z_i)$ and $\delta$-optimal estimate $\hat{p}_i$ of class $i$ are well defined.
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Suppose there is a new data set \( z' \), with prior \( P(p') \). The posterior of the distribution of observed data is also well defined, together with its \((1 - \delta)\) optimal estimate.

Suppose we want to find the class \( i \) whose true distribution \( p_i \) is closest, in terms of \( \delta \)-divergence, to the true distribution \( p' \) which generates the new data \( z' \), averaged over the posterior. That is, we want to find the \( \delta \)-optimal classification, \( i \), which minimises

\[
\langle D_{\delta}(p_i, p') \rangle_{z_1, \ldots, z_n, z'_{1, \ldots, z_n, z'}} = \langle D_{\delta}(p_i, \hat{p}_k) \rangle_{z_i} + D_{\delta}(\hat{p}_k, \hat{p}'_k) + \langle D_{\delta}(\hat{p}', p') \rangle_{z'_{1, \ldots, z_n, z'}}.
\]

It is obvious that the third term, which represents intrinsic uncertainty about the true distribution of the class which generates the new data, is independent of \( i \). Therefore the \( \delta \)-optimal classification \( i \) is obtained by minimising

\[
\langle D_{\delta}(p_i, \hat{p}_k) \rangle_{z_i} + D_{\delta}(\hat{p}_k, \hat{p}') = \langle D_{\delta}(p_i, \hat{p}_k) \rangle_{z_i} + D_{\delta}(\hat{p}_k, \hat{p}').
\]

Classification Algorithm:

1. Given a data set \( z_1, \ldots, z_n \), Find the \( \delta \)-optimal estimate \( \hat{p}_1, \ldots, \hat{p}_n \). Compute \( \langle D_{\delta}(p_i, \hat{p}_k) \rangle_{z_i} \) for each class.

2. For any new data set \( z' \), find the \((1 - \delta)\)-optimal estimate \( p' \). Compute \( D_{\delta}(\hat{p}_k, \hat{p}') \) for each class.

3. Assign class \( i \) to \( z' \) in order to minimise \( \langle D_{\delta}(p_i, \hat{p}_k) \rangle_{z_i} + D_{\delta}(\hat{p}_k, \hat{p}') \).

It is important to note that in order to obtain the \( \delta \)-optimal classification \( i \), it is necessary to find the \((1 - \delta)\) estimate of \( p' \), instead of the \( \delta \)-optimal estimate. In most applications, the model space is exponential, and the class information is kept in \( \delta \)-estimates \( \hat{p}_k \). Therefore for each new data set to be classified, a \( 0 \)-optimal estimate is required. If a symmetrical formula is required, the \( 1/2 \) estimations for \( p_i \) and \( p' \) are required. In any case, this shows clearly that \( \delta \)-optimal estimates for \( \delta \) other than 1 are useful.

In practice, the model space \( \mathcal{Q} \) is a subset of \( \mathcal{P} \). It is in general impossible to express the optimal solution in \( \mathcal{Q} \). Suppose we compute the \( \delta \)-projection of \( \hat{p}_k \) to \( \mathcal{Q} \) as \( \hat{q}_i \), and the \((1 - \delta)\) projection of \( \hat{p}' \) to \( \mathcal{Q} \) as \( \hat{q}' \), then the following holds,

\[
\langle D_{\delta}(p_i, p') \rangle_{z_1, \ldots, z_n, z'} \leq \langle D_{\delta}(p_i, \hat{p}_k) \rangle_{z_i} + D_{\delta}(\hat{p}_k, \hat{q}_i) + D_{\delta}(\hat{q}_i, \hat{q}') + D_{\delta}(\hat{q}', \hat{p}') + \langle D_{\delta}(\hat{p}'_i, p') \rangle_{z_{1, \ldots, z_n, z'}}.
\]

The reason that the above is an inequality is that \( D_{\delta}(\hat{p}_k, \hat{q}_i) \) and \( D_{\delta}(\hat{q}_i, \hat{q}') \) may actually cancel each other. However, if the model is large enough so that both terms are small enough, it is sensible to ignore them altogether. This leads to the following algorithm.

Restricted Classification Algorithm:

1. Given a data set \( z_1, \ldots, z_n \), Find the \( \delta \)-optimal estimate \( \hat{p}_1, \ldots, \hat{p}_n \). Find the \( \delta \)-projection \( \hat{q}_i \) of \( \hat{p}_k \) onto \( \mathcal{Q} \). Compute \( \langle D_{\delta}(p_i, \hat{p}_k) \rangle_{z_i} \) for each class. Compute \( D_{\delta}(\hat{q}_i, \hat{q}') \) for each class.
2. For any new data set \( z' \), find the \((1 - \delta)\)-optimal estimate \( p' \). Find the \((1 - \delta)\) projection \( q' \) of \( p' \) onto \( Q \).

3. Assign class \( i \) to \( z' \) in order to minimise \( D_\delta(p_i, \hat{p}_i)_{z_i} + D_\delta(q_i, \hat{q}_i) \).

Note that this will not always result in the \( \delta \)-optimal classification. However, the procedure is well behaved when the model reasonably adequately represents the classes. This means that the projection error is small compared with the the “intra-class uncertainty” \( D_\delta(p_i, \hat{p}_i)_{z_i} \) and the “inter class divergence” \( D_\delta(p_i, \hat{p}_i) \).

In applications the data set \( z' \) often contains a single point, but this only simplifies the matter.

It might appear that the prescription given here for solving classification problems is non-Bayesian, since one might expect that a Bayesian treatment would assign a prior distribution to the classes which appears to be missing from the above treatment. This is not the case since the estimate \( \hat{p}' \) depends on the prior \( P(p') \), which can be specified in an arbitrary fashion. If the prior knowledge is such that \( z' \) is drawn from a distribution belonging to one of the classes, as is usually the case, then the prior of \( p' \) is a mixture of the priors of \( p_i \), and is therefore dependent on the mixing distribution. The general treatment here also allows the situations in which the class frequency in the test data is known to be different from that of the training data. This happens in practice if one tries to spend more computing resources training on more difficult classes, while the test set comes from applications with a different frequency.

10 Summary and Conclusions

The problem of finding a measurement of generalisation is solved in the framework of Bayesian inference, with machinery developed in the theory of information geometry.

By working in the Bayesian framework, this ensures that the measurement is internally coherent, in the sense that a learning rule is optimal if and only if it produces optimal estimates for almost all the data. By adopting an information geometric measure of divergence between distributions, this ensures that the theory is independent of parameterisation.

To guarantee a unique and well defined solution to the learning problem, it is necessary to generalise the concept of information divergence to the space of all the normalisable positive measures. This development reveals certain elegant relations between information geometry and the theory of Banach spaces, showing that the dually-affine geometry of statistical manifolds is in fact intricately related to the dual linear geometry of Banach spaces.

The framework and main results are summarised as the following:

- Neural networks are parameterised statistical models. Weights are coordinates. Learning rules are estimators.
• Bayes Rule gives a posterior over the distributions.

• Information geometry defines a divergence between two arbitrary distributions.

• Generalisation is measured by the posterior expected divergence between the true distribution and the estimated distribution.

• An estimator is optimal if and only if it almost always produces an optimal estimate.

• The ideal $\delta$-estimate is the $\delta$-average of the posterior.

• The $\delta$-estimate within a model $Q$ is given by the $\delta$-projection of the ideal $\delta$-estimate onto $Q$.

• The error of an estimate is the sum of the intrinsic uncertainty in the ideal estimate and the divergence between the ideal estimate and the actual estimate.

• Hyperparameters should be integrated out before statistical inference is performed.

The ideal optimal solution thus defined summaries, together with a statistic indicating the data size, all the information contained in the prior and data. The extension of information geometry to $\tilde{P}$ also offers a new perspective to the understanding of ancillary statistics.

This theory generalises linear Gaussian regression theory to general statistical estimation and function approximation problems.

The implication of this theory on the various methodologies for comparing neural network learning rules and other statistical inference methods is that a meaningful evaluation can and only can be achieved under three assumptions:

• A prior $P(p)$, describing the environment of all the problems.

• A divergence $D_\delta$, specifying the requirement of the task.

• A model $Q$, specifying available computing resources.

Any evaluation not having these three assumptions either assumes them implicitly, or the evaluation itself is influenced by uncontrollable random chances, which would be similar to evaluating the behaviour of gambling based on whether one actually wins.

A Relation with the Geometry of $L_{1/\delta}$

There are great conceptual simplifications when the $\delta$-geometry of $\tilde{P}(Z)$ is associated with the geometry of $L_{1/\delta}(Z)$, the space of $(1/\delta)$th power integrable functions on $Z$. Most material in this section is not presented in a rigorous manner. Some of it is even speculative.
It does not form an integral part of this report, but provides intuitive explanations which also serve as a motivation for future research.

The condition for \( D_\delta(p, q) = 0 \) is easily seen from the following inequalities \[HLP52\],

\[
\int p^{\delta} q^{1-\delta} \leq \left( \int p^\delta \right) \left( \int q^{1-\delta} \right) \leq \delta \int p + (1 - \delta) \int q.
\]

The first inequality becomes equality only when \( p \) and \( q \) are proportional to each other.

The second inequality becomes equality only when \( p \) and \( q \) have the same mass.

In view of the \( \delta \)-representations, the \( \delta \)-divergence is a generalisation of squared distance from Hilbert spaces to a dual pair of Banach spaces, \( D_\delta(p, q) = \theta(p) \cdot \eta(p) + (1 - \delta) \theta(q) \cdot \eta(q) - \theta(p) \cdot \eta(q) \).

For \( \delta = 1/2 \), the space \( L_{1/2} = L_2 \) is a self-dual Banach space, hence a Hilbert space. Correspondingly the connection \( \nabla^{1/2} \) is a self-dual connection, hence the Levi-Civita connection.

The \( 1/2 \)-divergence is the Hellinger distance, \( D_{1/2}(p, q) = \frac{1}{2} \| \theta(p) - \theta(q) \|^2 = \frac{1}{2} \| \eta(p) - \eta(q) \|^2 = 2 \int (\sqrt{p} - \sqrt{q})^2 \), since \( \theta(p) = \eta(p) \), and \( \theta(q) = \eta(q) \).

For \( \delta = 1 \), we obtain the cross entropy (Kullback-Leibler-divergence), given by

\[
D_1(p, q) = \int \left( q - p + p \log \frac{p}{q} \right).
\]

Similarly, \( D_0 \) is the reverse cross entropy.

The space \( \tilde{\mathcal{P}} \) can be identified with \( L_{1/\delta} \) through the one-one correspondence \( p \leftrightarrow \tilde{\ell}(p) \). This is possible only through the use of an (arbitrarily chosen) base measure \( \mu \). A property of \( \tilde{\mathcal{P}} \) defined through the \( \delta \)-coordinate is called invariant if it remains the same when a different \( \mu \) is chosen.

It is easily seen that \( \tilde{\ell}(\mathcal{P}) \) is the positive sector of a sphere centred at the origin, with radius \( 1/\delta \), in the sense of the Banach norm \( \| \cdot \|_{1/\delta} \). The affine geometry of \( \tilde{\mathcal{P}} \) defined by the \( \delta \)-connection corresponds to the natural affine geometry of \( L_{1/\delta} \) as a linear space, which is also induced by any inner product on \( L_{1/\delta} \). The space of probability distributions \( \mathcal{P} \)

\[18\text{Although this is only possible for some subspace of } L_{1/\delta}, \text{ we shall not worry too much about this point. In any case the discussion below will always be valid for } \mathcal{D}, \text{ the space of infinitely smooth functions with compact support, which is dense in any function space } [\text{Aub79}]. \text{ Therefore by a continuity argument most properties under discussion will hold for some substantial subspace of } L_{1/\delta} \text{ satisfying some general regularity conditions. From an application’s point of view, we are not really concerned with geometry in infinite dimensional spaces. What we are really interested in is whether a given property is valid for all the finite dimensional subspaces. To define a property on an infinite dimensional space is a way to ensure that the definitions in overlapping subspaces are compatible with each other.}]
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is a smooth surface in this inner product space. It is not necessarily a sector of a sphere, because the inner product is not given by the $1/\delta$-norm unless $\delta = 1/2$.

The inner product introduces an (infinite dimensional) Riemannian geometry on $\tilde{P}$. It induces a Riemannian geometry on $P$, which is not flat unless $\delta = 1$, since $P$ is not an affine subspace of $\tilde{P}$. This induced geometry depends both on the inner product $A$ chosen for the space $\tilde{P}$, and the base measure $\mu$ used to define the $\delta$-coordinate $l$. However, all the different inner products on $\tilde{P}$ thus defined induce the same affine geometry on $\tilde{P}$, that defined by the $\delta$-connections.

If the canonical inner product on $\tilde{P}$, defined by the norm
\[
\left( \int l(p)^2 \right)^{1/2}
\]
is used, the induced geometry is called $\delta$-geometry. The $\delta$-metric is not invariant unless $\delta = 1/2$, but the $\delta$-affine connections are invariant. Therefore, the statement that $\delta$-connections are not metric [Ama85] should be interpreted as meaning that they are not induced by the only invariant metric, the $1/2$-metric.

It is interesting to know the expressions for $\delta$-geometry in the $\epsilon$-coordinate system, where $\epsilon \neq \delta$. This will clarify the above discussions. To avoid discussion of regularity conditions, we shall only consider the case where $Z$ is finite.

Let $\theta^i := \frac{i}{l}$, $\eta^i := \frac{i}{l}$, and $\xi^a := \frac{a}{l}$. Then, by definition,
\[
\partial_i^\delta = p_a^{i-\epsilon} \mathbf{1}_a^i, \quad \partial_{ab}^i = (\delta - \epsilon)p_a^{i-2\epsilon} \mathbf{1}_{ab}^i,
\]
\[
\delta g_{ij} = 1_{ij}, \quad ?_{ijk} = 0.
\]
Therefore
\[
\delta g_{ab} = \partial_{a}^\delta \partial_{b}^\delta g_{ij} = p_a^{2(\delta - \epsilon)} \mathbf{1}_{ab},
\]
\[
?_{abc} = \partial_{ab}^\delta \partial_{c}^\delta g_{ij} = (\delta - \epsilon)p_a^{2\delta - 3\epsilon} \mathbf{1}_{abc},
\]
\[
?_{ab}^c = (\delta - \epsilon)p_a^{\epsilon} \mathbf{1}_{ab}^c.
\]
This specifies the $\delta$-geometry in the $\epsilon$-coordinates. The above formulas are of course compatible with the Eguchi relations
\[
\frac{1}{\sqrt{2}} \delta g_{ab} = \partial_a^\theta \partial_b^\eta \eta^i = p_a^{1-2\epsilon} \mathbf{1}_{ab},
\]
\[
\frac{1}{\sqrt{2}} \delta g_{cd} \delta g_{ab} = \partial_{ab}^\theta \partial_{cd}^\eta \eta^i = (\delta - \epsilon)p_a^{1-3\epsilon} \mathbf{1}_{abc}.
\]
The Christoffel symbols for different $\delta$ are proportional to each other. This does not mean that they are induced by metrics which are proportional to each other, since Christoffel symbols are not tensors.\footnote{We would like to thank Prof. S. Amari for clarifying this potentially confusing point.} Indeed, the proportionality coefficients $\delta - \epsilon$ depends on the
particular coordinate system through the presence of $\epsilon$.

In multinomial models, the volume differential element associated with $\hat{g}$ is

$$\sqrt{\det[\hat{g}_{ab}]} = \prod_i p_i^{\hat{b}-\epsilon}.$$  

(A.13)

This defines a density on $\hat{P}$ which can be called the $\delta$-uniform density. In the coordinate system with $\epsilon = 1$, it is easily seen that this is exactly the Dirichlet prior with parameter $\delta \mathbf{1} = [\delta, \ldots, \delta]$,

$$\sqrt{\det[\hat{g}_{ab}]} = p^{1-1} \sim D(p|\delta \mathbf{1}).$$  

(A.14)

These densities, especially for $\delta = 1/2$, are called “non-informative priors” [Jeff61, DeG70, BT73, Ber85]. Although the $\delta$-metric is not invariant, the $\delta$-densities are proportional to each other in different coordinate systems. The $\delta$-uniformity is therefore invariant. This is of course very natural, considering that the inner product is invariant under the Lie group associated with an affine space. The non-informative priors were in fact first introduced by Jeffreys [Jeff61] through invariance properties. See [Kas89] for more on the relation between non-informative priors and affine structure.

The existence of invariant non-informative priors removes a major reason for reluctance to use the Bayes methods [Fis30, Fis34, Fis36]. This $\delta$-uniform prior is well defined for any finite dimensional $\delta$-affine submanifold of $\hat{P}$. However, for higher dimensional cases many non-Bayesian statistics corresponds to Bayesian statistics with improper priors which are not non-informative [DSZ73, Aka80]. We do not know whether the concept of Haar measure is applicable to a non-locally compact group.

One should not insist on choosing the $1/2$-uniform prior as the only non-informative prior, since it is readily observed that the maximum likelihood estimate for the multinomial distribution is the $1$-optimal estimate with a $0$-uniform prior. It is commonly accepted that the maximum likelihood estimate is among the best estimate based on information from the data alone. It is very likely that most of the desirable properties of the maximum likelihood estimate also hold for any $\delta$-optimal estimate with $\epsilon$-uniform prior, for any $\delta, \epsilon \in [0, 1]$.

The relation between the dual affine geometry of statistical manifolds and the duality between Banach space pairs opens a fascinating front for mathematical research. One obvious question to ask is whether any dual affine statistical manifolds in the sense of Lauritzen[Lau87] are associated with Banach space pairs, and whether the converse is true. In the theory of function spaces[Ada75, Aub79, Tri83], the index $\delta$ can be interpreted as a coefficient (multiplied on dimensionality) of orders of smoothness for the functions in a function space. It is another interesting question whether this interpretation has anything to do with $\delta$-divergence.

Another interesting issue worthy of further exploration is the relation between the $\delta$-optimal
estimate and the need for ancillary statistics. It seems that the ancillary is used to indicate the distance from the δ-optimal estimate in \( \tilde{P} \) and its image on \( P \).
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