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Abstract—We apply both the unsupervised and supervised
machine learning (ML) methods, in particular, the k-means
clustering and support vector machine (SVM) to improve the
performance of the optical communication system based on the
nonlinear Fourier transform (NFT). The NFT system employs the
continuous NFT spectrum part to carry data up to 1000 km using
the 16-QAM OFDM modulation. We classify the performance of
the system in terms of BER versus signal power dependence.
We show that the NFT system performance can be improved
considerably by means of the ML techniques and that the
more advanced SVM method typically outperforms the k-means
clustering.

Index Terms—Machine learning, support vector machine, k-
means clustering, nonlinear Fourer transform, optical communi-
cations

I. INTRODUCTION

ML techniques have recently attracted a great deal of
attention as effective tools for mitigation of the nonlinearity-
induced signal distortions in fibre-optic communications [1]-
[3]. ML can be applied to establish high dimensional relation-
ships between system components (parameters) while taking
various factors and constraints into account simultaneously [3].
In our study here we address the NFT-based communication
systems employing the continuous nonlinear spectrum [4] and
append those systems with the ML block at the receiver (Rx)
side after the demodulation.

We assume here that the propagation of the optical signal
in the fibre is described by the lossless nonlinear Schrodinger
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equation (NLSE). We write down the NLSE for the slow-
varying envelope function ¢(z,t¢) in the dimensionless form
(see e.g. Ref. [4] for normalisations):

iq: — qu — 2|q|*q = n(z, 1), (1)

where z is a normalised distance along the fibre, ¢ is time
and 7)(z,t) is the optical noise term arising due to the
amplification (the noise is assumed to be distributed along the
link). Eq. (1) without the right hand side can be solved using
the NFT technique [5], within which the special “nonlinear
eigenmodes” propagate inside the nonlinear Fourier (NF)
domain in a linear decoupled manner while the evolution in
the optical domain occurs according to nonlinear Eq. (1). The
linear NFT modes evolution can be utilised in the effectively
nonlinearity-free NFT-based transmission framework [4], [6],
where we use the parameters of these eigenmodes as informa-
tion carriers. The nonlinear frequency division multiplexing
concept (NFDM) was proposed in [6] which deals with the
multiplexing of NF spectrum components, in contrast to the
conventional WDM dealing with Fourier modes. The signal
components (eigenmodes) inside the NF domain represent the
two orthogonal types: the continuous nonlinear waves and
non-dispersive solitons. In our current study we use only the
former continuous part of the NF spectrum for the modu-
lation, similarly to the systems proposed in [7], [8], i.e. by
using the so-called nonlinear inverse synthesis (NIS) method,
Fig. 1. Within the NIS method, the signal is generated at the
transmitter (Tx) from the modulated and encoded continuous
nonlinear spectrum profile r(£) by employing the inverse NFT.
In the expression for r(£) the parameter ¢ plays the role
of the nonlinear analogue of frequency. Then the generated
signal is launched into the optical fibre. At the Rx, located
at distance z = L, we perform the NFT operation recovering
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Fig. 1. Schematic of the nonlinear frequency division multiplexing (NIS)
transmission scheme appended with the ML equalisation at Rx side.

the spectral profile r(&, L), and then remove the accumulated
phase rotation:

r(€,0) = r(¢, L)e €L,

In our work here we use the popular OFDM modulation to
construct the 7(§) profile [7], [8], with the effective bit-rate of
the resulting system being 52 Gbps.

The goal of this paper is to study the performance improve-
ment of the OFMD-NIS system described above by using
the ML techniques. The results are qualified via the BER
vs. power curves and the performance improvement obtained
through the use of supervised (SVM) and unsupervised (k-
means clustering) ML methods. We note that the SVM method
has been successfully applied for the improvement of “conven-
tional” optical systems [9], [10], while the k-means clustering
method was also studied in earlier works [11], [12] but is
still of interest [13]. However, to the best of our knowledge,
application of ML-based equaliser at the Rx side to NFT-based
transmission (in the NF domain) has not been reported yet.
Only a time-domain neural network receiver for NFDM system
has been proposed [14].

II. SIMULATIONS RESULTS

For our simulations we use an OFDM system with 128 sub-
carriers as

64
r(§,z=0)= Y cpsinc(26 — k), )

k=—63

where cj, are 16-QAM symbols. The transmission takes place
in burst mode [8], where the full temporal support of our single
symbol (burst) is 9.8 ns. We assume that the transmission
occurs down the single mode fibre with standard parameters
[4], [6]. The propagation distance of our system is 1000 km.
Overall, for the data detection and the comparison of the
performance we consider approximately 5000 realizations of
inline noise and randomly selected 16-QAM coefficients.

Received symbols were identified using conventional hard
decision detection, concretely, the complex plane of received
cr, was divided into the equal squares, and the symbols getting
into the wrong square were identified as errors. We also use
a phase equalisation, meaning the uniform rotation of the
whole constellation combined with hard decision method. The
BER vs. launch power curves obtained in the NFDM systems
without ML is presented in Fig. 2 by the amber (without phase
rotation) and blue curves.

It is known that the NFDM systems are impacted by the
noise on a larger scale then the conventional systems, the

—e—w/ SVM )
—e—w/ k-means
20 hard decision |
10 hard decision w/ phase equalis

BER

-14

-20 -18 -16
Launch power (dBm)

-22 -12

Fig. 2. BER vs optical launch power for 16-QAM NFDM system for
conventional hard decision, hard decision after phase equalisation, k-means
and SVM equalisers (amber, blue, red and green curves respectively). Black
dashed line represents HD-FEC threshold

fact which severely limits their performance [15]. To improve
the performance and noise tolerance of the NFDM systems
we apply two ML techniques for data detection inside the
NF domain. First we use unsupervised ML algorithm, the k-
means clustering that can be applied to unlabelled data i.e.,
the data that does not belong to any group. The goal of this
algorithm is to group data into clusters and give them some
labels. The algorithm starts from random cluster centroids
(centres) initialisation. Then the points closest to the centroid
are assigned to appropriate cluster. After that, the locations of
centroids are re-initialised to the points corresponding to the
value that will minimize the average of the distances belonged
to cluster centroid. We repeat the procedure of re-initialization
till centroid’s position does not change.

In our paper we use the so-called k-means++ algorithm [16]
for cluster centre initialisation implemented in MATLAB. To
search for the lower local minima we perform more than 20
replicates of repeat clustering (typically 25-30 depending on
the sum of minimal distances) using the new initial cluster
centroid positions to avoid termination at local minima. Then,
the clusters configuration corresponding to the minimum of
the total sum of distances between centroids and symbols
which belong to centroids, was used for the BER calculation.
In Fig. 3 we present the resulting cluster configuration for
the launch power -17.5 dBm (the clusters are marked with
a specific colour), where the points which were incorrectly
detected by hard decision method with phase equalization are
highlighted by the black circles.

Next we aim to improve the performance of the system
by employing the supervised ML algorithm and process our
data at the Rx side by using the SVM method. SVM is
known as a popular powerful ML tool for classification and
regression tasks. One of the main features of SVM is that the
algorithm creates decision boundaries with the largest possible
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Fig. 3. Cluster obtained by k-means method with centroids (white crosses) and
points that were detected incorrectly by hard decision with phase equalisation
and correctly by k-means (black circles) for power is equal to -17.5 dBm

margins for the training samples from different clusters. Then
the new samples are assigned to one of the groups depending
on the encircled domain they fall in. In our paper we use the
open source LIBSVM package [17] for MATLAB. The typical
implementation of SVM consists in two essential steps. In
the first step, we train a data set to obtain a model. Around
10,000 training symbols (that is 8% of the overall number
of samples) were used to train the system. In the second step,
the model obtained was applied for identification of the rest of
the data set. Therefore, the BER of the system was evaluated
from the data excluding 8% the points used for the training.
The decision boundaries obtained by the SVM method differ
significantly from the ones (the straight lines) used in the hard
decision method as shown in Fig. 4.

The BER resulting from applying the four methods de-
scribed above are presented in Fig. 2 for various signal powers
at 1000 km.

The k-means can correctly classify some points that are
misclassified by the conventional detection, represented by
black circles in Fig. 3: the algorithm can recover some
additional fraction of data on the edges of clusters. Therefore,
we see that the application of k-means clustering provides
slightly better performance than conventional detection with
the phase shift of the received data points depicted in Fig. 2.
The constellation points with the largest relative power (the
corners of the constellation) contribute more to the overall
error, such that the k-means correction in these areas is most
noticeable. Overall, it can be seen from Fig. 2 that SVM
delivers the best performance for our system.

The influence of the size of our training set on the BER
for the signal power of -17.5 dBm is shown in Fig 5. The
overall number of symbols used for SVM simulation in the
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Fig. 4. Resulting nonlinear decision boundaries obtained by SVM method
for the power is equal to -18.6 dBm (corresponds to minimum BER)
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Fig. 5. Impact of the number of training symbols on SVM model performance.
Black dashed line represents HD-FEC threshold.

training and test set is equal to 131,072. It is clear from that
figure that the performance changes insignificantly for the test
sets larger than 4000 symbols. Therefore our choice of 10,000
symbols for the model training, which lies in the saturation
region in Fig. 5, guarantees the high enough accuracy of the
SVM equaliser used for drawing Fig. 2.

III. CONCLUSIONS

We have applied both supervised and unsupervised ML
methods as equalisers at the Rx side for the data detec-
tion in the NFT-based optical transmission system. Two ML
methods, the SVM and k-means clustering, were compared
with a hard decision detection scheme. It was shown that the
SVM provides the best performance improvement which is
demonstrated by means of our comparing the BER vs power
dependences for SVM, k-means and conventional detections



schemes. The k-means clustering albeit improving the system
performance, results in a generally lower value of improve-
ment compared to the SVM-based equalisation. The overall
BER improvement achieved by the SVM-based equalisation
was about 35% at the optimal power.
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