Abstract

The analysis of the Taylor-Couette problem in the small gap limit is extended to the cases of tertiary and quaternary solutions. The theoretical results are compared with experimental observations. Although in the latter the small-gap approximation is not always well approximated, the comparison of theoretical results and observations yields reasonable agreements. The absence of the wavy twist mode in the observed patterns is explained by the presence of no-slip boundary conditions in the axial direction of the experimental apparatus, which differ from the periodic conditions imposed in the theoretical analysis. Quaternary solutions bifurcating from the tertiary ones through subharmonic instabilities are presented and compared with experimental observations. Reasonable agreement has been found.
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1. Introduction

The Taylor-Couette system continues to fascinate experimental as well as theoretical fluid dynamicists by its rich variety of flow patterns. This variety is best illustrated by the famous Figure 1 of the paper by [1], in which the numerous observed patterns have been indicated as functions of the rotation rates of two independently rotating co-axial cylinders. Since that time several new experimental and theoretical studies have been prepared and this research is likely to continue in the future since a complete understanding of the various patterns of fluid flow in the Taylor-Couette system can still not be claimed. For a recent assessment of the role of the Taylor-Couette problem in the general field of fluid dynamics we refer to [2] and for an earlier review to [3].

In the present paper extensions of the analysis of [4] (to which we shall refer to in the following by WBN) will be presented. Our investigations are motivated by the experimental work of [5] (to which we shall refer to in the following by HBA) and by the more recent plane-Couette flow experiments carried out on a turntable by [6] (referred to hereafter by TTA) and by [7] (referred to by SSA).

In the paper WBN the small-gap approximation was employed for the theoretical analysis of the Taylor-Couette problem. In the small gap limit a symmetry is gained and the number of parameters is reduced by one. The fact that the more recent experimental observations of HBA have confirmed the stability boundaries for the onset of twist vortices even though the radius ratio of their cylindrical boundaries, $r_i/r_o = 0.88$, differed considerably from the small gap limit, $r_i/r_o \approx 1$, encourages us to continue the use of the small gap approximation. The small gap approximation or equivalently the plane Couette flow problem in a system rotating about an axis in the span-wise direction has also been employed by [8] and recently by [9]. [8] has focussed the attention on low rotation rates and referred to [10] for comparisons with experimental observations. Similarly [9] emphasized low rotation rates with the goal of comparisons with the experimental results of TTA and SSA. Because these experiments employed a Couette apparatus on a turn-table the observations had to be restricted to relative small values of the rotation rate. In the present work larger values of the rotation rate will be considered and comparisons will be made with observations of HBA based on a cylindrical apparatus.

A comparison with the observations of HBA has also been performed by [11] (to which we shall refer in the following by AnS) who performed numerical computations of patterns of the Taylor-Couette system for different radius ratios of the cylindrical boundaries. Among those ratios they included the case $r_i/r_o = 0.88$ used by HBA. Wherever a comparison with the results of WBN has been possible AnS found good agreement. We regard this as additional support for our use of the small gap approximation. On the other hand the use of the experimental aspect ratio is not sufficient for a
Figure 1: Taylor-Couette systems. (a) Circular Taylor-Couette system: two co-axial cylinders of radii \( r_1 \) and \( r_2 \), rotating with different speeds \( \Omega_1 r_1 \) and \( \Omega_2 r_2 \), respectively. (b) Narrow gap limit of the circular Taylor-Couette system (rotating plane Couette flow): the system is rotating with angular velocity \( \Omega = (\Omega_1 + \Omega_2) h^2/\nu \) and the two plates are drifting with a relative velocity \( (0, 2R, 0) \). The dimensional gap width between the two infinite plates is \( 2h \). The \( x \), \( y \) and \( z \) coordinates in the narrow gap planar system (b) correspond to the radial, azimuthal and axial directions in the circular Taylor-Couette system (a), respectively. Note that (b) refers to the dimensionless system.

2. Mathematical formulation of the problem

We consider the flow in the narrow gap between two co-axial cylinders with radii \( r_1 \) and \( r_2 \) that are rotating with speeds \( \Omega_1 r_1 \) and \( \Omega_2 r_2 \), respectively. Half of the gap width, \( h \equiv (r_2 - r_1)/2 \) will be used as length scale in the following and \( h^2/\nu \) is used as timescale, where \( \nu \) is the kinematic viscosity of the fluid. We assume the limit \( h/r_1 \) tending to zero and introduce a Cartesian system of coordinates with \( x \), \( y \), \( z \) in the radial, azimuthal and axial directions, respectively, as shown in Figure 1. The corresponding unit vectors are denoted by \( \mathbf{i} \), \( \mathbf{j} \), \( \mathbf{k} \). The dimensionless Navier-Stokes equations can then be obtained in the form:

\[
\left[ \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \right] \mathbf{u} + \Omega \mathbf{k} \times \mathbf{u} = -\nabla \pi + \nabla^2 \mathbf{u},
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \Omega \) is twice the mean rotation rate in dimensionless units,

\[
\Omega = (\Omega_1 + \Omega_2) h^2/\nu.
\]

The boundary conditions are given by

\[
\mathbf{u} = \mp R \mathbf{j} \quad \text{at} \quad x = \pm 1,
\]

where the Reynolds number \( R \) is defined by

\[
R \equiv h \left( \Omega_1 - \Omega_2 \right) (r_1 + r_2) / (4\nu).
\]
It is convenient to eliminate the equation of continuity (2) by the introduction of the following general representation of the velocity field:

\[
\mathbf{u} = [ - Rx + V(t,x) ] \mathbf{j} + W(t,x) \mathbf{k} + \tilde{\mathbf{u}},
\]

\[
\tilde{\mathbf{u}} = \nabla \times [ \nabla \times i \phi(t,x) ] + \nabla \times i \psi(t,x).
\]

(6)

Accordingly \( \tilde{\mathbf{u}} \) can be expressed in the form

\[
\tilde{\mathbf{u}} = - \triangle_2 \phi \mathbf{i} + \left[ \frac{\partial^2 \phi}{\partial x \partial y} + \frac{\partial \psi}{\partial z} \right] \mathbf{j} + \left[ \frac{\partial^2 \phi}{\partial z \partial x} - \frac{\partial \psi}{\partial y} \right] \mathbf{k},
\]

(7)

where the operator \( \triangle_2 \) is defined by \( \triangle_2 \equiv \nabla^2 - (i \cdot \nabla)^2 \). By operating with \( i \cdot \nabla \times (\nabla \times \circ) \) and \( i \cdot \nabla \times \circ \) on equation (1) we obtain the following two equations for \( \phi(t,x) \) and \( \psi(t,x) \):

\[
\begin{align*}
\left[ \nabla^2 - \frac{\partial}{\partial t} \right] \nabla^2 \triangle_2 \phi - \Omega \frac{\partial}{\partial z} \triangle_2 \phi &= (-Rx + V) \frac{\partial}{\partial y} \nabla^2 \triangle_2 \phi - \frac{\partial^2 V}{\partial x^2} \frac{\partial}{\partial y} \triangle_2 \phi \\
&\quad - \frac{\partial^2 W}{\partial x^2} \frac{\partial}{\partial z} \triangle_2 \phi + W \frac{\partial}{\partial z} \nabla^2 \triangle_2 \phi + i \cdot \nabla \times [ \nabla \times (\tilde{\mathbf{u}} \cdot \nabla \tilde{\mathbf{u}})],
\end{align*}
\]

(8)

\[
\begin{align*}
\left[ \nabla^2 - \frac{\partial}{\partial t} \right] \triangle_2 \psi + \Omega \frac{\partial}{\partial z} \triangle_2 \phi &= (-Rx + V) \frac{\partial}{\partial y} \triangle_2 \psi + \left[ R - \frac{\partial V}{\partial x} \right] \frac{\partial}{\partial z} \triangle_2 \phi \\
&\quad + W \frac{\partial}{\partial z} \triangle_2 \psi + \frac{\partial W}{\partial x} \frac{\partial}{\partial y} \triangle_2 \phi - i \cdot \nabla \times (\tilde{\mathbf{u}} \cdot \nabla \tilde{\mathbf{u}}). 
\end{align*}
\]

(9)

The mean flows in the azimuthal and axial directions obey the equations

\[
\begin{align*}
\left[ \frac{\partial^2}{\partial x^2} - \frac{\partial}{\partial t} \right] V &= - \frac{\partial}{\partial x} \triangle_2 \phi \left[ \frac{\partial^2}{\partial x \partial y} \phi + \frac{\partial}{\partial z} \psi \right],
\end{align*}
\]

(10)

\[
\begin{align*}
\left[ \frac{\partial^2}{\partial x^2} - \frac{\partial}{\partial t} \right] W &= - \frac{\partial}{\partial x} \triangle_2 \phi \left[ \frac{\partial^2}{\partial z \partial x} \phi - \frac{\partial}{\partial y} \psi \right],
\end{align*}
\]

(11)

where the bar indicates the average over surfaces \( x = \text{constant} \).

Note that the mean flow \( W \) in the axial direction was not considered in WBN, in contrast to the present study, where we allow mean flows in both directions. The requirement of vanishing velocity at the boundaries implies the conditions:

\[
\phi = \frac{\partial \phi}{\partial x} = \psi = V = W = 0 \quad \text{at} \quad x = \pm 1.
\]

(12)

### 2.1. Harmonic expansion and stability analysis

We assume periodicity in both stream-wise (\( y \)) and span-wise (\( z \)) directions, whereas non-slip boundary conditions are imposed at \( x = \pm 1 \). For the poloidal (\( \phi \)) and toroidal (\( \psi \)) components in equation (6), we assume the following expansions:

\[
\phi = \sum_{\ell=0}^{L} \sum_{|m| \leq M, |n| \leq N} \phi^{\ell m n} F_\ell(x) \exp \left[ i m \alpha (y - c t) + in \beta z \right],
\]

(13)

\[
\psi = \sum_{\ell=0}^{L} \sum_{|m| \leq M, |n| \leq N} \psi^{\ell m n} G_\ell(x) \exp \left[ i m \alpha (y - c t) + in \beta z \right].
\]

In expressions (13) we have incorporated the phase speed \( c \) in order to account for steady (\( \phi(x), \psi(x), c = 0 \)) as well as shape preserving traveling wave solutions with the uniform velocity field (\( \phi(x), \psi(x), c \neq 0 \)). \( F_\ell(x) \) and \( G_\ell(x) \) (\( \ell = 0, 1, \ldots, L \)) are combinations of the 1st kind Chebyshev polynomials (\( T_\ell(x) \) (\( \ell = 0, 1, \ldots, \))):

\[
F_\ell(x) = \frac{(\ell + 1) T_{\ell+4}(x) - 2 (\ell + 2) T_{\ell+2}(x) + (\ell + 3) T_{\ell}(x)}{4 (\ell + 2)},
\]

(14)

\[
G_\ell(x) = \frac{T_{\ell}(x) - T_{\ell+2}(x)}{2},
\]

(15)

that are employed in order to satisfy

\[
F_\ell = \frac{dF_\ell}{dx} = G_\ell = 0 \quad \text{at} \quad x = \pm 1.
\]

(16)
For the mean flows in the azimuthal and axial directions we write:

\[ V(x) = \sum_{\ell=0}^{L} V_\ell G_\ell(x), \]

\[ W(x) = \sum_{\ell=0}^{L} W_\ell G_\ell(x) + \mu (x^2 - 1), \]

where \( \mu \) is determined by the condition of vanishing mass flux in the \( z \)-direction,

\[ \int_{-1}^{+1} W(x) \, dx = 0. \]

This ensures that our numerical model represents the properties of the usual experimental set-ups. The integer values \( L, M, N \) represent the truncation parameters and \( \phi_{\ell mn}, \psi_{\ell mn}, V_\ell, W_\ell \) are coefficients to be determined. The values \( L, M, N \) must be sufficiently high such that the numerical solutions do not change significantly if \( L, M, N \) are increased. For example the level \( (L, M, N) = (17, 8, 17) \) is selected for the Twisolution and for \( R \leq 150 \), which yields a relative error of less than 1%. For states arising from a subharmonic instability as much as twice the truncation level mentioned above must be employed in the respective directions. This inevitably results in a large number of coefficients \( \phi_{\ell mn}, \psi_{\ell mn}, V_\ell \) and \( W_\ell \) from eqs. (11), that need to be determined. Additionally, symmetries of the nonlinear states have been used in order to reduce the number of independent coefficients.

In order to analyse the stability of steady or steadily drifting solutions we use Floquet analysis and we superimpose complex infinitesimal disturbances \( \tilde{\phi}, \tilde{\psi} \) onto \( \phi \) and \( \psi \), respectively,

\[ \tilde{\phi} = \sum_{\ell=0}^{L} \sum_{|m| \leq M, |n| \leq N} \tilde{\phi}_{\ell mn} F_\ell(x) \exp \left[ i(m\alpha + d) (y - ct) + i(n\beta + b) z + \sigma t \right], \]

\[ \tilde{\psi} = \sum_{\ell=0}^{L} \sum_{|m| \leq M, |n| \leq N} \tilde{\psi}_{\ell mn} G_\ell(x) \exp \left[ i(m\alpha + d) (y - ct) + i(n\beta + b) z + \sigma t \right]. \]

The disturbances satisfy the boundary conditions:

\[ \tilde{\phi} = \frac{\partial \tilde{\phi}}{\partial x} = \tilde{\psi} = 0 \text{ at } x = \pm 1. \]

Herein the value of \( d^2 + b^2 \) is assumed to be different from zero in the stability analysis, and therefore no contributions to the mean flows in the azimuthal and axial directions are taken into account. If the real part \( \sigma_t \) of the growth rate \( \sigma \) is positive anywhere as a function of the Floquet parameters \( d \) and \( b \), then the steady solution is unstable; otherwise it is regarded as stable.

Direct Numerical Simulations (DNS) are employed mainly for the cases where time dependent solutions need to be determined, that do not lead to shape preserving traveling waves. The evolution in time of the oscillatory states is analysed through integration in time of the system of equations for the expansion coefficients \( \phi_{\ell mn}(t) \) and \( \psi_{\ell mn}(t) \) in the general representation (13). The truncation level is determined in the same way as in the case of steady state solutions or shape preserving traveling waves. In order to determine the stability range of these oscillatory states we introduce perturbations on the leading coefficients and observe their evolution in time. The oscillatory state is considered stable for the range of Reynolds numbers and rotation rates, for which a converged solution (that remains unchanged with further time integrations) can be identified.

3. Taylor vortices with the critical wavelength and their instabilities

It is well known from previous work (see for example [12]) that the onset of instability in the form of Taylor vortices of the \( y \)-independent basic state occurs for

\[ R = \frac{106.8}{\Omega} + \Omega \]

in the small gap limit with nearly co-rotating cylinders, to which we restrict attention in this paper. The \( y \)-independent solution bifurcating from the state \( V_0 = -Rx \) is characterised by the critical value \( \beta_c = 1.558 \) of the wavenumber \( \beta \) and is called Taylor vortex flow (Tv). As this solution evolves as a function of the parameters \( R \) and \( \Omega \) it encounters stability boundaries corresponding to the onset of three-dimensional disturbances of the various kinds as indicated in Figure 2. The
Figure 2: Stability boundaries of Taylor vortices (Tv) for $\beta = \beta_c = 1.558$ in the narrow gap limit. The results of the present analysis with $(L, M, N) = (25, 0, 25)$ can be compared with those of NAG (corresponding to the terms in brackets), where the monotonic and oscillatory instabilities of Tv for the critical value of $\beta$ have first been presented. The right plot displays the value of the parameter $d$ (here $b = 0$, see equations (20)), for which the real part $\sigma_r$ of the growth rate $\sigma$ becomes positive, thus determining the boundaries on the left plot. The types of curves between the two plots are in one to one correspondence. The outer (thin) curve is the neutral stability boundary.

Table 1: Nomenclature for states of flow used by HBA, NAG, WBN and the present study. We note that the Wavy inflow/outflow boundary states were reported as tertiary states in NAG, and that there are other wavy inflow boundary states (not denoted as TWI+WIB) in HBA.

Table 2: Numerical accuracy: convergence of the real ($\sigma_r$) and imaginary ($\sigma_i$) parts of the leading eigenvalue $\sigma = (\sigma_r, \sigma_i)$, as a function of the truncation level, close to the stability boundary of Sow for $\beta = 1.558$. $b = 0.779$. $(\Omega, d) = (58, 0.619), (57, 0.651), (61, 0.682)$ and $(62, 0.748)$ are for $R = 140, 240, 340$ and 440, respectively.
Figure 3: Tertiary states for $\beta = 1.25$ visualised by the potential $\psi$: (a) ordinary twists (Twi) for $(R, \Omega, \alpha) = (150, 50, 1.7)$ and (d) wavy twists (Wtw) for $(75, 65, 0.6)$. $\psi$ is plotted on the plane $x = 0$, whereas (b)-(c) and (e)-(f) are contour plots at $x = 0.7$ for the azimuthal, $v = \frac{\partial^2 \phi}{\partial x \partial y} + \frac{\partial \psi}{\partial z}$, and axial, $w = \frac{\partial^2 \phi}{\partial x \partial z} - \frac{\partial \psi}{\partial y}$, components of the velocity field for the tertiary states Twi and Wtw as indicated.

The finite-amplitude tertiary solutions corresponding to Wtw and Twi were described in WBN, and they are confirmed in this work to bifurcate always supercritically. A useful measure of characterization of finite-amplitude solutions is given by the azimuthal component of the torque, $\tau_\phi = R - \frac{\partial V}{\partial x}$, which is exerted on the cylinders.

Table 1 of WBN compares $\tau = \tau_\phi$ of Twi and Wtw with values of $\tau$ of the (unstable) two-dimensional solutions at the same points in the parameter space. It is shown in WBN that the torques of the tertiary flows always increase with Reynolds number, but are smaller than the torque values of the corresponding Taylor vortex solution. Twi were found to be stable at intermediate rotation number values, while Wtw were found to be stable at higher $\Omega$. WBN also noted that there is a regime around $\Omega/R = 0.7$, where no stable states could be obtained.

In order to show a detailed comparison between our numerical scheme and that of WBN we present Table 3. Here examples from WBN for the torque $\tau$ of the secondary Tv and of the tertiary Twi and Wtw solutions, are compared directly with our own results. The truncation levels used in WBN and in the present work differ, but the agreement between the two studies is very good. We note that the truncation level that was employed throughout the present work exceeds the minimum truncation level, for which a good agreement is achieved for the tertiary twist solutions of the present and the WBN studies.
Table 3: Torque τ per unit area of a Taylor vortex and for twist solutions with β = 1.55. R_{II} is the corresponding critical value of R for the onset of the tertiary solutions. R_{II} and R are the values of R quoted in Table 1 of WBN. The results for the secondary and tertiary states of WBN are quoted above those of the present work. N_T and (L, M, N) refer to the truncation levels of WBN and of the present work, respectively. In WBN ℓ + |m| + |n| ≤ N_T = 10 and |m| ≤ m_T = 4 were used.

<table>
<thead>
<tr>
<th></th>
<th>R_{II}</th>
<th>R</th>
<th>2D</th>
<th>3D</th>
<th>3D</th>
<th>Ω/R</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twi</td>
<td>99.41</td>
<td>103.02</td>
<td>241.19</td>
<td>239.67 (N_T = 10)</td>
<td>239.53 (N_T = 9)</td>
<td>0.55</td>
<td>1.81</td>
</tr>
<tr>
<td>Wtw</td>
<td>81.88</td>
<td>87.02</td>
<td>125.32</td>
<td>124.69 (N_T = 10)</td>
<td>124.68 (N_T = 9)</td>
<td>0.80</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Figure 4: Stability boundaries of Tv for β = 1.257. Here (L, M, N) = (25, 0, 25). These boundaries correspond to the onset of the ordinary twists (Twi, thick solid line), of wavy twists (Wtw, dashed line), of wavy vortex states (Wvf, dash-dotted line) and of the oscillatory wavy vortex states (Owv, dotted line). The right plot displays the value of the parameter d (see eqs. (20)), for which the real part σ_d of the growth rate σ becomes positive, thus determining the boundaries on the left plot.

According to WBN we can write for \( \tilde{u} \) of (i):

\[
\tilde{u} = \tilde{u}_i + \tilde{v}_j + \tilde{w}_k = \nabla \times i \psi + \nabla \times j \phi_1 + \nabla \times k \phi_2,
\]

where

\[
\phi_1 = \frac{\partial \phi}{\partial z}, \quad \phi_2 = -\frac{\partial \phi}{\partial y}.
\]

Formulæ 22 23 thus allow a three-dimensional graphic representation of the velocity field through contour plots of the potentials \( \psi, \phi_1, \phi_2 \) in the planes perpendicular to \( i, j, k \). We show typical examples of the Twi and Wtw states, using the WBN representation of the disturbances, in Figure 3. As noted in WBN (see also Figure 3) the axial wavelength for Twi is larger by a factor of 1.3 than the azimuthal wavelength, while for Wtw the azimuthal wavelength is significantly longer than the axial wavelength. The stability boundaries of the tertiary twist solutions are discussed in the following section.

4. Comparisons with Experimental Observations

4.1. Tertiary states

In experimental studies of the Taylor-Couette system a broad range of vortex patterns has been realised. Besides vortices with the critical wavenumber \( \beta_c \), broader vortices corresponding to smaller values of \( \beta \) have been generated. In order to make a direct comparison of our narrow gap approach and the work of HBA we selected a set of four values of the axial wavenumber: \( \beta = 1.257, 1.361, 1.466, 1.558 \) corresponding to their investigated cases. This allows us to follow the experimentally realized bifurcations of tertiary states displayed in Figures 9, 6, 7 and 5 of HBA, respectively. It should be noted that a stability analysis has not been performed near the onset of the Taylor vortices, because those with a wavenumber smaller than the critical value are subject to the Eckhaus instability there, for which \( d = 0 \) and \( |b| \ll 1 \).
Figure 5: Instabilities of the Taylor vortex flow (Tv) leading to tertiary states for four values of $\beta$ as indicated. In the upper part computed boundaries for the onset of the twist vortices (Twi, thick solid curves), wavy twists (Wtw, dashed curves), oscillatory wavy vortex states (Owv, dotted curves bifurcated at $\Omega \sim 20$), drifting wavy vortex states (Dwv, dotted curves decreasing with increasing $\Omega$), subharmonic oscillatory wavy vortex states (Sow, dash-doubly-dotted curves) are shown for various values of $\beta$. The neutral boundaries for the various values of $\beta$ are depicted with thin solid curves. The 3-dimensional projection of the theoretical results shows the effect of $\beta$ on the stability boundaries. The experimental results of HBA are shown in the bottom part of the figures, which, in contrast to the theoretical results, include the onset of quaternary patterns.
z = const. thus requires only a minor modification of the solution. The adjustment to an experimental no-slip boundary at some z = const. thus requires only a minor modification of the solution. The z–component of the velocity in the Wtw case, \(-\frac{\partial}{\partial z} \psi_c\), remains finite at all values of z and thus exhibits a finite normal component at any boundary z = const. Since this property requires a significant modification of the solution, it is not surprising that the onset of the Wtw instability is damped in experiments. Of course this effect will diminish when experiments are carried out with hundreds of vortices in the z–direction, but in the case of HBA the number of vortex pairs did not exceed 16. A similar but more tentative explanation for the absence of the Wtw mode in the experiments of HBA has already been given by AnS.

We start the presentation of our results with Figure [1] in which the stability boundaries of the axisymmetric Taylor vortex (Tv) for \(\beta = 1.257\) are shown. Thus a direct comparison with Figure 9 of HBA can be performed. Predominant among the tertiary flows are the twist vortices (ordinary twists), as shown in Figure [5]. The predictions of WBN for the onset of Twi have been confirmed by the experimental observations of HBA. However, the onset of Wtw, that are predicted to precede the onset of Twi at the low–\(\Omega\)–branch, were not observed, as mentioned above. An explanation of this puzzle can be found in the experimental boundary conditions. Both types of the twist vortices, Twi and Wtw, differ from Taylor vortices in that they exhibit a z–independent columnar component which assumes the form \(\phi_c = f(x) \exp(i\alpha y)\) in the case of Twi and \(\psi_c = g(x) \exp(i\alpha y)\) in the case of Wtw. The former does not exhibit a z–component of the velocity and satisfies a stress-free condition at any boundary z = const. The adjustment to an experimental no-slip boundary at some z = const. thus requires only a minor modification of the solution. The z–component of the velocity in the Wtw case, \(-\frac{\partial}{\partial z} \psi_c\), remains finite at all values of z and thus exhibits a finite normal component at any boundary z = const. Since this property requires a significant modification of the solution, it is not surprising that the onset of the Wtw instability is damped in experiments. Of course this effect will diminish when experiments are carried out with hundreds of vortices in the z–direction, but in the case of HBA the number of vortex pairs did not exceed 16. A similar but more tentative explanation for the absence of the Wtw mode in the experiments of HBA has already been given by AnS.

The dotted, solid, dashed and dot-dashed curves are stability boundaries with \(b = 0\) and \(d > 0\) (see equations (20)), whereas the dash-doubly-dotted curve is characterised by \(b = \beta/2\) and \(d \sim 0.6\). The boundary for the Eckhaus instability is not depicted because of its close proximity to the neutral curve, \(R = \Omega + 113.5/\Omega\) in Figure [2] and the difficulty involved in its experimental detection. The solid, dashed, dot-dashed and dotted curves constitute the bifurcation curves of the tertiary states Twi, Wtw, Wvf and Owv, respectively. The right plot of the figure denotes the value of d, for which the maximum real part of sigma reaches a positive value.

As can be seen from Figure [4] there is a jump in the value of the parameter d, that exists between the Twi and Wtw stability boundary curves in the region defined by \((R, d) \sim (60, 1.2)\). All curves except for the dash-doubly-dotted curve (for

Figure 6: Tertiary states for \(\beta = 1.25\), Wvf (upper row) and Owv (lower row), are visualised by the potential \(\psi\) in (a) and (d) for \((R, \Omega, \alpha) = (110, 15, 0.38)\) and \((180, 35, 0.27)\) respectively. \(\psi\) is plotted on the plane \(x = 0.7\) in (a) and (d), whereas (b)-(c) and (e)-(f) are contour plots at \(x = 0.7\) for the azimuthal, \(v = \frac{\partial^2 \psi}{\partial x \partial y} + \frac{\partial \phi}{\partial z}\), and axial, \(w = \frac{\partial^2 \psi}{\partial z^2} - \frac{\partial \phi}{\partial y}\), components of the velocity field for the tertiary states Wvf and Owv as indicated.
subharmonicity, i.e. three vortices in the azimuthal direction and two vortices axial direction are present, as shown in Figure 7. The tertiary subharmonic oscillatory wavy vortex state (Sow) is visualised by the potential \( \psi \) on the plane \( x = 0.7 \), whereas (b)-(c) are contour plots at \( x = 0.7 \) for the azimuthal, \( v = \frac{\partial^2 \psi}{\partial z^2} + \frac{\partial \psi}{\partial z} \), and axial, \( w = \frac{\partial^2 \psi}{\partial x^2} - \frac{\partial \psi}{\partial x} \), components of the velocity field for the tertiary state Sow. Here \((R, \Omega) = (200, 60)\) and \((\alpha, \beta) = (0.612, 0.733)\) corresponding to the Sow boundary depicted in the plot for \( \beta = 1.466 \) of Figure 5.

Sow) correspond to monotonic type instabilities. The dotted curve denotes the bifurcation curve of the tertiary oscillatory wave vortex (Owv). We show contour plots of the tertiary Wvf and Owv states in Figure 6. The tertiary Wvf is a steady state solution, while the tertiary Owv represents a standing oscillation with frequency \( \omega \approx 20 \) at \((R, \Omega) \approx (160, 20)\). Both states, Wvf and Owv, do not have a mean flow component in the axial direction. Additionally the Wvf and Owv states have the same symmetry and their main difference is that Owv possesses oscillating coefficients. They hardly differ in the shape of their vector potential as is evident from Figure 6. In the experimental situation it is difficult to distinguish the Wvf and Owv states since both are propagating relative to the laboratory frame of reference. For this reason the observations of HBA show only a single stability boundary denoted by Wvf in Figure 5 in place of the dash-dotted and dotted curves of the theoretical results.

In Figure 5 the stability boundaries for the four \( \beta \) values are shown which correspond to the \( \beta \)-values that are depicted in Figures 5, 6, 7 and 9 of the experimental study of HBA. For a direct comparison between theory and experiment, we have redrawn the HBA experimental results, including their preferred nomenclature, in the same Figure 5. While the stability boundary for the onset of the ordinary twist vortices (Twi) agrees reasonably well with the observations as noted by HBA, there is no indication for the onset of the wavy twist vortices (Wtw) found in the experimental observations, for the reasons explained above. In the comparison between theory and experimental observations it should be kept in mind that the similarities of the shapes of the stability boundaries is of primary importance. A shift in the \((R, \Omega)\)-plane can easily be explained by the difference in the radius ratio \( r_1/r_o \). In all figures the solid curve corresponds to the onset of Twi, the long-dashed curve to the onset of Wtw, the short-dashed curve to the onset of Oscillatory wavy vortex flow (Owv) and the dash-dotted curve to the onset of the Wavy vortex flow (Wvf). It is quite obvious from Figure 5 that the stability boundaries vary considerably with the basic span-wise wavenumber \( \beta \).

In fact, as the value of \( \beta \) increases beyond about 1.4 the onset of the tertiary subharmonic oscillatory wavy vortex (Sow) appears and replaces the onset of Twi. The corresponding stability boundary of Taylor vortices, named SUBL in NAG, is nearly independent of \( \Omega \). The bifurcating solution Sow is depicted in Figure 7. Near onset the Sow states are weakly oscillating. Further away from onset the oscillations increase in amplitude. For the case \( \beta = 1.558 \) the Sow state is a standing oscillation with \( \omega \approx 65 \) for \((R, \Omega) \approx (140, 55)\).

4.2. Quaternary states

A large amount of information on flows beyond the tertiary states in the Taylor-Couette system has become available through the work of HBA. Although the ratio between inner and outer radius of the rotating co-axial cylinders differs significantly from unity in the experiments of HBA, the agreement between theoretical predictions and experimental observations for the transitions to quaternary states is still quite good, as we show in Figure 8. Here we have superimposed the actual experimental observations (dashed curves with squares) for comparison. The value of the axial wave number of the Twi is \( \beta = 1.25 \). The onset of the quaternary states, according to our computations, is indicated by the thick solid-dash and solid-doubly-dashed curves for the states Sowv and Swib/Swob respectively.

According to HBA the Swib and Swob are characterised by azimuthally traveling waves, which are most apparent near the inflow boundaries or the outflow boundaries of the vortices. According to our simulations the quaternary states Swib and Swob have the following characteristics: they are subharmonic states that have bifurcated from the Twi with a \( 3 \times 2 \) subharmonicity, i.e. three vortices in the azimuthal direction and two vortices axial direction are present, as shown in Figure 8.
Figure 8: Stability boundaries are indicated by the thick solid-dashed and solid-doubly-dashed curves for the onset of the quaternary states Sowv and Swib/Swob, respectively. These curves were determined by the values of \((d, b) = (\alpha/2, \beta)\) and \((\alpha/3, \beta/2)\), for which the most unstable disturbances appear. Herein \(\alpha \sim 1.8\) and \(\beta = 1.25\). The stability boundaries of the Twi and Owv are depicted by the solid and dotted curves, respectively. We have also indicated by dashed curves and little squares the stability boundaries observed in the HBA experiment for \(\beta = 1.257\). WVF, TWI and TWI+WIB refer to the experimental results in Figure 9 of HBA.

The quaternary states Swib/Swob bifurcate in pairs and they drift in the azimuthal \(y\)-direction with opposite phase speed \(|c| \approx 70\) at \((R, \Omega) \approx (120, 53)\). They are characterised by the following symmetry properties:

\[
Swib(t, x - x_0, y - y_0, z - z_0) = S\overline{\text{wob}}(t, x_0 - x, y_0 - y, z_0 - z).
\]

In Table 4 we present the properties of the coefficients of Swob/Swib for the poloidal, toroidal and mean flow in the azimuthal and axial directions. Because of this mirror symmetry the plots of Swib in figure 9 are converted into the plots of Swob when \((x, y)\) is converted into \((-x, -y)\) and \(z\) is replaced by \(z + \pi/\beta_0\). We note that as the Swob/Swib solutions are followed away from their points of bifurcation their coefficients become increasingly oscillatory.

The quaternary Sowv solution is a subharmonic solution (a double vortex structure in the azimuthal direction) and exhibits a standing oscillation with \(\omega \approx 45\) for \((R, \Omega) \approx (165, 53)\), with a Wtw type of symmetry as shown in Figure 10.

5. Concluding remarks

From a superficial point of view the result of the paper should compare well with the experimental results presented by TTA and SSA. But the latter are strongly affected by the end effects in the \(y\)-direction of the experiment and by the restriction to relatively low rotation rates. On the other hand we have found rather good agreement with the cylindrical experiment of HBA. The primary goal of our analysis has not been the optimisation of the comparison between theory and experiment. Rather the goal has been to contribute to the understanding of the bifurcation structure of one of the most basic systems of fluid dynamics. As we have shown not all features of the idealised system such as the transition to Wtw may be realised in the experiment because of the restricted axial direction of the apparatus. Nevertheless the planar limit of the Taylor-Couette system with its high symmetry will always be a relevant state of reference.
Figure 9: The quaternary state Swib for \((R, \Omega) = (130, 53)\) and \((\alpha, \beta) = (\beta_0/3, \beta_0/2)\) visualised by the vector potential \((\psi, \phi_1, \phi_2)\), where \(\beta_0 = 1.25\). \(\psi\) is plotted on the planes (a) \(x = -0.7\), (b) \(x = 0\), and (c) \(x = 0.7\), whereas \(\phi_1\) and \(\phi_2\) are plotted on the planes perpendicular to the unit vectors \(j\) and \(k\), respectively. Note that the quaternary state Swib is the result of the subharmonic instability of the Twi with the multiple factors three and two in the azimuthal and axial directions. The displays (d-f) show the stream functions \(\psi, \phi_1\) and \(\phi_2\) visualized at the iso-surfaces 0.02 (dark green), 0.25 (pale yellow, 0.35 for \(\phi_1\) and 0.4 for \(\phi_2\)), 0.75 (very pale blue, 0.65 for \(\phi_1\) and 0.5 for \(\phi_2\)) and 0.98 (very dark red) in a periodic box with \(x \leq 0\), where the ranges of \(|\psi|/R \leq 0.340\), \(|\phi_1|/R \leq 0.111\) and \(-0.031 \leq \phi_2/R \leq 0.019\) have been mapped onto \([0,1]\). The figure also applies for Swob, when \(x\) and \(y\) are replaced by \(-x\) and \(-y\) and when \(z\) is replaced by \(z + \pi/\beta_0\).

Figure 10: The quaternary state Sowv for \((R, \Omega) = (180, 52)\) and \((\alpha, \beta) = (0.9, 1.25)\), that bifurcates from the azimuthally subharmonic vortices of Twi, is shown by the potential \(\psi\). \(\psi\) is plotted on the plane (a) \(x = 0\), whereas (b)-(c) are contour plots at \(x = 0.7\) for the azimuthal, \(v = \frac{\partial^2 \psi}{\partial x \partial y} + \frac{\partial \psi}{\partial z}\), and axial, \(w = \frac{\partial^2 \psi}{\partial x \partial z} - \frac{\partial \psi}{\partial y}\), components of the velocity field for the quaternary state Sowv.
Figure 11: Linear stability of Taylor vortex flow for $\Omega = 50$ and $(L, M, N) = (25, 0, 25)$. Onsets of the ordinary twists (red solid curve), wavy twists (green dashed curve), nearly columnar (orange dotted curve at lower $R$), Owv (orange dotted curve at higher $R$), Wvf (blue dash-dotted curve) and a subharmonic oscillatory state (black dashed-doubly dotted curve) are shown. The thin solid curve indicates an instability with $(d, b) = (0.1, 0)$. The values of $d$ for which the maximum of $\sigma_r$ reaches zero are shown in the plot on the right side. The Eckhaus instability, close to and above the neutral curve, is indicated by the narrow dotted curve in black.

In order to show the dependence of the stability boundaries on $\beta$ from a different point of view, we have plotted in Figure 11 stability boundaries of Taylor vortex flow in a $R$ versus $\beta$ plot for a fixed $\Omega = 50$. In this figure the onsets of the ordinary twists (red solid curve), wavy twists (green dashed curve), nearly columnar states (blue dash-dotted curve), and subharmonic oscillatory states (black dashed-two dotted line) are shown. The values of $d$ for which the maximum of $\sigma_r$ reaches zero are indicated in the plot on the right side and the curves between the two plots are in one to one correspondence. Here we have also plotted the Eckhaus instability, which shows its proximity to the neutral curve. We note that the Twi and Wtw onset curves cross at $(R, \beta) \sim (75, 1.35)$.

As is indicated in Figure 11 for higher values of beta up to $\beta \sim 3$ rather narrow Taylor vortices may be realized for $R<80$. These vortices will become unstable to states with columnar components with increasing $R$. Around the minimum of the orange-dotted curve, and in particular for low $R$, $(R, \beta) \sim (62.2, 3.5)$, a state with a strong columnar component drifting in stream-wise direction has been found for $d \sim 0.17$, $\beta = 3.5$ (see Figure 11). No corresponding experimental observations have been found in the literature. We hope that this discovery will stimulate experimenters to investigate this interesting part of the parameter space.
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