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Modelling a Biochemical Reaction with Computational Fluid Dynamics

Sotos C. Generalis and Gregory M. Cartland Glover

Abstract

Earlier investigations (Cartland Glover et al., 2004) into the use of computational fluid dynamics (CFD) for the modelling of gas-liquid and gas-liquid-solid flow allowed a simple biochemical reaction model to be implemented. A single plane mesh was used to represent the transport and reaction of molasses, the mould Aspergillus niger and citric acid in a bubble column with a height to diameter aspect ratio of 20:1. Two specific growth rates were used to examine the impact that biomass growth had on the local solids concentration and the effect this had on the local hydrodynamics of the bubble column.
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1. INTRODUCTION

A good example of a biochemical reaction that could be employed in gas-liquid-solid flow simulations with CFD is the fermentation of sugars to form citric acid. In the 80 years since citric acid was first commercially manufactured many process routes have been developed that can be grouped into either surface or submerged cell cultures (Atkinson and Mavituna, 1983; Bailey and Ollis, 1986; Chisti, 1989; Deckwer, 1986; Finkelsein and Ball, 1991). Surface cultures consist of warm air blown over shallow pans of inoculated media and submerged cultures generally occur in stirred tank or airlift reactors where the gas phase agitates and oxygenates the solid and liquid phases.

A large number of fungal organisms are known to excrete citric acid including various species of the moulds Aspergillus, Penicillium and Candida. The mould known as Aspergillus niger is widely preferred for the manufacture of citric acid in the submerged cultures (Atkinson and Mavituna, 1983). The broth composition and the conditions applied to the fermentation have a direct influence on the cell growth (Atkinson and Mavituna, 1983; Bailey and Ollis, 1986; Berović et al., 1993; Chisti, 1989; Coulson et al., 1994; Deckwer, 1986; Finkelsein and Ball, 1991; Haq et al., 2002; Roehr et al., 1981; Sakurai et al., 1997; Sankpal et al., 2001). Particularly as fungal moulds are vegetative organisms that grow aerobically and obtain their energy by oxidising organic substances (Coulson et al., 1994). The product formed by the fungal mould is usually a result of metabolic processes within the organism (Coulson et al., 1994). Several metabolic pathways control the development of cells; however the local environmental conditions (i.e. broth composition, oxygen concentration, pH and temperature) determine the pathway that is employed by the microbes to grow, thus influencing the products formed and the rates of growth (Atkinson and Mavituna, 1983; Bailey and Ollis, 1986; Berović et al., 1993; Haq et al., 2002; Roehr et al., 1981; Sakurai et al., 1997; Sankpal et al., 2001).

The time scale of fermentations is measured in days as the life cycle of the culture is spread over stages of non-growth, accelerated growth and product formation that take many hours to complete (Roehr et al., 1981). The conditions that promote cell growth and ultimately product formation requires the broth or medium composition to be a complex mixture of carbohydrates, sources of nitrogen, phosphorous and sulphur. Carbohydrates provide energy and material for the formation of metabolic products (including the growth of cells) and as a result of which the form of carbohydrate is usually pure glucose, starch or sucrose. The energy and materials for metabolic processes can also be derived from raw starch, sugar or molasses. Other forms of carbohydrates include waste vegetable matter, such as fruit peels or mashes. The sources of nitrogen, phosphorous and sulphur are provided in the form of inorganic salts of ammonium, magnesium and potassium. Other factors that affect the production of citric acid using Aspergillus niger include the pH of the broth (1.5-2.8), the temperature (28-33°C) and length of the fermentation of the order of 6 to 25 days (Atkinson and Mavituna, 1983; Finkelsein and Ball, 1991).

It is important to note that how the culture develops is heavily dependent on the trace metals and the anionic complexes that are added to the broth with the carbohydrate sources. Trace metals used in broths include copper, iron, manganese and zinc where the concentration of each metal has a bearing on the growth and product formation rates. Too much iron or too little copper in the broth could cause formation of various types of pellet or even a viscous mixture (Atkinson and Mavituna, 1983; Haq et al., 2002). Note that the most effective form the cell culture is grown as loose fluffy pellets, as the mass transfer rates across phase boundaries (gas-liquid and liquid-pellet) are greater for these cultures.

A great deal of effort has been invested in understanding how citric acid is formed by microorganisms at scales that range from the single cell (>5µm) up to process scale bio-reactors, which can be up to several metres in diameter (Atkinson and Mavituna, 1983; Finkelsein and Ball, 1991). Therefore, it is still difficult to understand many of the reactions that take place in fermentation processes, as observation of the reactions in situ is difficult. The impact that the environmental factors have on growth of a fungal mould during each stage of fermentation increase the complexity of the design and operational procedures for biochemical reactors. This is apparent when each individual cell acts in a different manner due the age of the cell and changes in the local environment for the entire fermentation i.e. local substrate concentrations plus the presence of nitrates, sulphates and specific trace metals (Atkinson and Mavituna,
1983; Haq et al., 2002; Roehr et al., 1981; Sakurai et al., 1997; Sankpal et al., 2001). CFD can help improve understanding of the influence that changes in the local environment have on the cell culture and the formation of extracellular products such as citric acid at different stages of the culture life cycle.

The modelling of a biochemical reaction with CFD can be treated in many ways from the simple to the very complex. The complex models involve mimicking the metabolic pathways for product synthesis in a single cell, observing how simple changes to the environmental conditions influence the pathways that are utilized (Alvarez-Vasquez et al., 2000). As reactions in a single cell are highly non-linear, power law models were employed to model each of the component reactions and therefore enable the prediction of chemical reactions under specific conditions (Alvarez-Vasquez et al., 2000). But single cell representations of the culture are far too complex for implementing with the continuum representation of multiphase flow models employed in CFD. Therefore it would be prudent to consider a volume-averaged approach, such as those applied to diffusion and reaction in a bio-film of pellets that were formed by cell growth (Kissel et al., 1984; Rittmann et al., 1984; Wanner and Gujer, 1986; Wood and Whitaker, 1998).

The definition of the volume-averaged model that is employed in predicting biochemical reactions is dependent on the scale at which the biofilm is regarded. Six levels of different length scales can be considered from the aquifer level for trickling filters that are commonly used in water treatment to length scales associated with microbes such as the membrane thickness, length, width (Wood and Whitaker, 1998). The focus of the derived models (Wood and Whitaker, 1998) through the volume averaging of length scales associated with the biofilm thickness and a two-phase system of that consisted of microbes and a polysaccharide matrix that forms the biofilm structure. The scales considered were far below that of the macroscopic flow structures described by the multiphase flow methods (Cartland Glover et al., 2004A-B). Therefore, the implementation of models that include the transport and reaction of mass on a larger scale were considered (Kissel et al., 1984; Rittmann and McCarthy, 1980; Wanner and Gujer, 1986). For reasons of simplifying the models derived (Kissel et al., 1984; Rittmann and McCarthy, 1980; Wanner and Gujer, 1986) the biofilm was considered as a single continuum phase where reaction and diffusion occurred throughout the film and not just in the microbes. This increased the length scale at which the mass balances were solved, ignoring the effects of the geometry of the microbes and the surrounding environment even though competing organisms were considered in the treatment of the models (Kissel et al., 1984; Wanner and Gujer, 1986).

Recently a model (Sakurai et al. 1997) presented that calculated the production of citric acid by fermenting sugars in the presence of *Aspergillus niger* using a rotating disc contactor. Employing experimentally derived reaction rates and yield coefficients and solved the mass balances numerically and provided a good comparison with changes in cell mass, product and substrate concentrations (Sakurai et al. 1997). The model expressed cell growth and product formation in terms of Monod and Luedeking-Piret rate equations Bailey and Ollis, 1986; Coulson et al., 1994; Deckwer, 1986; Sinclair and Kristiansen, 1987). Inter-phase oxygen transport was considered along with the transport of sugars, as oxygen is a limiting substrate in the growth and maintenance metabolic pathways of which citric acid is a by-product (Coulson et al., 1994; Sakurai et al., 1997). This introduces many difficulties into the modelling of gas-liquid-solid flows using CFD, with changes in the molecular weight and density of the gas phase. The transfer of oxygen influences the pressure acting on the bubbles and would therefore influence the size and shape of the bubbles. The biofilm in the rotating disc contactor where the biofilm is supported by a disc, this differs from the biofilms that occur in a bubble column where the biomass has the form of pellets or a viscous broth (Finkelstein and Ball, 1991; Sakurai et al., 1997). Therefore the boundary conditions applied to the species transport and reaction models were reconsidered before their implementation into the reaction models.

2. METHOD

2.1 Transport Equations

The equations that describe the flow phenomena for multiphase flow and reaction are given by Equations (1)-(7). The continuity and momentum equations, Equations (1)-(2), and scalar transport...
equations, Equations (4)-(7), model the transport of each phase and each species through the domains considered. The influence of turbulent flow interactions is modelled by the exact Reynolds stresses, Equation (8), that was found to give an accurate representation of the velocity field for gas-liquid flow (Cartland Glover et al., 2004A). The solver (Fluent Inc., 1998) employed Equation (8) as a series of equations that enable the closure of the unknown terms (Cartland Glover et al., 2004A).

\[ \frac{\partial}{\partial t} \left( \rho_{mp} \right) + \frac{\partial}{\partial x_i} \left( \rho_{mp} u_{mp,i} \right) = S_s \]  
(1)

\[ \frac{\partial}{\partial t} \left( \rho_{mp} u_{mp,i} \right) + \frac{\partial}{\partial x_j} \left( \rho_{mp} u_{mp,j} u_{mp,i} \right) = -\frac{\partial p}{\partial x_j} + \rho_{mp} g_j + F_j + \frac{\partial}{\partial x_i} \sum_{k=1}^{n} \phi_k \rho_k u_{Dk,i} u_{Dk,j} + \frac{\partial}{\partial x_i} \mu_{\text{eff}} \left( \frac{\partial}{\partial x_j} u_{mp,i} + \frac{\partial}{\partial x_i} u_{mp,j} \right) \]  
(2)

\[ \frac{\partial \phi^*_G}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho_{mp} \phi^*_G - \Gamma_{\phi^*_G} \frac{\partial \phi^*_G}{\partial x_i} \right) = \nabla \left( \phi^*_G \rho_G u_{mp,i} + \sum_{l=1}^{n} \phi^*_l \rho_l u_{Dl,i} \right) + \nabla \left( \mu_{\text{eff}} \left( \frac{\partial}{\partial x_j} u_{mp,i} + \frac{\partial}{\partial x_i} u_{mp,j} \right) \right) \]  
(3)

\[ \frac{\partial \phi^*_S}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho_{mp} \phi^*_S - \Gamma_{\phi^*_S} \frac{\partial \phi^*_S}{\partial x_i} \right) = \phi^*_S G + \nabla \left( \phi^*_S \rho_S u_{mp,i} + \sum_{l=1}^{n} \phi^*_l \rho_l u_{Dl,i} \right) + \nabla \left( \mu_{\text{eff}} \left( \frac{\partial}{\partial x_j} u_{mp,i} + \frac{\partial}{\partial x_i} u_{mp,j} \right) \right) \]  
(4)

\[ \frac{\partial \phi^*_B}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho_{mp} \phi^*_B - \Gamma_{\phi^*_B} \frac{\partial \phi^*_B}{\partial x_i} \right) = \lambda \rho_L \phi^*_B \]  
(5)

\[ \frac{\partial \phi^*_A}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho_{mp} \phi^*_A - \Gamma_{\phi^*_A} \frac{\partial \phi^*_A}{\partial x_i} \right) = \left\{ \frac{1}{Y_{B/A}} + \frac{Y_{C/B}}{Y_{C/A}} \right\} \lambda \rho_L \phi^*_B \]  
(6)

\[ \frac{\partial \phi^*_C}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho_{mp} \phi^*_C - \Gamma_{\phi^*_C} \frac{\partial \phi^*_C}{\partial x_i} \right) = Y_{C/A} \lambda \rho_L \phi^*_B \]  
(7)

\[ \frac{\partial}{\partial t} \left( \rho u_{j,i} \right) + \frac{\partial}{\partial x_i} \left( \rho u_{j,i} u_{j,i} \right) = -\frac{\partial}{\partial x_i} \left[ \rho u_{j,i} u_{j,i} + p \left( \delta_{j,i} u_{j,i} + \delta_{j,j} u_{j,j} \right) \right] + \frac{\partial}{\partial x_i} \left[ \mu \frac{\partial}{\partial x_j} u_{j,i} \right] \]  
(8)

\[ - \rho \left( \frac{\partial u_{j,i}}{\partial x_j} + u_{j,i} \frac{\partial u_{j,i}}{\partial x_j} \right) + p \left( \frac{\partial u_{j,i}}{\partial x_j} + \frac{\partial u_{j,i}}{\partial x_j} \right) - \rho \beta \left( g_{i,j} u_{j,i} + g_{i,i} u_{j,j} \right) \]  
\[ - 2 \rho \frac{\partial u_{j,i}}{\partial x_i} \]
2.2 Species transport and reaction models

Generic reaction models were derived that depicted the growth of the biomass through the consumption of a substrate (molasses) and the formation of an extracellular product to represent citric acid (Sinclair and Kristiansen, 1987). Three equations for the change in the concentration of the biomass in Equation (4), substrate in Equation (5) and product in Equation (6) were obtained. Note that the diffusion coefficients for each of the concentration equations defining the transport of the chemical species were defined as $10^{-3}$. Yield coefficients were then applied to the cell growth rate term (rhs of Equation (5)) to determine the substrate consumption rate with respect to cell growth and product formation (rhs of Equation (6)). The rate of product formation is also related to the cell growth rate and the resultant term (rhs of Equation (7)) is used to predict the mass of substrate consumed by the formation of the product. The scalar equations that model the transport of the cell culture and the chemical species are similar to the equations for a bioreactor (Sakurai et al., 1997; Sinclair and Kristiansen, 1987). The differences between the equations based on the whole reactor and Equations (3) to (7) are the terms on the left hand side of the equation that model the convection and diffusion of the species across the reactor and that the cell culture is treated as a volume fraction. Therefore all that is needed to model the growth of the cell culture is an additional source term in the volume fraction equation for the solid phase.

To account for the effect of biomass growth on the local solid phase fraction an extra source term (first term on the rhs of Equation (4)) was used to calculate the increase in the volume fraction of the solid phase that is caused by the growth of cells. Note that the reaction models are dimensionless and need conversion to units of concentration before conversion of the biomass grown to a volume fraction, by the use of Equations (9)-(12).

$$V_L = (1 - (\phi'_G + \phi'_S))\phi'_{CC}$$  \hspace{1cm} (9)

$$M_B = \lambda \rho_o \phi'_B V_L$$  \hspace{1cm} (10)

$$V_B = M_B / \rho_S$$  \hspace{1cm} (11)

$$\phi'_{SC} = \frac{V_B}{V_{CC}}$$  \hspace{1cm} (12).

The following assumptions were made for the use of the reaction models:

· the reaction and transport of chemical species occur in a batch reactor
· all reactions and phase interactions are isothermal
· pseudo-steady state conditions apply to the biofilm
· the cell culture is a suspension of loose pellets where initially one fifth of the solids present are biologically viable
· a single substrate is consumed as a result of the cell growth and maintenance mechanisms
· one extra-cellular product species is formed as a result of cell growth and maintenance metabolisms
· no transport of oxygen across the gas, liquid or solid phase interfaces
· cell growth and maintenance rates are combined into one rate and is expressed as a specific growth rate
· when the concentration of the substrate reaches zero, both the substrate consumption, cell growth and product formation rates become zero
· the substrate and the product are assumed to have a negligible effect on the mixture viscosity
2.3 Multiphase flow models

The multiphase model employed was the mixture model that was based on the drift flux model (Ishii and Mishima, 1984; Maninnien et al., 1996; Sanyal et al., 1999; Zuber and Findlay, 1965; Zuber and Ishii, 1979). The continuous and discrete phases are treated as a pseudo-continuous mixture that is modelled by the continuity (1) and momentum (2) equations supplemented by the mixture density equation, Equation (13), and the mixture viscosity of Equation (14)-(16). To predict the volume fraction of the gas and solid phases and their motion through a bubble column, two scalar equations, Equations ((3) and (4)), were employed in conjunction with Equations (1) and (2).

In order to capture the transport of the discrete phase additional source terms were applied to Equations (3) and (4). The last term on the right hand side of Equations (3) and (4) is the deviatoric stress tensor and the second to last term is the inter-phase interaction term as calculated by the drift velocity. The first term on the right hand side of Equation (3) and the second term on the right hand side of Equation (4) is the convective flux of the respective discrete phase. We note that there are two convective fluxes with one representing the effect of mixture phase in each volume fraction equation. The third term on the lhs of Equations (3) and (4) model the diffusion of the phases, and the coefficients of that term were defined as 0.1 for each discrete phase.

The term that introduces the drift velocity interaction is on the right hand side of Equations (2)-(4). This was calculated by employing velocity formulations of the mass-averaged velocity, Equation (17), the drift velocity, Equation (18) and the slip velocity Equation (19). The friction factor in Equation (19) was calculated by using Equation (20), which is dependent on the particle Reynolds number defined in Equation (21). Equations (13)-(21) are given as follows:

\[ \rho_{mp} = \sum_{q=1}^{n} \phi_q \rho_q \]  \hspace{1cm} (13)

\[ \mu_{mp} = \mu \left( 1 - \frac{\phi_c}{\phi_m} \right) \]  \hspace{1cm} (14)

\[ \mu^* = 1 \]  \hspace{1cm} (15)

\[ \mu^* = \frac{\mu_q + 0.4 \mu_c}{\mu_q + \mu_c} \]  \hspace{1cm} (16)

\[ \bar{u}_{mp} = \sum_{q=1}^{n} \phi_q \rho_q \bar{u}_q \]  \hspace{1cm} (17)

\[ \bar{u}_{dq} = \bar{u}_q - \bar{u}_{mp} = \bar{v}_{q,\epsilon} - \frac{l}{\rho_{mp}} \sum_{r=1}^{n} \phi_r \rho_r \bar{v}_{r,\epsilon} \]  \hspace{1cm} (18)

\[ \bar{v}_{q,\epsilon} = \bar{u}_q - \bar{u}_c = \frac{d^2 (\rho_{mp} - \rho_q)}{18 \mu_c f} \left( g_j - \frac{Du_{mp}}{Dt} \right) \]  \hspace{1cm} (19)

\[ f = 1 + 0.05 Re^{0.657} \quad Re < 1000 \]  \hspace{1cm} (20a)
\[ f = 0.018 \text{Re} \] \hspace{1cm} \text{Re} \geq 1000 \]  

\[ \text{Re} = \frac{d \mu \rho \omega}{\mu_c} \]  

(21)

### 2.4 Boundary conditions

The domain is defined as a two-dimensional plane mesh with a height to width aspect ratio of 20:1. The mesh was a 4500 computational cell domain with 300 mesh cells in the vertical direction and 15 mesh cells in the horizontal direction. This mesh corresponded to an experimental rig that was used to investigate the morphological and rheological properties of an *Aspergillus niger* fermentation in a bubble column (Berović et al., 1993). The dimensions of each mesh cell for both flow domains were 0.01 × 0.01 m with respect to the horizontal and vertical directions.

Solving the gas-liquid-solid flow field for a large aspect ratio meshes is useful in understanding how the flow characteristics of bubble column and airlift fermentation reactors change with column height. Generally large aspect ratio columns are employed for submerged culture fermentations as the greater hydrostatic head increases the transfer of oxygen from the gas phase to the liquid phase (Finkelstein and Ball, 1991). Oxygen is critical to many fermentation processes as the organism employed requires dissolved oxygen to convert carbohydrates into energy and materials for metabolic products (Atkinson and Mavituna, 1983; Bailey and Ollis, 1986; Coulson et al., 1994; Finkelstein and Ball, 1991).

Velocity inlet conditions are applied to the base of both meshes, with the volume fraction and vertical velocity of the gas phase defined as a flux. The inlet for the 20:1 mesh employed the whole of the bottom surface of the domain. The top boundary was defined as a pressure inlet that was applied to the whole of the top surface. The remaining boundaries were treated as walls, where no species fluxes were defined i.e. the discrete phase or the solutes were specified as zero and without gradients. These specifications were also applied to the bottom and top surfaces for the solid, biomass, substrate and product species. Only the gas phase was treated differently. The gas enters through the bottom surface and leaves the domain through the top surface as a flux.

### 2.5 Physical properties

In solving the reaction models that were applied to the biomass, substrate and product species experimental rates of reaction and yield coefficients were required to relate the physical phenomena occurring in a fermentation process to the influence of the computational flow field. Experimentally derived reaction rates for cell growth, substrate consumption and product formation for two strains of the *Aspergillus niger* species of mould were assessed from a study of the fermentation of each species in a chemostat (Haq et al., 2002). However, the models derived ignored the influence of oxygen on the biomass.

The concentration of copper ions was varied with the addition of the carbonate, chloride, nitrate or sulphate salts of copper (Haq et al., 2002). Observable differences in cell growth and morphology resulted in changes to the rate at which the molasses were consumed and the product that was formed. When \(2 \times 10^{-5} \) M of copper sulphate was added to the fermentation medium, an increase of 20 % of the yield of citric acid was observed. The addition of copper sulphate promoted the formation of pellets that were loose and fluffy resulting in improved mass transfer rates. This led to increases in citric acid production rate with little significant increase in the carbohydrate consumption rate. Growth rates and the yield coefficients of sugar consumption and citric acid formation for the controlled fermentations of a wild and modified strain were presented. For the fermentations \(2 \times 10^{-5} \) M of copper sulphate was added. The reported growth rates used in the simulations here included a wild and a modified strain of *A. niger*, which can be found in Table 1.
Table 1. Kinetic and stoichiometric parameters applied to the biochemical reaction model (Haq et al., 2002)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Growth Rate</td>
<td>s⁻¹</td>
<td>6.5x10⁻⁵</td>
<td>1.522x10⁻⁴</td>
</tr>
<tr>
<td>Yield of cells per unit substrate consumed</td>
<td>kg cells (kg substrate)⁻¹</td>
<td>0.118</td>
<td>0.148</td>
</tr>
<tr>
<td>Yield of product per unit substrate consumed</td>
<td>kg product (kg substrate)⁻¹</td>
<td>0.442</td>
<td>1.087</td>
</tr>
<tr>
<td>Yield of product per unit mass of cells</td>
<td>kg product (kg cells)⁻¹</td>
<td>3.572</td>
<td>7.360</td>
</tr>
</tbody>
</table>

The physical properties of the gas, liquid and solid phases that are represented in this model include the density, the particle size and the viscosity of each phase. The density and viscosity of the fluid phases are defined as 1.225 kg m⁻³ and 1.7894x10⁻⁵ kg m⁻¹ s⁻¹ for air, 998.2 kg m⁻³ and 1.003x10⁻³ kg m⁻¹ s⁻¹ for water. The density for the solid phase was 1080 kg m⁻³ with Equations (14) and (15) relating the impact that the solid phase had on the fluid viscosity. The particle diameter of the gas phase was defined as 5 mm and the solid phase particle diameter was 0.1 mm, where the form of both types of particle was assumed to be spherical. The diameters were kept the same as the particle diameters from previous investigations for reasons of consistency. Additionally, the particle diameter of the solid phase was assumed to be constant for whole length of the simulation. Therefore, it was assumed that there was no increase in the solid particle diameter, just an increase in the number of particles as the mass of cells increased.

2.6 Solution strategies

The discretization techniques and under-relaxation factors applied when modelling discrete phase transport remain unchanged from the gas-liquid flow cases (Cartland Glover et al., 2004A). We note that the discretization schemes and under-relaxation factors for both the discrete phases and the chemical species are specified in the same manner for reasons of consistency.

The fraction of the gas phase at the inlet at the bottom of the column was then defined as 0.6 and as a flux at a superficial gas velocity of 2 cm s⁻¹. This resulted in a velocity of 0.036 m s⁻¹ being applied to the inlet condition. The volume fraction of the solid phase, biomass, substrate and product concentrations were initialised, respectively as 0.005, 0.001, 0.15 and 0 (equivalent to 5, 1, 150 and 0 kg m⁻³) with the assumption of complete mixing giving uniform concentration distributions. The gas phase fraction and the velocity fields were initialised with a flow-field from a fully developed gas liquid flow. The local change in gas and solid phase fractions and the impact that this had on the local velocities and concentrations were then solved for 2000 time-steps or 200 seconds of flow time with a time-step size of 0.1 s.

3. RESULTS

The hydrodynamic modelling of gas-liquid flow with regards to the velocity profile has been previously validated for a bubble column with a 5:1 height to diameter aspect ratio (Cartland Glover, 2002; Cartland Glover and Generalis, 2004A). This model was then modified to include a plausible representation of the effect that the introduction of a particulate solid phase has on the gas-liquid motion (Cartland Glover and Generalis, 2004B). However, the application of the solid phase to the gas-liquid flow model was not explicitly validated due to a lack of experimental data on the distribution of the solid phase for the same system.

Further modifications to the gas-liquid-solid flow model included the use of a simple biochemical reaction model that was the applied to the same domain (Cartland Glover, 2002). These simulations were performed to observe the impact the transient hydrodynamics have on the transport of the substrate, product and biomass species (Cartland Glover, 2002). However, there was a strong absence of detailed hydrodynamic and biochemical reaction data that has been experimentally obtained with regard to the same operating conditions (i.e. bubble column geometry, gas flow rates, local hydrodynamic measurements) and measured biochemical reaction kinetics (rates of cell growth substrate consumption and product formation; local concentrations of the biomass, substrate and product) limited the scope for validation (Cartland Glover et al., 2005BC).
Therefore, an alternative bubble column geometry with a 20:1 height to diameter aspect ratio where experimental observations on the hydrodynamics with regard to the shear rate and the effect that this had on the biomass was selected (Berovič et al., 1993). Analysing the resultant flow phenomena that was determined by the simulations, it is possible to infer regions of high substrate consumption and product formation. This is possible through the use of times series (Figures. 1-2), profile (Figures. 3-4) and field plots (Figures. 5-8).

Figure 1. Time series for the vertical mixture velocity (m s\(^{-1}\)) for growth rates A and B; Brighter colours at a height of 2.5 column diameters and darker colours at a height of 10 column diameters;

The time series for the vertical mixture velocity for growth rates A and B are depicted in Figure 1 on the column centreline with one point at the midpoint of the column (i.e. at a height of 10 column diameters) and a second point location at a height of 2.5 column diameters. Both time series show an unstable flow; however, the fluctuation of in the velocity is less intense for both growth rates at the point located at 10 column diameters. The reason for the reduction in the intensity is that the point is significantly further away from the gas inlet, which is the source of the turbulence energy in these cases.
Figure 2. Time series for the biomass, substrate and product concentrations (kg m$^{-3}$) for growth rates A and B; Brighter colours at a height of 2.5 column diameters and darker colours at a height of 10 column diameters;
The series in Figure 2 present the concentrations for the biomass, substrate and product species. The change in the concentrations of the species can be described as power law functions. We also observed that the rates at which the substrate was consumed and the product was formed reduce in value as the concentration of the substrate species reduces. The influence of the turbulence caused by the injection of the gas phase decreases the further away from the gas phase inlet is demonstrated by the reduction in the fluctuations of all the time series. Generally the concentration of the three biochemical reaction components appears to be greater at a height of ten column diameters. However, the biomass concentration reduces at the selected points with time suggesting that biomass is lost from the system or collecting in one region.

The profiles of the time-averaged vertical velocity of the mixture are found in Figure 3. All the profiles are parabolic. At half the 20:1 column's height the profile varies between 0.05 m s\(^{-1}\) at the column centre and -0.05 m s\(^{-1}\) at the column walls, whereas at a height of 2.5 column diameters the maximums are up to |0.09| m s\(^{-1}\). Comparing the equivalent column diameter heights, i.e. at 2.5 column diameters for the 5:1 and 20:1 column, the 5:1 column is nearly one and half times that of the 20:1 column at |0.12| m s\(^{-1}\). There is very little difference between the two reaction rates for the time-averaged curves; nevertheless there is a slight asymmetry for growth rate A.

Figure 4 depicts the profiles for the volume fraction of the gas and solid phases. The profiles for both phases display the plug flow form that was observed with the equivalent models for gas-liquid and gas-liquid-solid flows\(^{1-2}\). The increase in the gas fraction that occurs in the centre of the column corresponds to a slight decrease in the solid fraction. Yet higher up the column the influence of each discrete phase over the other is not as distinct, as much lower fractions are observed for both phases. The profiles of the phase fractions and the vertical velocity indicate that there is a small influence of the growth rate on the overall hydrodynamics of the bubble column compared with the overall impact that the solid phase has in reducing the velocity and gas fractions observed. However, the tiny influence of the growth rate on the hydrodynamics and the solids fraction did not change the rate at which the substrate was consumed or the growth rate of the biomass. Although the yield coefficients for the product strongly influenced the amount of product formed, as indicated by the five fold increase observed for both points in the time series (Figure 2).
Figure 4. Profiles of volume fractions of the dispersed phases averaged with respect to time (-). Brighter colours at a height of 2.5 column diameters and darker colours at a height of 10 column diameters; Blue profiles for rate A and red profiles for rate B.

Figure 5 displays the velocity vector plots if the top and bottom half of the column for both growth rates. Note that only 1 of every 5 vectors is depicted here for reasons of clarity. This plot confirms that the intensity of the turbulence is increased in the lower half of the column. The effect of the growth rate on the vector fields at 200 seconds of simulated time shows that there are subtle differences to the vortical structure that result from local changes to the solids fraction caused by the different growth rates.

The contour plots of the biomass (Figure 6) and substrate concentrations (Figure 7) and product (Figure 8) are presented in a similar way to the vector plots in Figure 5. All the figures show an increase in the concentration at the top of the column where the intensity of the turbulence is not as significant. It is understandable that the local increase to the product concentration corresponds to the local increase in the biomass concentration; however this is also observed for the substrate. Therefore, the effect that the gas phase equation has on the local concentrations could be significant; this could be the result of the mixture formulation used to represent both the gas, liquid and solid phases.

If the distribution of the substrate is realistic, then strong concentration gradients for the substrate can be observed between vortical structures. Therefore, the environmental conditions that the biomass is exposed to in each vortex can be different. Thus, significant effects on the reaction kinetics of the biomass will be observed particularly in regions of low substrate concentration. However, this is dependent on how quickly the micro-organism is responds to the environment it is exposed to and the nature of the substrate considered (i.e. glucose, oxygen, trace elements).

This is particularly critical for aerobic processes where oxygen is the limiting substrate, as zones where the oxygen concentration is low or zero will severely impair the ability of the organism to grow and thus affect the product formation rate. Regions where the oxygen concentration is zero can be found in more complex reactors (i.e. airlift reactors, activated sludge oxidation ditches). These reactors have regions that can be some distance from the gas distributors, thus any gas found in these regions may be depleted of oxygen and the local concentration of oxygen may also be low as the biomass consumes all the dissolved oxygen.

For example of the influence of the local substrate concentration on the functional pathways of bacteria have been studied with the application of Activated Sludge Models (Henze et al., 2000) to local hydrodynamic models of oxidation ditches (Cartland Glover et al., 2005; Cartland Glover et al., 2005ABC;
Littleton et al., 2001; Littleton et al., 2003; Oda et al., 2005). These studies reported the influence that the local oxygen concentration has on the different biochemical reaction pathways that are utilised by the biomass present in such processes and the effect this had on the treatment regimes observed. Therefore, identification dead zone, regions where the interphase mass transfer is poor or where starvation of the biomass occurs due to a lack of the substrate is one of the key advantages of using CFD.

Figure 5. Velocity vector fields (m s⁻¹) contours for the top and bottom halves of the 20:1 column after 200 s at growth rates A and B.
Figure 6. Biomass concentration (kg m$^{-3}$) contours for the top and bottom halves of the 20:1 column after 200 s at growth rates A and B.
Figure 7. Substrate concentration (kg m$^{-3}$)$\times 10^4$ contours for the top and bottom halves of the 20:1 column after 200 s at growth rates A and B; Note that the white region is where the substrate region exceeds the scale specified.
4. CONCLUSIONS

Biochemical reaction models were implemented with the gas-liquid-solid mixture model, utilising four scalar equations. The reactions mimicked processes that occur within a microbial culture quite well. Reaction rates from a strain of the mould *Aspergillus niger* were used to test the application of the reaction models. The flow structures that were produced were similar to the earlier gas-liquid and gas-liquid-solid flow cases (Cartland Glover et al., 2004A-B).

The consumption of a substrate displayed power law properties that have long been associated with fermentation of sugars by *Aspergillus niger* (Atkinson and Mavituna, 1983; Bailey and Ollis, 1986; Berović et al., 1993; Chisti, 1989; Coulson et al., 1994; Deckwer, 1986; Finkelssein and Ball, 1991; Haq et al., 2002; Roehr et al., 1981; Sakurai et al., 1997; Sankpal et al., 2001). Yet the rate of consumption was
high for the length of the simulation considered (i.e. 200 seconds). This was probably due to defining the substrate in terms of concentration and the lack of diffusion models for transport through the pellets and across cell membranes. Other reasons could include how the yield coefficients and growth rates were defined, either in terms of the whole fermentation or for specific stages of the life cycle of the culture. The formation of a product also showed power law tendencies as the mass of the product increased, but this was at a much lower rate than was observed for the substrate consumption.

Improvements that need to be considered include modelling the transport of oxygen across the gas-liquid interface and the diffusion of chemical species into and out of the cell culture. Other aspects that are influential encompass effects such as the local shear rate and the local concentration of species display on the growth of the cell culture (i.e. trace metals, nitrogen, phosphorous and sulphur). Therefore, more detailed cell growth and maintenance models are required to examine the majority of the effects of the species in the culture broth. The impact that the shear rate had on the discrete phase flow phenomena and cell growth, included effects such as particle break-up, pellet formation and particle collisions. Therefore, to effectively model biochemical reactions it is essential to include the influence that shear rate displays on cell growth and pellet formation. Work on this and related matters is underway and will be reported elsewhere.
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NOMENCLATURE

\[ d \] particle diameter (m)

\[ F \] external forces (kg m s\(^{-2}\))

\[ f \] dimensionless friction factor (-)

\[ g \] acceleration due to gravity vector (0 –9.81 0 m s\(^{-2}\))

\[ M \] mass (kg)

\[ p \] pressure (N m\(^{-2}\))

\[ Re \] Reynolds number (-)

\[ r \] rate of reaction (kg m\(^{-3}\) s\(^{-1}\))

\[ S \] source term

\[ t \] time (s)

\[ U \] mean velocity (m s\(^{-1}\))

\[ u \] velocity component (m s\(^{-1}\))

\[ V \] volume (m\(^3\))

\[ v \] slip velocity component (m s\(^{-1}\))

\[ x \] spatial co-ordinate (m)

\[ Y \] yield coefficient ((kg) (kg\(^{-1}\))

Mathematical operators

\[ D \] total differential operator

\[ \partial \] partial differential operator

\[ \nabla \] del operator

\[ \Sigma \] summation

\[ \to \] vector form of variable (i.e. representing i, j and k forms of the variable as a matrix)

\[ \bar{\ } \] bar denoting an averaged product
Greek symbols

\(\beta\)  \quad \text{coefficient of thermal expansion (K}^{-1}\)

\(\delta\)  \quad \text{Kronecker symbol}

\(\epsilon\)  \quad \text{rate of dissipation of turbulent energy (m}^2\ \text{s}^{-2}\)

\(\phi'\)  \quad \text{volume fraction (-)}

\(\phi''\)  \quad \text{concentration (kg m}^{-3}\)

\(\Gamma\)  \quad \text{diffusion coefficient for the scalar function (m}^2\)

\(\lambda\)  \quad \text{specific growth rate (s}^{-1}\)

\(\mu\)  \quad \text{dynamic viscosity (kg m}^{-1}\ \text{s}^{-1}\)

\(\theta\)  \quad \text{temperature (K)}

\(\rho\)  \quad \text{density (kg m}^{-3}\)

\(\Omega\)  \quad \text{mean rate of rotation tensor}

Subscripts and superscripts

\(A\)  \quad \text{substrate or molasses species}

\(B\)  \quad \text{biomass species}

\(C\)  \quad \text{product or citric acid species}

\(CC\)  \quad \text{computational cell/reactor volume}

\(c\)  \quad \text{continuous phase}

\(DG\)  \quad \text{gas phase drift velocity}

\(DS\)  \quad \text{solid phase drift velocity}

\(Dq\)  \quad \text{drift velocity of the qth phase}

\(\text{eff}\)  \quad \text{effective value in reference to the addition of turbulent and non-turbulent contributions of a variable}

\(G\)  \quad \text{gas phase}

\(i\)  \quad \text{co-ordinate index}

\(j\)  \quad \text{co-ordinate index normal to } i

\(L\)  \quad \text{liquid phase}

\(l\)  \quad \text{co-ordinate index}

\(m\)  \quad \text{co-ordinate index}

\(mp\)  \quad \text{mixture phase index}

\(n\)  \quad \text{number of phases}

\(q\)  \quad \text{discrete or particulate phase (including bubbles, drops and particles)}

\(qm\)  \quad \text{maximum discrete phase fraction (i.e. 0.62 for solids and 1 for bubbles)}

\(r\)  \quad \text{phase index}

\(S\)  \quad \text{solid phase volume fraction}

\(SG\)  \quad \text{parameter where the concentration, mass or volume is increased by cell growth}

\(s\)  \quad \text{mass source for the conservation of mass}

\(\phi'\)  \quad \text{diffusion coefficient of the volume fraction equations, 0.1}

\(\phi''\)  \quad \text{diffusion coefficient of the concentration equations, 0.001}

\(*\)  \quad \text{viscosity power function, different for solid and gas phases}
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