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In Parkinson’s disease (PD), the activity of several nuclei of the basal ganglia (BG) including the subthalamic nucleus (STN) and globus pallidus show enhanced synchronous neuronal oscillatory activity at beta frequency which is correlated with symptoms of bradykinesia. In PD and animal models of the disease, synchronous beta frequency oscillatory activity of the primary motor cortex (M1) also appears enhanced. In this study I investigated the mechanisms of neuronal network oscillatory activity in rat M1 using pharmacological manipulations and electrical stimulation protocols, employing the in vitro brain slice technique in rat and magnetoencephalography (MEG) in man.

Co-application of kainic acid and carbachol generated in vitro beta oscillatory activity in all layers in M1. Analyses indicated that oscillations originated from deep layers and indicated significant involvement of GABA_A receptors and gap junctions. A modulatory role of GABA_B, NMDA, and dopamine receptors was also evident.

Intracellular recordings from fast-spiking (FS) GABAergic inhibitory cells revealed phase-locked action potentials (APs) on every beta cycle. Glutamatergic excitatory regular-spiking (RS) and intrinsically-bursting (IB) cells both received phase locked inhibitory postsynaptic potentials, but did not fire APs on every cycle, suggesting the dynamic involvement of different pools of neurones in the overall population oscillations. Stimulation evoked activity at high frequency (HFS; 125Hz) evoked gamma oscillations and reduced ongoing beta activity. 20Hz stimulation promoted theta or gamma oscillations whilst 4Hz stimulation enhanced beta power at theta frequency.

I also investigated the modulation of pathological slow wave (theta and beta) oscillatory activity using magnetoencephalography. Abnormal activity was suppressed by sub-sedative doses of GABA_A receptor modulator zolpidem and the observed desynchronising effect correlated well with improved sensorimotor function.

These studies indicate a fundamental role for inhibitory neuronal networks in the patterning beta activity and suggest that cortical HFS in PD re-patterns abnormally enhanced M1 network activity by modulating the activity of FS cells. Furthermore, pathological oscillation may be common to many neuropathologies and may be an important future therapeutic target.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-OHDA</td>
<td>6-hydroxydopamine</td>
</tr>
<tr>
<td>AMPA</td>
<td>Alpha-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid</td>
</tr>
<tr>
<td>AP</td>
<td>Action potential</td>
</tr>
<tr>
<td>AHP</td>
<td>Afterhyperpolarisation</td>
</tr>
<tr>
<td>BG</td>
<td>Basal ganglia</td>
</tr>
<tr>
<td>CBX</td>
<td>Carbenoxolone</td>
</tr>
<tr>
<td>CCh</td>
<td>Carbachol (carbamylcholine)</td>
</tr>
<tr>
<td>CCK</td>
<td>Cholecystokinin</td>
</tr>
<tr>
<td>CNQX</td>
<td>6-cyano-7-nitroquinoxaline-2,3-dione</td>
</tr>
<tr>
<td>CT</td>
<td>Computer tomography</td>
</tr>
<tr>
<td>DA</td>
<td>Dopamine</td>
</tr>
<tr>
<td>DBS</td>
<td>Deep brain stimulation</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DHPG</td>
<td>Dihydroxyphenylglycine</td>
</tr>
<tr>
<td>DLPFC</td>
<td>Dorsolateral prefrontal cortex</td>
</tr>
<tr>
<td>EEG</td>
<td>Electroencephalography</td>
</tr>
<tr>
<td>EP</td>
<td>Entopeduncular nucleus</td>
</tr>
<tr>
<td>EPSP</td>
<td>Excitatory postsynaptic potential</td>
</tr>
<tr>
<td>ERD</td>
<td>Event-related desynchronisation</td>
</tr>
<tr>
<td>ERS</td>
<td>Event-related synchronisation</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FS</td>
<td>Fast spiking</td>
</tr>
<tr>
<td>GABA</td>
<td>Gamma-aminobutyric acid</td>
</tr>
<tr>
<td>GPe</td>
<td>Globus pallidus externa</td>
</tr>
<tr>
<td>GPi</td>
<td>Globus pallidus interna</td>
</tr>
<tr>
<td>HFS</td>
<td>High frequency stimulation</td>
</tr>
<tr>
<td>IB</td>
<td>Intrinsically bursting</td>
</tr>
<tr>
<td>ING</td>
<td>Interneuronal network gamma</td>
</tr>
<tr>
<td>IPSP</td>
<td>Inhibitory postsynaptic potential</td>
</tr>
<tr>
<td>KA</td>
<td>Kainic acid</td>
</tr>
<tr>
<td>LFP</td>
<td>Local field potential</td>
</tr>
<tr>
<td>LTS</td>
<td>Low-threshold spiking</td>
</tr>
<tr>
<td>LS</td>
<td>Late spiking</td>
</tr>
<tr>
<td>mGluR</td>
<td>Metabotropic glutamate receptor</td>
</tr>
<tr>
<td>M1</td>
<td>Primary motor cortex</td>
</tr>
<tr>
<td>MEG</td>
<td>Magnetoencephalography</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic resonance image</td>
</tr>
<tr>
<td>MRS</td>
<td>Proton magnetic resonance spectroscopy</td>
</tr>
<tr>
<td>MPEP</td>
<td>2-methyl-6-(phenylethynyl)pyridine</td>
</tr>
<tr>
<td>MPTP</td>
<td>1-methyl-4-phenyl-1, 2, 3, 6-tetrahydropyridine</td>
</tr>
<tr>
<td>NMDA</td>
<td>N-methyl-D-aspartate</td>
</tr>
<tr>
<td>PD</td>
<td>Parkinson's disease</td>
</tr>
<tr>
<td>PENT</td>
<td>Pentobarbital</td>
</tr>
<tr>
<td>PET</td>
<td>Positron emission tomography</td>
</tr>
<tr>
<td>PING</td>
<td>Pyramidal-interneuronal network gamma</td>
</tr>
<tr>
<td>PTX</td>
<td>Picrotoxin</td>
</tr>
<tr>
<td>PV</td>
<td>Parvalbumin</td>
</tr>
<tr>
<td>rTMS</td>
<td>Repetitive transcranial magnetic stimulation</td>
</tr>
<tr>
<td>RS</td>
<td>Regular spiking</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>RSNP</td>
<td>Regular spiking non-pyramidal cell</td>
</tr>
<tr>
<td>SAM</td>
<td>Synthetic aperture magnetometry</td>
</tr>
<tr>
<td>S1</td>
<td>Primary somatosensory cortex</td>
</tr>
<tr>
<td>SNr</td>
<td>Substantia nigra pars reticulata</td>
</tr>
<tr>
<td>SNC</td>
<td>Substantia nigra pars compacta</td>
</tr>
<tr>
<td>SOM</td>
<td>Somatostatin</td>
</tr>
<tr>
<td>SPECT</td>
<td>Single-photon emission computed tomography</td>
</tr>
<tr>
<td>STN</td>
<td>Subthalamic nucleus</td>
</tr>
<tr>
<td>TTX</td>
<td>Tetrodotoxin</td>
</tr>
<tr>
<td>VIP</td>
<td>Vasoactive intestinal polypeptide</td>
</tr>
<tr>
<td>ZOL</td>
<td>Zolpidem</td>
</tr>
</tbody>
</table>
CHAPTER 1:
INTRODUCTION
1.1 PARKINSON'S DISEASE

1.1.1 Overview

Parkinson's disease (PD) is a disorder of voluntary movement, which is characterised by a resting tremor (rhythmical and alternating movement), rigidity (resistance to a passive movement), akinesia (difficulty in initiating movement) and bradykinesia (slowness in executing movements). The prevalence of PD is approximately 0.3% of the world population; PD affects more than 1% of those older than 60 years and up to 4% of those older than 80 years (Schapira, 2008). Thus, PD is the second most common neurodegenerative disorder after Alzheimer's disease (Sinha et al., 2005; Schapira, 2008). Initial symptoms usually occur between 50-60 years of age and the disease gradually progresses (Calne and Sandler, 1970; Lee and Liu, 2008). The description of PD symptoms was formally introduced in 1817 by Dr. James Parkinson in the monograph "Essay on the shaking palsy". The pathophysiology of this disease was later discovered to involve disruption of neuronal communication within the subcortical structures known collectively as basal ganglia.

1.1.2 The basal ganglia

The basal ganglia (BG) comprises a collection of nuclei which process motor-related information delivered from the cortex. The BG is located in the forebrain and midbrain, and consists of seven different nuclei (figure 1.1). The putamen and the caudate nuclei, which are collectively called the striatum (in rodents), are the main access point for cortical inputs (Wise and Jones, 1977; Donoghue et al., 1979; Donoghue and Herkenham 1986). Retrograde tracing studies of rat cortex have revealed that all cortical regions project to the striatum (McGeorge and Faull, 1989), and the origin of these corticostriatal projections were found to lie principally in cortical layer Va (i.e. the superficial part of layer V, see section 1.2.2), though small portions are derived from the layer III region (McGeorge and Faull, 1989). These cortical inputs are topographically organised within the striatum. For example, neurones from rostral sensorimotor cortex (where head area is represented) project to the central/ventral area of striatum. In contrast, neurones from caudal
sensorimotor cortex (where limbs are represented) selectively project to the dorsolateral striatum (McGeorge and Faull, 1989; Ebrahimi et al., 1992).

Figure 1.1 – Location and synaptic connectivity of BG nuclei. (A) Coronal section of the right hemisphere of human brain showing the relative location of M1, BG nuclei and thalamus. (B) The schematic representation of (A) with known synaptic organisation. Note that M1 sends descending projections towards thalamus, STN, striatum, and brainstem. Red arrows indicate inhibitory projections while green arrows indicate excitatory projections and pink arrows indicate dopaminergic projections.

95% of striatal neurones are GABAergic projection neurones known as medium spiny neurones (MSNs, Albin et al., 1989). Labelling and immunohistochemical studies have shown that these MSNs make rich synaptic contacts with GABA-containing cells of the globus pallidus¹ (GP), entopeduncular nucleus² (EP) and substantia nigra pars reticulata (SNr) in rat (Fink-Jensen and Mikkelsen, 1989; Smith and Bolam, 1989, 1991; Gandia and Giménez-Amaya, 1991; von Krosigk et al., 1992). One study involving juxtacellular labelling of striatal neurones reported that 36.4% of striatal neurones project to GP, 26% to GP and SNr and 37.6% to GP, EP and SNr (Wu et

¹ in primate, the structure functionally homologous to rat globus pallidus (GP) is globus pallidus externa (GPe)
² in primate, the structure functionally homologous to rat entopeduncular nucleus (EP) is called globus pallidus interna (GPI).
The EP and SNr are the output stations of BG, and because of this, connectivity between striatum and EP/SNr neurones are termed "the direct pathway" (referring to direct innervation of output nuclei by the input station). In contrast, striatal connections to GP are termed "the indirect" pathway. In rat, axons of GP neurones terminate in the subthalamic nucleus (STN), EP, and SNr (Bolam and Smith, 1992; Kita and Kitai, 1994). Furthermore, light microscopic study of intracellularly labelled cells from rat revealed that STN neurones send their axons to GP, EP, and SNr (Kita et al., 1983), indicating reciprocal connections between GP and STN which is the only glutamatergic excitatory nucleus in the BG. Importantly, recent anatomical studies of primates indicated the existence of yet another pathway termed "hyper-direct", in which projections from cortex directly form synapses in STN (Nambu et al., 2002).

The EP projects to various subcortical nuclei including pedunculopontine nucleus (PPN), superior colliculus, and thalamus (Galvan and Wichmann, 2008). Biotin labelling studies of EP axons have revealed that there are two populations of EP neurones, those that only project to ventrolateral (VL) and ventromedial (VM) thalamus, where motor-related information is processed and those that projected to both VL and VM thalamus and other structures (Kha et al., 2000). There is also a report that has shown the EP projects to SNr (Bolam and Smith, 1992). Similarly, neurones of the SNr project to VL and VM region of thalamus, although there are subsets which project elsewhere (Kha et al., 2000). The VL thalamus provides synaptic input to frontal regions of cortex, including motor cortex, where it modulates the subsequent cortical output from cortex to BG (Jones and Leavitt 1974; Herkenham 1980; Jones 1983).

Perhaps, the most critical nucleus of BG, at least in terms of pathophysiology of PD (see section 1.1.3), is the substantia nigra pars compacta (SNC). It is dopaminergic in nature, and neurones from this nucleus principally project to striatum, where they have various functions including modulation of corticostratial inputs. Fluorescent histochemical analysis of rat nigrostriatal fibres indicate that its axon collaterals also extend to GP (Lindvall and Björklund, 1979), suggesting dopamine modulation of non-striatal neuronal activity. Furthermore, Gauthier et al. (1999) studied axonal arborisation of single nigrostriatal neurones of rat via anterograde labelling. They
found two distinct projection subsystems; one that arbors abundantly with striatum, but less with extrastriatal component of BG and one that predominantly arbors with extrastriatal component of BG (i.e. GP, STN, and EP).

1.1.3 PD Aetiology and pathophysiology

PD has been linked with genetic mutation and environmental factors. Six genes, namely α-synuclein, parkin, UCH-L1, PINK1, DJ-1 and LRRK2/dardarin, have been identified so far whose mutations have been suggested to have direct implications for development of PD (Lee and Liu, 2008). Such mutations may be clinically characterised by an early onset of PD symptoms (usually before 40 years old, Lee and Liu, 2008). Environmental factors, including rural living, exposure to pesticides, herbicides, and organic solvents, have also been reported to have impact, according to a number of case control studies, though none has been clearly identified as a direct causal agent (Ghione et al., 2007). Currently, the majority of the PD cases (approximately 90%) are classified as idiopathic and ageing is the only proven risk factor (Weintraub et al., 2008).

It is well documented that the prime cause of PD is a loss of the dopaminergic nigrostriatal pathway (Bernheimer et al., 1973; Gerlach et al., 1996; Wilson et al., 1996). This leads to a reduction in a number of dendritic spines found on MSNs in striatum (Ingham et al., 1989). As striatal dendritic spines receive inputs from corticostriatal neurones as well as nigrostriatal neurones, this significantly compromises corticostriatal communication. Interestingly, initial motor symptoms of PD only appear after substantial loss of nigrostriatal nerve terminals (greater than 70%, Bernheimer et al., 1973) and SNC cell bodies (approximately 60%, Lee and Liu, 2008), indicating the great deal of redundancy in the dopaminergic system. Indeed, in 6-hydroxydopamine (6-OHDA) lesioned rats, the dopamine receptors (in particular, D1-like type) become supersensitive to agonist, significantly facilitating locomotion at small doses of dopamine administration in vivo (Breese et al., 1987). These results

---

3 PD with no clear aetiology
4 6-OHDA is a neurotoxin, which selectively kills dopaminergic and noradrenergic neurones. Thus, it is often used in conjunction with inhibitors of noradrenaline uptake.
may partially explain the functional flexibility of cortico-BG circuitry towards loss of dopaminergic projections.

From an electrophysiological point of view, the rate of the activity in the BG nuclei is considerably altered in absence of dopamine. In fact, studies of 1-methyl-4-phenyl-1, 2, 3, 6-tetrahydropyridine (MPTP)\(^5\)-treated primates and PD patients have revealed an increase in mean firing rate of neurones in the STN and Gpi (Filion and Tremblay, 1991; Bergman et al., 1994; Hutchison et al., 1997; Raz et al., 2000). In contrast, GPe activity appears to be significantly reduced during the dopamine-depleted state (Miller and DeLong, 1988; Filion and Tremblay, 1991; Raz et al., 2000). From these observations, DeLong (1990) has suggested that striatopallidal neuronal activity is disinhibited in PD, reducing GABAergic influence of GPe to STN and as a consequence, STN activity is over-excited, increasing activity of the output nuclei (i.e. Gpi and SNr). This causes excessive inhibition of their target sites particularly in thalamus, reducing activity in thalamocortical motor loop, leading to symptoms of akinesia and bradykinesia.

However, DeLong's hypothesis alone is insufficient to fully explain a number of experimental observations related to PD. For instance, lesion of the thalamus is expected to worsen PD symptoms but it appears not to be the case (Page et al., 1993; Marsden and Obeso, 1994). Also, the model predicts that hyperkinesia\(^6\) is associated with reduced firing rate of output nuclei, although GPi activity seen in such conditions is similar to that in PD in some patients (Hutchison et al., 2003). Furthermore, anatomical studies of GPe-STN-GPi connectivity have revealed that the GPe represents the sensorimotor region projects to the dorsolateral region of the STN but the STN input to GPi originates from ventromedial region, leaving the circuit open (Parent and Hazrati, 1995).

Therefore, numerous investigators have focused upon the change in spatiotemporal firing pattern of BG neurones rather than change in firing rate (see Brown et al., 2003 for review). Regular, irregular and oscillatory (or rhythmic bursting) modes of

---

\(^5\) MPTP is a neurotoxin that is selectively transported into dopaminergic neurones and is metabolised to MPP+. This metabolite inhibits mitochondrial complex I enzyme thereby blocking electron transport chain. Consequently cellular content of ATP is decreased and lead to neuronal degeneration (Dauer and Przedborski, 2003; Smeyne and Jackson-Lewis, 2005)

\(^6\) abnormal increase in muscle activity
discharge have been described in normal single STN and GPi neurones in vivo (Magill et al., 2001; Brown, 2003). These firing patterns co-exist in the normal functioning BG, and their relative intensity is thought to alternate over time and space to shape individual motor behaviours. In the resting PD state, however, oscillatory activity becomes a predominant feature (Nini et al., 1995; Boraud et al., 1998; Raz et al., 2000). This firing pattern typically occurs at the frequency band of 4-10Hz (known as theta band) and 15-30Hz (known as beta band), and is abnormally synchronised across the GPe, STN and GPi (Bergman et al., 1994; Raz et al., 2000; Brown et al., 2001; Magill et al., 2001). Numerous studies support the hypothesis that these oscillations are a pathophysiological phenomenon. Firstly, the emergent theta activity appears to correlate with the frequency of tremor (Hutchison et al., 1997; Raz et al., 2000; Amtage et al., 2008). Secondly, administration of levodopa (first-line treatment for PD, see section 1.4.1) reduces coherent low frequency activity (<20Hz) in GPi and STN, which was accompanied by motor improvement (Brown et al., 2001; Kühn et al., 2006).

Although enhanced power and synchrony of theta/beta oscillations between the BG nuclei is associated with pathology of PD, such activity has been described in normally functioning striatum of awake primates (Courtemanche et al., 2003). This may indicate that synchronised activity of BG nuclei alone may not fully describe the pathophysiology of the PD brain.

1.1.4 Effect of dopamine-depletion on cortical and subcortical oscillatory activity

Oscillations at beta and gamma (30-80Hz) frequencies have also been detected in normal primary motor cortex (M1) particularly before the initiation of movement (Murthy and Fetz, 1992; Donoghue et al., 1998), using local field potential\(^7\) (LFP) recordings. This activity appears enhanced in the PD state. As previously outlined there is significant functional association between cortex and STN. Indeed,

\(^7\) LFPs represent the synchronous activities of population of neurones. For detail, see method section 2.2.2
simultaneous recording of cortical electroencephalography (EEG\textsuperscript{8}) and STN single-unit firing has shown coherent activity between STN neurones and cortical slow wave activity (SWA, \~{}1Hz) in the anaesthetised rat (Magill et al., 2001). This correlation appears enhanced in dopamine depleted state while transection of neuronal cortico-STN connections regularised STN activity. These results highlight the large influence of cortex on STN neuronal activity via "the hyper-direct" pathway which is enhanced in PD. Recent evidence further supports this view: first, assessment of temporal pattern of LFPs revealed the effective direction of coupling from cortex to STN rather than vice versa (Sharott et al., 2005b). Secondly, cortical spike-wave oscillations (5-9Hz) seen during non-convulsive seizure in epileptic rats generate coherent activity in STN neurones (Magill et al., 2005). Thirdly, in the 6-OHDA lesioned rat, enhanced apomorphine-sensitive beta oscillatory activity in the STN is strongly correlated with that of cortex (Sharott et al., 2005a). Because of the significant influence of cortex on BG activity, I will now concentrate on cortex, in particular M1, where voluntary movement is thought to be directly controlled.

\textsuperscript{8} EEG is a non-invasive device which detects small electrical currents within the brain, thought to be primarily reflecting the activity of pyramidal neurones.
1.2 PRIMARY MOTOR CORTEX

1.2.1 Overview

In man, the motor cortex is located anterior to the central sulcus, occupying approximately one third of the frontal lobe surface area. It can be subdivided into the primary motor cortex (M1) and the non-primary motor cortex, consisting of pre-motor and supplementary motor areas. M1 itself is believed to be associated with voluntary movement generation as well as motor learning (Rioult-Pedotti et al., 1998). Early studies involving low-intensity microstimulation on the surface of M1 revealed a somatotopic arrangement of leg, arm, head, and face (Penfield and Rasmussen, 1950). This mapping was later studied through the intra-cortical electrical stimulation technique (Stoney et al., 1968). Using this method, various groups described the topographic representation of sub-regions of particular body parts within the motor cortical column such that different movements (digit, wrist, elbow, or shoulder) were evoked when tracking stimulating electrodes in small steps across M1 (Asanuma and Ward, 1971; Kwan et al. 1978; Donoghue et al. 1992). However, strict, non-overlapping somatotopic representations of individual muscles is not an adequate description of function in M1 since stimulation of M1 at multiple, spatially separated locations was shown to influence similar muscle types (Donoghue et al. 1992). Single M1 neurones also appeared to participate in multiple hand motor actions, and neurones influencing different digits or the wrist seems to be distributed randomly (Schieber and Hibbard, 1993; Sanes and Donoghue, 2000). These data suggest that muscle representation in M1 involves the dynamic assembly of specific individual elements into a functional unit.

The non-primary motor cortex is linked with higher motor control such as movement planning, learning and refinement based upon somatosensory feedback (Tanji, 1994). Although a detailed description of this area of motor cortex is beyond the scope of this thesis, the interaction between these two motor areas is necessary to achieve highly coordinated movement.

---

in relation to particular body parts
1.2.2 Neuronal organisation of M1

Cortical neurones with similar topographic relationships are aggregated into a vertical columnar structure. In M1, this vertical organisation comprises five horizontal layers, namely, plexiform (layer I), external granular layer (layer II), external pyramidal layer (layer III), internal pyramidal layer (Layer V), and fusiform (Layer VI). Layer IV appears to be absent in M1 due to a lack of granular cortex.

Layer I
The plexiform layer appears to possess no excitatory cell bodies (Chu et al., 2003). Indeed, Gabbott and Somogyi (1986) have shown that approximately 95% of neurones in this layer are inhibitory. Two morphological types of inhibitory neurones termed Retzius-Cajal neurones (possessing a horizontally elongated dendritic tree) and small neurones (possessing a highly localized dendritic and axon arbour) are exclusive to this layer (Douglas and Martin, 2004). This layer receives glutamatergic input from local pyramidal axon collaterals and thalamus (Douglas and Martin, 2004). Other neurochemically-defined inputs have also been identified, most prominently, cholinergic fibres from the nuclei of the basal forebrain and similar inputs of local origin (Emson and Lindvall, 1979; Penny et al., 1982; Rausell and Avendano, 1985; Bear et al., 1985; Lysakowski et al., 1986; Cauller and Conners, 1994; Kawaguchi and Kubota, 1997).

Layer II/III
Layer II/III receives multiple neurochemical projections including noradrenaline, 5-hydroxytryptamine (5-HT), and dopamine. Here, thalamic axons appear to occur at highest density relative to input from other layers (Douglas and Martin, 2004). A population of regular-spiking non-pyramidal cells (RSNP cell, see section 1.2.4 below for detail) and parvalbumin (PV)-positive fast spiking cells (FS cells, see section 1.2.4 below for detail) are most prominent in this layer (Kawaguchi 1995).

Layer V
The pyramidal cells found in this layer possess large cell bodies (75-100µm in primate), which are termed giant cell of Betz. Type 1 Betz cells send cortical output to striatum, superior colliculus, spinal cord, and basal pons, they have thick, tufted
apical dendrites and exhibit intrinsic burst firing (see Molnár and Cheung, 2006 for review). Type II Betz cells send their axons to the contralateral hemisphere or to the ipsilateral striatum, show slender, obliquely oriented apical dendrites and are always regular spiking (Molnár and Cheung, 2006). Those Betz cells located in deep parts of layer V (termed layer Vb) tend to possess smaller cell bodies than superficial part (layer Va). Those axon projecting to brainstem form the corticobulbar tract innervate muscles in the face, head, and neck, while axons projecting to spinal cord via the corticospinal tract innervate the limbs. Those cells found in layer Va are known to send its axons to BG nuclei, in particular, striatum (Lei et al., 2004).

Anatomical studies have revealed that apical dendrite of layer V pyramidal cells receives synaptic input primarily from layer II/III pyramidal neurones (Kaneko et al., 2000). Dopaminergic projections from ventral tegmental area (VTA), the rostral mesencephalic, and the nucleus linearis are also found in this layer (Descarries et al., 1987; Berger et al., 1991; Towers and Hestrin, 2008).

Layer VI
The major pyramidal cells found in layer VI are corticothalamic neurones, which project to, and receive input from, VL thalamus (Kaneko et al., 2000). In addition, pyramidal and non-pyramidal neurones in this layer receive input from callosal neurones (Karayannis et al., 2006). Unmyelinated axons containing noradrenaline, which originate from locus coerulescens form synapses with cells in layer VI (Papadopoulos et al., 1987).

1.2.3 Electrophysiological characteristics of cell types in M1

Cells within M1 can be broadly classified into spiny neurones or aspiny neurones (with reference to dendritic spines). The former neuronal type consist primarily of pyramidal cells (so-called due to their pyramid-like morphology) that are thought to be glutamatergic (i.e. excitatory) in nature and a minority of inhibitory GABAergic stellate cells (so-called due to their star-like neuronal structure). Spiny neurones are known to comprise approximately 80% of total neuronal population in cortex (Gao and Zheng, 2004; Halabisky et al., 2006). The remaining 20% are locally distributed
inhibitory GABA-releasing aspiny neurones, whose responsibility is to regulate cortical activity principally driven by spiny neurones (Beaulieu et al., 1992). For clarity, I refer below only to pyramidal or non-pyramidal neurones.

Pyramidal neurones
Pyramidal neurones are the major output neurones of M1. These cells occupy approximately 70% of cortical neuronal population (Sloper et al., 1979), connecting the cortex and subcortical structures such as striatum and thalamus. They also have axonal collaterals confined to the area in which they occur, providing excitatory input within the local circuitry of the cortex (Douglas and Martin, 2004). Two classes of pyramidal cells have been observed electrophysiologically in sensorimotor region of rat cortex in vitro (Connors et al., 1982; McCormick et al., 1985; Van Brederode and Snyder, 1992; Chen et al., 1996). Regular-spiking (RS) cells appear to be most abundant and exhibit spike frequency adaptation\(^{10}\) upon depolarising current injection (figure 1.2A). Indeed, there is a high correlation between spike frequency and injected current intensity. In contrast, intrinsically bursting (IB) cells show an initial spike burst followed by low frequency, non-adapting action potentials (APs, figure 1.2B). Furthermore, the afterhyperpolarisation (AHP)\(^{11}\) observed after a single spike is relatively small compared to RS cells. Interestingly, the firing property of IB cell changes dramatically when positive current is injected to the cell with slightly depolarised membrane potential, such that characteristic bursting disappears and AHPs become much shorter, allowing AP frequency to increase (figure1.2B).

\(^{10}\) spike frequency adaptation - decrease in instantaneous discharge rate during a sustained current injection, thought to be influenced by cumulative nature of slow AHP (see footnote 11 below), and the slow-activating non-inactivating voltage-sensitive K\(^+\) current (known as M-current) (Fuhrmann et al., 2002).

\(^{11}\) AHP - two components, fast AHP (fAHP), which is mediated by BK channel (Ca\(^{2+}\)-activated fast K\(^+\) current) and slow AHP (sAHP), which is mediated by SK channels (Ca\(^{2+}\)-activated slow K\(^+\) current) (Connors et al., 1982; Hille, 1992)
Non-pyramidal neurones

A number of properties have been examined in an attempt to establish classification of non-pyramidal cells including presence of GABA, the expression pattern of proteins involved in cell signalling, axonal target, dendritic/axonal morphology, generation of IPSPs, and AP firing pattern. However, characterisation was found to be a difficult task because of significant overlap of cell characteristics (Galarreta and Hestrin, 2002; Somogyi and Klausberger, 2005). Based upon dendritic morphology, non-pyramidal neurones can be classified into bipolar, multipolar, bitufted or stellate subtypes. In contrast, the arrangement of axonal branching divides non-pyramidal cells into at least 16 different types (see Somogyi and Klausberger, 2005 for review). Discrimination of cells by their postsynaptic target is favoured by some researchers because of their specificity for precise location along the somatodendritic axis (e.g Mann et al., 2005). For example, some axons preferentially target the proximal soma and dendrite (e.g. basket cells), mid-field dendrites (e.g. bitufted, double bouquet and neurogliaform cells), or axon initial segment (e.g. chandelier cells; Douglas and Martin, 2004; Mann, et al., 2005).
In sensorimotor cortex, FS cells and RSNP cells are most commonly identified electrophysiologically (table 1.1, figure 1.3A and B, Kawaguchi, 1995; Cauli et al., 1997). FS cells are characterised by a repetitive discharge of APs whose duration is significantly shorter compared to that of pyramidal cells. The maximum "steady state" firing rate of a FS cell, as determined from the number of spikes at the highest current strength before depolarisation block\(^{12}\), can reach 100Hz (Erisir et al., 1999; Tateno et al., 2004). Such fast spiking behaviour can be achieved because of the characteristic monophasic, short duration AHP. These cells preferentially form synaptic connections at perisomatic and proximal dendritic regions of neighbouring pyramidal cells and are thought to exert powerful control over large assemblies of target cells (Cobb et al., 1995; Tamas et al., 1997). RSNP cells seem to be most widespread aspiny neurone within the agranular frontal cortex (Kawaguchi, 1995; Cauli et al., 1997). They exhibit two different types of firing behaviour depending on the intensity of the depolarising current applied. At threshold, APs are generated mainly at the early part of depolarisation. Application of stronger stimulus induces repetitive spike firing, which undergoes adaptation and may even cease before the end of the current pulse. Furthermore, injection of hyperpolarising current elicits a notable sag of membrane potential, a characteristic known to be caused by the hyperpolarisation-activated non-specific cation current \((I_h)\)^{13}.

---

\(^{12}\) depolarisation block is membrane potential state where no further depolarisation/AP can occur due to steady-state inactivation of fast Na\(^+\) channels underlying the AP.

\(^{13}\) \(I_h\) is a time- and voltage-dependent inward rectifier whose voltage sensitivity and activation time-constant varies with subunit composition and hence among cell types. \(I_h\) which is activated at or near resting membrane potential can affect the firing rate of spontaneously active neurones (Chan et al., 2004). In contrast, if \(I_h\) is only activated at membrane potentials more negative compared to resting, it will not affect spontaneous firing events. Functionally, \(I_h\) is reported to reduce the location-dependent variability of temporal summation of synaptic inputs at the soma thereby linearising synaptic integration by reducing the decay time-constant of synaptic inputs at the dendrites relative to soma via its hyperpolarising effect during the activated state (Magee, 2000)
The low-threshold spiking (LTS) and late-spiking (LS) cells constitute a small proportion of interneuronal population. Similar to RSNP cells, LTS cells show voltage sag during hyperpolarising current injection, and these cells are characterised by 2-4 rebound spikes\(^{14}\) upon reversal from membrane hyperpolarisation (figure 1.3C). Repetitive firing with spike frequency adaptation is observed upon depolarising pulse injection from resting membrane potential (Kawaguchi 1995; Kawaguchi 1997). The current amplitude required to produce an AP is smaller, and the spike frequency adaptation is greater than observed in FS cells.

In LS cells, ramp depolarisations followed by a single AP is observed at subthreshold current (Kawaguchi, 1995; Brecht et al., 2004). Stimulation by current pulse just

---

\(^{14}\) rebound spikes are induced by 1) activation of low-threshold T-type Ca\(^{2+}\) currents with small depolarisations from low resting membrane potentials (-80 to 100mV) and/or 2) the de-inactivation of \(I_h\) (Hille, 1992).
above threshold causes LS cells to fire at constant rate without spike frequency adaptation (figure 1.3D).

Table 1.1 – Types of non-pyramidal neurones that may exist in M1 in vitro. (Kawaguchi, 1995; Halasy et al., 1996; Kawaguchi and Kubota, 1997; Cauli et al., 1997; Chu et al., 2003; Kalinichenko et al., 2006). Relative proportion of these types in the cortex is estimated to be the order of RSNP>FS>LS>LTS.

1.2.4 Possible influence of somatosensory cortex (S1/2) on M1 activity

Movement coordination requires continuous refinement of proprioception coupled with movement execution. For example, grasping an object requires activity of digits, the wrist, forelimbs, and shoulder (M1). However, in order to achieve this, information regarding the relative position of limbs, muscle load, muscle tension and location of objects within the hand must be constantly provided in order to coordinate the multiple muscle contractions which are required. This information is provided by the somatosensory cortex (S1/2), which is located posterior to the central sulcus,
adjacent to the M1. Stimulation of S1/2 has been shown to facilitate movement in healthy subjects as well as those with motor deficits (Johansson et al., 1993; Hamdy et al., 1998; Kaelin-Lang et al., 2002), while reduction of sensory inputs by local anaesthesia has been shown to impair motor control (Edin and Johansson, 1995).

S1/2 shares a similar topographical organisation to the M1 (Huffman and Krubitzer, 2001), and is closely associated with M1 through reciprocal connectivity. Retrograde labelling studies have shown that layer III of area 3a (corresponding to S1) sends axons to the motor cortex (Porter and Sakamoto, 1988; Porter, 1991, 1992, 1996) which appear to terminate on clusters throughout the cortical column with highest density in layer III (Porter, 1991, 1992). Similar studies revealed that projections to area 3a originate from cells located in layer II to VI of the motor cortex (Porter 1991, 1992). The existence of functional connectivity at cellular level has also been confirmed. ICMS of somatosensory cortex caused short-latency, monosynaptic EPSPs in the neurones located in layer II/III of the motor cortex (Kosar et al., 1985).

Autoradiographic studies have shown dopamine innervation of the prefrontal and motor area (including the M1) and S1/2 regions, particularly in deep layers (layer V-VI, Descaries et al., 1987; Berger et al., 1988). This may indicate that during dopamine depletion the activity of M1 and S1 may be disrupted and may indicate that M1-S1/2 interactions have a significant role on PD pathophysiology.

Several clinical studies suggest that impaired sensory feedback contribute to the movement deficits observed in PD patients. For example, when visual information is removed, during hand movement, both the accuracy and speed of movement are compromised (Flowers, 1976; Baroni et al., 1984; Abbruzzese and Berardelli, 2003), while administration of levodopa reduced the “visual cue” dependency (Baroni et al., 1984). In addition, it has been shown that presenting the external or auditory cues can aid the initiation of movement (Morris et al., 1996; Oliveira et al., 1997; McIntosh et al., 1997; Marchese et al., 2000). In addition, many PD patients appear to present abnormal muscle stretch reflexes in upper and lower limbs which give rise to disturbances in proprioception regulation (Rothwell et al., 1983; Berardelli et al., 1983).
Taken together, the motor deficit observed in PD patients may arise from abnormal central processing within the M1, M1-BG interactions or compromised S1/2-M1 interactions.

In the following section, the functional aspects of cortex are discussed, with particular reference to oscillatory activity, which appears to play significant role during PD.
1.3 CORTICAL NETWORK ACTIVITY

1.3.1 Overview

Local networks of neurones in cortex generate patterns of electrical activity known as synchronous oscillations. This phenomenon was first described by Berger (1929), who observed an alpha (8 to 12 Hz) oscillatory rhythm from the human scalp using EEG. Further studies of cortical activity through this technique identified various other oscillatory patterns, which were thought to be dependent on behavioural state. However, it is currently recognised that particular frequencies of rhythm are not strictly confined to particular behaviours, as one state often engages oscillatory activity at several frequency bands. For example, during exploration, network oscillation at gamma (30-80Hz) and theta frequency (5-10Hz) band are co-generated in rat hippocampal region in vivo (Bragin et al., 1995). Similarly, slow wave oscillations found in somatosensory cortex during sleep are characterised by complex activity containing ultra-slow (<1Hz), delta (1-4Hz), theta, and gamma oscillations (Steriade, 2006). Among the several oscillatory frequencies observed in vivo, gamma oscillations have received particular attention because of their predominance in brain-awake states, and due to their possible implication in higher-level cortical processes such as sensory binding (Singer, 1993), memory (Lisman and Idiart, 1995), and consciousness (Llinas et al., 1998). Indeed, population activity at this frequency band seems to be strongly associated with sensory input (Gray and Singer, 1989).

Due to technical difficulties with physiological and pharmacological analysis of network oscillatory activity, underlying mechanisms have only begun to emerge. Advances coincided with the development of methods to generate persistent and transient synchronous network oscillations in vitro, which eliminated limitations such as difficulties in pharmacological dissection of physiological systems in vivo. The hippocampus is most commonly chosen to study this population activity because of its well-defined laminar structure. This area generates persistent (lasting hours) gamma oscillations upon cholinergic activation (Fishan et al., 1998), kainate receptor activation (Fisahn, 1999) or metabotropic glutamate receptor activation (Whittington
et al., 1995; Pálhalmi et al., 2004). In contrast transient (lasting milliseconds to seconds) gamma oscillations, can be evoked by tetanic electrical stimulation (e.g. Whittington et al., 1995, 1997a, 1997b; Traub et al., 1996b). It has been suggested that persistent gamma oscillations generated in hippocampus in vitro are analogous to those gamma oscillations concurrently occurring with theta oscillations in hippocampus in vivo (Traub et al., 1996b; Traub et al., 1999b; Whittington et al., 2000), while transient gamma oscillations are thought to be associated with those gamma oscillations evoked by sensory stimulus in vivo (Gray and Singer, 1989, Whittington et al., 1995; Traub et al., 1996b, Whittington et al., 1997a, 1997b; Traub et al., 2004).

There appear to be two principal mechanisms by which local oscillatory activity is generated in neocortex. First of all, rhythmic firing of a subset of the neuronal population entrains the local network. Here, both synaptic and electrical communication between neurones is critical. Secondly, synchronised rhythmic network activity can be produced by intrinsic properties of individual cells, which play a role as pacemakers entraining remote but synaptically connected neuronal networks. The details of these mechanisms are described below using hippocampal gamma oscillations as a principal model, unless otherwise stated.

1.3.2 Oscillations driven by synaptic activity

Interneurone Network Gamma (ING)
Rhythmic network activity can be generated from reciprocally connected and hence mutually inhibiting GABAergic interneurones. The recurrent excitatory feedback from pyramidal cells is not required in ING, as oscillations can occur when ionotropic glutamate receptors are pharmacologically blocked, or when pyramidal cells are not firing (Whittington et al., 1995; Traub et al., 1996b). The tonic excitation of interneurones through the activation of metabotropic receptors (glutamate or cholinergic/muscarinic acetylcholine) is however essential for initiating this mechanism (Whittington et al., 1995; Traub et al., 1996b). The frequency of oscillation generated in ING is dependent on several factors, including excitatory driving current, GABA<sub>A</sub> decay time constant (<i>T_{GABA(A)}</i>), and amplitude of unitary hyperpolarising GABA<sub>A</sub> receptor-mediated conductance (<i>g_{GABA(A)}</i>). In a simulation
model (96 interneurone all-to-all connected network), the relationship between mean excitatory driving current and output frequency was found to be linear (Traub et al., 1996b, 1999b, figure 1.4A). This result was partially supported by in vitro model in which glutamate was focally delivered to stratum pyramide of CA1. Increases in glutamate application time increased oscillatory frequency over the range of 20-50Hz, but further increases in time caused its reduction. This decrease in frequency was suggested to be due to activation of different subsets of interneurone whose GABA_A receptor mediated effect has a longer time constant. In contrast, \( T_{GABA(A)} \) and \( g_{GABA(A)} \) was predicted in simulation studies to be inversely and non-linearly associated with oscillatory frequency (figure 1.4B and C). Indeed, increasing \( T_{GABA(A)} \) by thiopental (2-20\( \mu \)M) or increasing \( g_{GABA(A)} \) by diazepam (0.05-0.5\( \mu \)M) decreased the frequency of oscillation and led to eventual loss of synchrony (Traub et al., 1996b, 1999b).

---
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**Figure 1.4 – The factors that influence frequency of ING.** White dots indicate in vitro experimental data and black dots indicate computer simulation model (96 interneuron all-total connection). Graph shows (A) mean excitatory current (B) \( T_{GABA(A)} \) (C) \( g_{GABA(A)} \) against frequency. Figures from Traub et al. (1996b).

ING has been suggested to be implicated in hippocampal sharp wave\(^{15}\) activity observed concurrently with theta oscillations in vivo (Traub et al., 1996b, 1999b). In both in vitro and in vivo models, ING-like activity has been observed after epileptiform bursts, suggesting a role in the neuropathology of seizures (Traub et al., 1996b). Furthermore, its possible association with network activity within the thalamic reticular nucleus (nRT, which consists entirely of inhibitory GABAergic neurones), has been

---

\(^{15}\) sharp waves can be observed during slow wave sleep, awake immobility, drinking, grooming, and eating in rat in vivo.
suggested (Traub et al., 1996b, 1999b). However, ING would likely constitute a local phenomenon only, as the axonal length of interneurones is short (Traub et al., 1996b, 1999b, 2001, 2004). Hence, long-range synchronisation would not be expected to occur via ING *in vitro* or indeed, *in vivo* (Whittington et al., 1997b). For ING to be accomplished, the interneuronal network is required to be excited uniformly, which may appear unlikely in many biological systems. However, computer simulation of ING has suggested that these concerns can be eliminated when interneuronal networks were linked via dendritic gap junctions (Traub et al. 2001, 2003). Indeed, these electrical connections are known to exist between similar interneuronal subtypes (Galarreta and Hestrin, 1999; Gibson et al., 1999; Beierlein et al., 2000; Szabadics et al., 2001). In addition to mutually connected interneurones, recently characterised autapses (i.e. a neurone making synaptic contact to itself) could also entrain a number of pyramidal cells (Cobb et al., 1995) without receiving excitatory feedback, and also could enhance the regularity and spike-time precision of cortical interneurones (Bacci et al., 2003, 2006).

**Pyramidal-Interneurone Network Gamma (PING)**

This mechanism was originally proposed by Freeman in 1968 who proposed a recurrent synaptic feedback loop between principal cells and interneurones as underlying network rhythms (Freeman, 1968; see also Fisahn et al., 1998). In hippocampal CA3 slices, cholinergically induced gamma oscillatory activity seems to operate in this way, as pharmacological blockade of GABA<sub>A</sub> or AMPA receptors abolishes the synchronous network activity indicating that phasic inhibitory input, as well as phasic and/or tonic excitatory input plays significant role in rhythmogenesis, (Fisahn et al., 1998; Buhl et al., 1998). The involvement of glutamate and GABA synapses in oscillatory activity has since been replicated in the entorhinal cortex (Cunningham et al., 2003).

Using cell-attached patch-clamp recordings from pyramidal neurones, Fisahn et al. (1998) dissected a temporal relationship between APs, excitatory postsynaptic currents (EPSCs) and inhibitory postsynaptic currents (IPSCs) with respect to PING. The group found that the AP of pyramidal neurones preceded an EPSC, which in turn, preceded an IPSC. This led to the suggestion that APs from a subset of pyramidal neurones generate monosynaptic EPSCs on neighbouring pyramidal cells,
but these EPSCs never reach threshold due to negating effect from delayed disynaptic IPSCs. This theory agrees with the observation that firing of pyramidal cells during PING rarely occurs in every field gamma cycle in both in vivo and in vitro (Fisahn et al., 1998; Cunningham et al., 2003).

The PING model is thought to be more biologically relevant compared to ING, especially for neocortical oscillatory activity where pyramidal cells and interneurones are highly connected. Moreover, this model is able to explain the spatial coherence of oscillatory activity (see section 1.3.4 below), which is thought to functionally bind spatially distributed cortical networks in vivo.

1.3.3 Oscillations driven by intrinsic neuronal properties

In contrast to ING and PING in which, firing pattern of cells are regulated by inhibitory and/or excitatory synaptic inputs, rhythmic activity may also be generated through intrinsic membrane properties of individual neurones. Here, synaptic inputs are only able to modulate a pre-existing activity pattern (Llinás et al., 1991). Cells exhibiting intrinsic rhythmic behaviour produce subthreshold membrane potential oscillations via sequential activation of various ion channels. For example thalamic relay cells are able to spontaneously depolarise by activation of persistent Na⁺ current or by voltage-dependent Ca²⁺ current, and are also able to spontaneously hyperpolarise by activation of delayed-rectifier K⁺ or Ca²⁺-activated K⁺ currents (Llinás, 1988; Llinás et al., 1991; McCormick and Bal, 1994)

Examples of intrinsic oscillators are now numerous. For example, stellate cells found in entorhinal cortex in vitro (Llinás et al., 1991; Schmitz et al., 1998) preferentially generate subthreshold oscillatory activity at theta frequency band (<10Hz) and activation of voltage-gated persistent Na⁺ current is shown to underlie this activity. Similarly, stratum lacunosum-moleculare (LM) cells found in hippocampus also generate intrinsic theta rhythm in a similar manner (Chapman and Lacaille, 1999).

Llinás et al. (1991) reported that in layer IV frontal cortex in vitro, a small portion of interneurones exhibited an intrinsically oscillatory membrane potential. These cells
were categorised into two groups according to the frequency range exhibited upon depolarising current injection. One group of cells was capable of generating oscillations in a broad frequency range (10-45Hz), while a second group was limited within a narrow frequency band (35-50Hz).

Recently, Roopun et al. (2006) has shown that kainic acid-induced persistent beta2 (20-30Hz) network oscillation found in layer V of somatosensory cortex can operate via a non-synaptic mechanism. This activity was insensitive to AMPA receptor and NMDA receptor blockade. However, this group found some dependence of this network activity on GABA_A receptors. Intracellular recording of the activity of different cell types during field beta2 oscillation found that FS cells were firing at almost every beta2 cycle, while IB cells generated spikelets (sub-threshold gap-junction mediated reflections of AP activity from neighbouring neurones) and spikelet-bursts at beta2 frequency. These spikelets recorded at the somata of IB cells appeared to be antidromically driven, as physical separation of layer IV and V regions, eliminating apical dendritic inputs, did not alter spikelet activity. The group have suggested that this GABA_A mediated current may be providing axonal depolarisation. Indeed, increasing axonal excitability with 4-aminopyridine (K+ channel blocker) in the presence of GABA_A, GABA_B, AMPA, kainate, and NMDA receptor antagonists generated transient beta2 oscillations. This beta2 oscillating network is, however, dependent on gap junctions, as their blockade by carbenoxolone eliminated oscillatory activity.

1.3.4 Long-range synchronisation

Cortical gamma oscillations are thought to be linked with higher cognitive function. Indeed, gamma oscillations generated upon sensory input are thought to work as a common language between related cortical areas, allowing information to be consciously perceived and/or attentionally selected. Any such processes, however, require spatiotemporal coupling of distant neuronal populations, which appears difficult considering the existence of axon conduction delay between distant circuitries. Indeed, hippocampal Schaffer collaterals were found to have conduction speeds of only ~0.5 m/s (Andersen et al., 1978). Similarly, for neocortical pyramidal cell
collaterals, 0.15-0.55 m/s was estimated (Murakoshi et al., 1993), while neocortical inhibitory neurone collaterals exhibited an even slower conduction speed of 0.06-0.2 m/s (Salin and Prince, 1996).

A number of in vivo studies in visual cortex have shown that long-range synchronisation is a physiological phenomenon (Gray et al., 1989; Engel et al., 1991). Traub et al. (1996b) demonstrated the possible mechanisms of such a spatial coherence using both computer simulation model and in vitro model. In simulation, five distant local networks, each containing 8 pyramidal cells and 8 interneurones, were used. Each cell received synaptic input from other cells within the same network, as well as neighbouring networks. All variables associated with synaptic input (e.g. $g_{GABA}$, $\tau_{GABA}$, and excitatory driving current) were adjusted so that frequency of network oscillation occurred at gamma band (Traub et al., 1996b, 1999b). Although the intra-network conduction delay was negligible (as network was too small to generate such phase lag), the inter-network conduction delay was manipulated independently to fall within the range of 0-10 ms. In this model, synchronous oscillations occurring in each network were found to be strongly coherent, with average lagging time between opposite networks close to 0.9ms. Importantly, this coherence between distant neuronal populations was accomplished via “spike doublet” interneuronal activity, which was also found in an in vitro model undertaken in same study (Traub et al., 1996b, 1999b). This second spike is predicted to be produced by synchronisation of AMPA receptor-mediated excitatory input from a local and distant pyramidal cell (possibly several mm away). This EPSP is powerful enough to overcome the strong AHP occurring immediately after the first spike of an inhibitory interneurone, generating a pair of closely spaced interneuronal APs (a doublet). The resulting spike doublet summates IPSPs onto target pyramidal neurones, which subsequently delays the initiation of local pyramidal cell spiking. Consequently, phase lag of spike between the local and distant pyramidal cells is reduced, and cell firings become coherent.
1.4 MANIPULATION OF OSCILLATORY ACTIVITY IN THE TREATMENT OF PARKINSON'S DISEASE

1.4.1 Overview

Current treatments available for PD are pharmacological and/or surgical. Levodopa, a precursor of dopamine that crosses the blood-brain barrier, was introduced as most effective PD drug in 1960s, and has since been used for first-line treatment. However, single-dose potency of the drug declines over a period of time and in parallel to this, drug-induced complications, such as dyskinesia (involuntary writhing movements) and so-called “on-off” effect (i.e. rapid fluctuations in clinical motor state) begin to develop after 3 to 5 years. The underlying mechanism suggested for these side-effects is attributed to pharmacokinetic profile of levodopa: levodopa is know to have short plasma half-life and be absorbed rapidly from the gastrointestinal tract. This causes plasma concentration of levodopa to be oscillatory. In the early phase of PD, levodopa is taken up by surviving nigrostriatal terminals, where it is stored and gradually released. As disease progress, however, these surviving neurones begin to deteriorate, and as a result, the effect of levodopa becomes progressively shorter. Ultimately, the effect of levodopa becomes transient, mimicking the plasma concentration of administered levodopa, and leading to dyskinesia through inappropriate dopaminergic reward of aberrant motor patterns (see Jenner 2008 for review).

The surgical method (known as deep brain stimulation; DBS see section 1.4.2 below) seems to be effective in alleviating PD symptoms without the side-effects associated with pharmacological intervention (Wichmann and DeLong, 2006; Deuschl et al., 2006). However, DBS is an invasive, expensive, stressful and high risk procedure. In addition, adverse effects such as haemorrhage (Seijo et al., 2007), can be fatal (see Weaver et al., 2006 for review). These factors restrict DBS to patients with advanced PD symptoms who do not respond to drug therapy or patients of young age with no sign of dementia or psychiatric co-morbidities. This is an obvious disadvantage in treatment of an ageing-related disease such as PD. Since none of above methods is risk-free, the search for better PD treatment is an urgent requirement.
1.4.2 Deep Brain Stimulation (DBS)

DBS involves high frequency stimulation (HFS, ~130Hz) of STN, GPi, or other regions by surgically implanted electrode(s) (Benabid et al., 1991; Limousin et al., 1995; Krack et al., 1998). The precise location of the electrode is identified using magnetic resonance image (MRI) or computed tomography (CT) scanning. The battery-operated neurostimulator, which is often set under the skin near the collarbone, generates the required stimulation pattern. The appearance of improved clinical state is thought to be dependent on the type of PD symptom; rigidity and tremor tend to fade away immediately after DBS (less than 1 minute) while bradykinesia and akinesia takes longer (a few minutes to a few days) (Krack et al., 2002). These positive effects of stimulation persist for at least several minutes after DBS termination (Temperli et al., 2003). Although this procedure has been used for 5 to 10 years to treat PD symptoms, the ways in which it alleviates the PD symptoms are still unclear. The similarity in clinical improvements produced by lesioning and HFS of subcortical areas has led to the hypothesis that HFS relieves PD symptoms by inhibiting the activity of the targeted structure (Bergman et al., 1990; Aziz et al., 1991; Hamada and Delong, 1992). Further support for this view was given by the electrophysiological observations that HFS of overactive STN/GPi reduced the mean firing rate of the stimulated site and BG output nuclei, and increased the activity of ventrolateral thalamus in vivo (Benazzouz et al., 1995, 2000). Critically speaking, the significance of these changes on clinical states has not been tested in these studies. There is, however, some evidence that confirms the coincidence of clinical improvement with HFS-induced inhibitory effects on activity in the stimulated site (Filali et al., 2004).

Microdialysis studies of anaesthetised rat EP and SNr found increased extracellular concentration of glutamate during STN stimulation, suggesting that DBS activated glutamatergic output from the STN to GPi (Windels et al., 2000). Moreover, increased mean firing rates of GPi neurones during chronic stimulation in the STN has been correlated with improved PD symptoms (Hashimoto et al., 2003).

It is clear, however, that none of the explanations for HFS effects through the classical PD model is entirely convincing, and this has led to new theories including
the modulation of pathological oscillatory network activity by HFS. In this context, Hashimoto et al. (2003) observed enhanced regularity in the firing pattern during STN HFS. Foffani et al. (2006) and Priori et al. (2006) recorded the STN LFPs a minute before, and a minute immediately after HFS of the STN. Consistent with previous reports, strong beta oscillatory activity was detected in STN of PD patients before stimulation. Interestingly, the application of 130Hz (10-15 minutes) stimulation did not have significant influence on this activity but enhanced lower frequency oscillation (1-1.5Hz), which coincided with clinical improvement. In another patient study, the stimulation of subthalamic area at 20Hz and >70Hz caused exacerbation and reduction of GPI beta band oscillatory activity respectively (Brown et al., 2004). In support, stimulation of STN at 20Hz enhanced bradykinesia of patients with PD, suggesting excess synchrony in the BG-thalamo-cortical loop may be contributing to slowed movements (Chen et al., 2007). Furthermore, Meissner et al. (2005) reported that HFS of STN reduced low frequency, oscillatory firing pattern in STN neurones in MPTP-treated parkinsonian primates. In addition, the correlated activity found between two simultaneously recorded STN neurones were also found to be reduced. These results indicate that HFS may indeed provide its therapeutic effect by reducing pathological low frequency oscillatory activity found in BG during PD.

1.4.3 Motor Cortical stimulation – Future treatment for PD?

The number of limitations associated with DBS encouraged exploration for alternative PD treatment methods. There is now evidence to suggest that M1-HFS may be a possible candidate therapy. A strong clinical result of M1-HFS was recently reported by Drouot et al. (2004). These authors performed epidural stimulation (130Hz) of M1 on MPTP-treated primates, and assessed its anti-parkinsonian effect by measuring the degree of akinesia (measured as total distance moved) and bradykinesia (measured as movement velocity) before and after the stimulation. From this study, it became apparent that beneficial effect of M1-HFS is positively correlated with severity of these symptoms. Furthermore, this HFS-induced alleviation is not due to modulation of dopamine release from nigrostriatal terminal, but rather, associated with reduction in number of synchronised neurones within the STN and GPi. Several other studies involving repetitive transmagnetic stimulation (rTMS) and extradural
stimulation of M1 in PD patients has also reported clinical motor improvement (Khedr et al., 2003, 2006; Siebner et al., 1999, 2000; Lefaucheur et al., 2004). The electrophysiological effect of HFS on activity of M1 has not yet been analysed. Such an analysis is important in understanding how M1-HFS functionally affects subcortical activity.
1.5 HYPOTHESIS

In PD, exaggerated oscillatory activity becomes a prominent feature. It typically occurs within the theta-beta frequency band, and is abnormally synchronised across the BG system. Cortical activity also seems to participate in this pathological activity. This is likely to be accomplished by feedback mechanisms whereby pathological activity spreads from BG nuclei to cortex via thalamus. However, patterning of abnormal cortical activity to the STN may also play a significant role. If this is true, the beneficial effect of M1 HFS on PD can be explained as follows:

- Cortical HFS modulates the pathological beta oscillatory activity of M1, possibly suppressing it or shifting frequency to the gamma band.
- HFS evoked activity is transmitted to STN via the hyperdirect cortico-subthalamic projection, which disrupts abnormal synchronisation and restores normal activity.

1.6 AIMS

- In M1, to characterise persistent and transient oscillations and the neuronal networks responsible for such activity
- To determine the origin of oscillatory activity in M1
- To identify the possible mechanism(s) of network oscillation exhibited in M1
- To model DBS by electrical stimulation of the superficial layer of M1 and determine the effect on oscillatory activity
CHAPTER 2:
MATERIALS AND METHODS
2.1 CORTICAL SLICE PREPARATION

Slices were prepared from male Wister rats of weight 40-60g (juvelinle, ~postnatal 20). They were anaesthetised with isofluorane and then decapitated after no heartbeat was detected in accordance with the Animals Scientific Procedures Act 1986, U.K. The brain was quickly and carefully extracted and incubated in ice-cold sucrose-based artificial cerebrospinal fluid (aCSF; containing (in mM) 20.6 sucrose, 2 KCl, 1.6 MgSO4, 25.9 NaHCO3, 1.25 NaH2PO4, 10 glucose, and 2.16 CaCl2 at 310mOsm) saturated with 95% O2 and 5% CO2. The cyclooxygenase inhibitor, indomethacin (45µM), was also added into this aCSF to improve cell viability (Pakhotin et al., 1997). Subsequently, coronal slices (450µm) were cut using a microslicer (Campden Instruments, U.K.) and were stored in an interface chamber filled with oxygenated glucose-based aCSF containing (in mM) 126 NaCl, 2.95 KCl, 1.6 MgSO4, 25.9 NaHCO3, 1.25 NaH2PO4, 10 glucose, and 2 CaCl2 at room temperature (20-25°C) for at least 60 minutes. Slices were then transferred to recording interface chamber (Scientific System Design Inc, Canada, figure 2.1A and B) and continuously perfused with 100ml glucose-based aCSF or modified glucose-based aCSF (where KCl and MgCl2 concentrations were increased to 4.0mM and reduced to 0.5mM, respectively), at flow rate of ~1.4ml/min for 60 minutes. The temperature of aCSF was maintained at 33-34°C using a PTC03 proportional temperature controller (Scientific System Design Inc., Canada).

2.2 ELECTROPHYSIOLOGICAL RECORDINGS

2.2.1 Extracellular recording

The extracellular recording technique was employed to measure the local field potentials (LFPs) of neuronal networks. These potentials are believed to correspond to the weighted sum of somatodendritic synaptic currents flowing through the extracellular medium (Logothetis, 2003). Additional contributions from voltage-dependent membrane oscillations and spike after-potentials have also been suggested (Logothetis, 2003).
Figure 2.1 – Recording chamber. (A) Diagram of recording chamber. It consisted of two compartments. The slice was placed on upper compartment at the interface between perfused aCSF and humidified air. The lower chamber was filled with distilled water, the temperature of which was controlled by a thermoregulator. Water was constantly bubbled with 95% O₂ - 5% CO₂ in order to ensure full oxygen saturation. (B) Schematic diagram of (A).

LFPs were recorded using borosilicate glass microelectrodes filled with glucose-based aCSF. These electrodes were prepared using a Flaming/Brown micropipette puller (P-97, Sutter instrument Co, U.S.A.). A silver wire coated with silver chloride was inserted into this glass microelectrode, which was then mounted on to the
manually-operated micromanipulator (Kanetec, Japan). The microelectrode resistance was chosen to be in the range of 1-3MΩ. This resistance range is thought to be able to detect the synchronised synaptic signals of neuronal population within a sphere of approximately 0.5 - 3.0 mm of the microelectrode tip (Mitzdorf, 1987; Juergens, 1999; Rasch et al., 2007).

Microelectrodes were placed into deep primary motor cortex (M1), which was located using a dissecting microscope with reference to the rat brain atlas of Paxinos and Watson. For dual extracellular recording, an additional microelectrode was placed in superficial M1 as shown in figure 2.2. The electrical current signal was initially amplified by 50 times through Al402 ultra-low noise amplifier headstage (Molecular Devices, U.S.A.). Signals were further amplified by 100 times and low-pass filtered at 200Hz through CyberAmp 380 (Molecular Devices, U.S.A.). This low-pass filtration was applied to expose the slow waveform component (i.e. LFP) and to separate our recording from extracellular “multiunit” activity (which is representative of weighted sum of the extracellular action potentials of neurones within the 140 to 300μm radius of electrode tip (Henze et al., 2000). Alternating current (AC) signals of neuronal network activity were visualised at 40MHz on a HM305-2 oscilloscope (Hameg Instruments, U.K.). Simultaneously, signals were digitized at 10 kHz sampling rate by an analogue to digital converter (CED micro-1401 mk II; Cambridge Electronic Design, U.K.). Spike2 software (CED, U.K.) was used for online recording and analysis (figure 2.3).

Figure 2.2 – Location of M1 in coronal slice and location of recording electrodes placed within M1. R1 = recording electrode 1, placed in deep (layer V) M1. R2 = recording electrode 2, placed in superficial (layer II/III) M1.
Figure 2.3 – Arrangement of rig set up for extracellular and intracellular sharp electrode recording. Extracellular signals detected from recording electrode(s) were amplified by a headstage before being fed into a Cyberamp 380. Similarly, signals from sharp electrodes were amplified via a headstage before being fed into an Axoclamp-2A amplifier.

2.2.2 Intracellular recordings

In order to characterise single-cell activity during neuronal network oscillations, current-clamp intracellular recordings were made simultaneously with extracellular recordings. Sharp borosilicate glass microelectrodes with resistance of 70-150MΩ were selected, as it allowed the required electrical current to be injected into the cell for membrane potential control, while being “sharp” enough to allow penetration without damage to single neurones. Sharp microelectrodes were filled with 2M potassium acetate (KAc) and attached to a microelectrode holder. The microelectrode holder was then connected to a HS-2 headstage (gain 0.1; Molecular Devices, U.S.A.).
The Axoclamp-2A amplifier (Molecular Devices, U.S.A.) set in current-clamp mode was used to process both input signal and externally generated output command. Square current pulses (amplitude 10nA, duration 0.5s) constructed through Signal 2.10 software (CED, U.K.) were continuously injected into the microelectrode via the amplifier at 1Hz. The microelectrode was initially placed into the aCSF bath before any attempt to find a cell, in order to apply bridge balance. This process allowed subtraction of the voltage drop produced at micropipette upon current flow, which may have caused inaccurate measurement of membrane potential if not compensated. The capacitance of the microelectrode was also neutralised.

Each microelectrode was placed into the M1 area of the coronal brain slice, and subsequently advanced at the rate of 2μm per step by using a computer operated manipulator (PCS 5000, Scientifica, U.K.). The approach of the manipulator was software controlled to ensure that the microelectrode was advanced along its axis in the z-plane.

Signal 2.10 software (CED, U.K.) was used to search for a cell and for recording of the membrane potential of cell. The offset was first set at zero mV through the input offset command. The microelectrode was considered to be in close proximity, or attached to cell membrane when sudden voltage drop was noted (due to increased tip resistance). Once this was observed, strong current injection (1.0-2.0 ms duration) was applied to penetrate the cell membrane. This “buzz” generated at the tip of microelectrode is thought to attract bound charges on the inside of the cell membrane, providing electrostatic force to break through it (Axon Guide). Penetration was confirmed with appearance of action potentials. At this point, negative current was injected to hold membrane potential between -90 to -110 mV, a value more negative than expected resting membrane potential in the majority of cells. This compensated for the membrane depolarisation caused by leakage of cations into the cell and provided time for the cell membrane to form a tight seal around the microelectrode.

Typically, the tip of microelectrode was obstructed or cleared slightly upon penetration. This caused a change in the microelectrode resistance and hence, the precise membrane potential to be recorded. This error was negated through a
second bridge balancing operation. After 5-10 minutes of “sealing” time, the injected negative DC current was withdrawn gradually and the membrane potential found at zero current injection was recorded as resting membrane potential of cell. The viability of the cell for subsequent experiments was determined by electrophysiological characterisation of the cell, details of which are described in Chapter 4.

2.2.3 Noise concerns

During electrophysiological recording, the biological signals of interest may be subject to physical and electrical interferences. Vibration, which could disrupt the recording, was nullified by a stable air-floating anti-vibration table (TMC, USA). In addition, the use of a computer-operated micromanipulator ensured no destructive hand vibration was transmitted to the cell. Electrical noise could be derived from external and intrinsic (to the recording) sources. Interference may consist of radiative electrical pickup (e.g. 50Hz noise from lights/power sockets), magnetically-induced pickup, or ground-loop noise\textsuperscript{16}. Electrical noise was negated by shielding recording devices with a Faraday\textsuperscript{17} cage (TMC, USA) and connecting shielding to the common ground (e.g. microelectrode amplifier). In addition, all signals from microelectrodes were processed through a Humbug (Quest Scientific, Canada), which removes line noise (at 50Hz) without filtering biological signals.

2.3 CORTICAL STIMULATION

In order to activate a large area of M1, stimulation of the superficial cortical layers of M1 was made through simultaneous activation of two bipolar electrodes made from 80/20 nichrome wire, separated by approximately 1mm and equidistant from recording electrodes in layer V (figure 2.4). On occasion, an additional recording electrode was also inserted into layer II/III. Stimulation (0.5-2.0mA) was applied simultaneously via Spike 2 software at frequency of 125Hz, 20Hz, or 4Hz. 125Hz

\textsuperscript{16} noise induced when shielding is grounded at more than one place. If the different grounds have slightly different potential, then it will allow electrical current to flow creating noise

\textsuperscript{17} made of stainless steal frame with copper-mesh wall
stimulation consisted of 20 square pulses. Each square pulse had a duration of 2ms, with 7ms inter-pulse interval (IPI). For 20Hz and 4Hz stimulation, 10 square pulses were applied.

![Diagram](image)

**Figure 2.4 – Schematic diagram of M1 stimulation protocol.** Area of M1 is magnified from figure 2.2. R1 = extracellular recording electrode placed in layer V region. R2 = extracellular recording electrode placed in layer II/III region. S1 and S2 indicate stimulating electrode 1 and 2, respectively. The position of each stimulating electrode was aimed to be approximately same distance away from R2 electrode.

### 2.4 DRUG PREPARATION AND APPLICATION

Stock solutions of each drug (purchased from Sigma or Tocris) were prepared and stored at -20 °C before use. Drugs were applied directly to the perfusing aCSF after recording stable control oscillatory activity. Subsequent population events were recorded for between 20 and 180 minutes.

### 2.5 DATA ANALYSIS

All electrophysiological data were digitally acquired in waveform format in Spike 2. Time-series analysis was undertaken to examine these data. Two approaches, the frequency-domain method (Fourier transform and spatial coherence) and the time-domain method (auto- and cross-correlation), were used for this purpose. The former
approach involves the decomposition of the sampled waveform into constituent frequency components, which highlights any distinct periodic component in the data. In contrast, the time-domain method describes the pattern of signal or signals over time. The sampling rate employed in current study was chosen to be 10 KHz, which is sufficient for reconstructing the original signal of below 200Hz, according to Nyquist-Shannon sampling theory\textsuperscript{18}. All acquired data were low-pass filtered at 80Hz off-line in order to clarify the low-frequency components of network activity.

2.5.1 The power spectrum (Fast Fourier Transform)

The Fast Fourier transform (FFT), is an efficient algorithm to compute one type of Fourier transform (the discrete Fourier transform; DFT) and was used to determine the dominant frequency of oscillatory activities occurring in M1. The DFT is a Fourier series coefficient for a sampled periodic signal, which decomposes complex wave signals into a number of constituent sine/cosine waves. The amplitude of respective waves is expressed as power of that particular frequency.

The FFT block size of 1.6384 seconds was used, as it gave a spectral resolution (frequency resolution of each bin) of 0.61Hz, a highest available in Spike 2 software. Unless otherwise stated 60 s epochs of sampled data were analysed.

Pooled data are presented in two ways: as averaged power spectra or as mean peak power values ± SEM. Since averaged spectra are aligned by frequency bins and not by peak, the averaged peak may not match the mean peak value. All statistical analyses have been performed using mean peak values, and, unless otherwise stated, it is these values that are reported in the text.

2.5.2 Auto- and Cross-correlation analysis

Auto-correlation is a measure of the intrinsic periodicity of a signal \((x(t))\), and summarises its time-domain structure. Mathematically, its function is the average

\textsuperscript{18} states that the analog signal which has been digitized can be perfectly reconstructed if the sampling rate was \(1/(2W)\) seconds, where \(W\) is highest frequency of the original signal.
product of the sequence $x(t)$ with a time shifted $m$, version of itself. Figure 2.5 describes way in which this analysis operates, using two different signals as an example. This analysis was used as an alternative to FFT, to identify oscillatory activity in sampled signals.

Cross-correlation analysis was used to reveal a temporal relationship between two different signals $x(t)$ and $y(t)$. In addition to this, information regarding common frequency components as well as phase differences between two signals can be obtained. It is calculated by multiplying two waveforms together and summing the products. The results are expressed as cross-correlation coefficient by Spike 2 (i.e. normalised valued, allowing all measures to lie between -1 and +1).

Figure 2.5 – Example of auto-correlation analysis. (A) Digital sequence. (B) Auto-correlation of digital sequence (A). At $m=0$ (i.e. zero time-lag, where the digital sequence is aligned exactly with a version of itself), perfect auto-correlation always exhibits a positive peak of 1.0. When $m$ is gradually shifted, and if there are particular pattern of fluctuation in signal as in (A), then multiplication and averaging would cause auto-correlation to be decreased gradually from 1.0, passing through 0 and reaching -1.0 (i.e. anti-phase) where peak positivity of a trace is aligned with peak negativity of version of itself. (C) Digital sequence with no pattern. (D) Auto-correlation of (C) showing no pattern of distribution. Figures from http://www.staff.ncl.ac.uk/oliver.hinton/eee305/Chapter6.pdf
2.5.3 Spatial coherence

In order to identify and statistically evaluate the phase relationship between two signals concurrently occurring at close, but separated space, spatial coherence analysis was undertaken. The Spike2 script required for this analysis was provided by Dr. P.J. Magill (MRC Unit, Oxford).

2.5.4 Spectrogram analysis

Spectrogram analysis was used to calculate spectral power over time. In this plot, dominant activity patterns were shown as “hot” colours (i.e. red/orange/yellow) while less active state was represented by “cold” colours (i.e. blue). Matlab was used for this analysis. A period of extracellular or intracellular signal recorded in Spike 2 was selected and stored initially as a notepad file. These data were subsequently converted into DataEditor file format by a Matlab script written by Dr. S. D. Hall (Aston University). Data were then resampled down to 1000Hz to facilitate spectrogram analysis in Matlab.

2.5.5 Statistical analysis

Student’s t-test (paired) was used to determine statistical significance between two sets of data. One-tailed P values were selected when certain assumptions were made regarding the outcome, and two-tailed P values were used when no assumptions were made. All data are shown as mean ± SEM (standard error of mean) unless otherwise stated.
2.6 MAGNETOENCEPHALOGRAPHY (MEG)

2.6.1 Instrumentation for MEG

The use of MEG as a non-invasive device for recording brain activity was introduced by David Cohen in 1968. He obtained α band brain rhythms using MEG, similar to those first described by Hans Berger using an EEG system 40 years earlier (Berger, 1929). In 1968, only single channel MEG was available, limiting the area of the brain from which activity could be recorded at any one time. Significant improvements have now been made to MEG systems such that, current standard MEG employs several hundred channels, allowing the observation of the brain activity occurring at multiple locations within the same temporal frame.

The MEG system at Aston contains 275 channels or, more specifically, Superconducting Quantum Interface Devices (SQUIDs)\(^{19}\). Each SQUID functions by means of superconducting devices called flux transformers, which are highly sensitive to extremely small magnetic fields (~10\(^{-15}\) Teslas) generated by neuronal network activity. Each SQUID consists of a pick up coil (magnetic field detectors), lead (superconducting wire), and coupling coil attaching to the flux transformer. The pick up coils (also called gradiometers) are situated in the inner surface of a helmet into which the subject's head is accommodated, ensuring that they remain in close proximity to the cortical surface in order to maximise the signal amplitude detected (Biot and Savart's law\(^{20}\)). Magnetic noises originating from more distant sources (e.g. cardiac and skeletal muscles) are removed by 3\(^{rd}\) order arrangement of gradiometers (figure 2.6). These filtered magnetic signals generate electrical current at SQUID ring circuits. Outputs from the SQUID are subsequently amplified and digitally reconverted into magnetic oscillatory signals by the MEG supercomputer system, before visualisation and recording online by acquisition (ACQ) software.

The MEG sensors are submerged in the liquid helium, as they are only capable of maintaining superconductivity at a temperature of 4K (~269°C). In order to preserve the optimal performance of the SQUID sensors, liquid helium is stored in the

\(^{19}\) comprises a loop of superconducting metal (i.e. metal with no electrical resistance)

\(^{20}\) describes the relationship of magnetic field strength to distance and polarity of the current source
superinsulating, magnetically-neutralised vacuum container called a "Dewar" (figure 2.7).

Figure 2.6 – Schematic diagram of 3rd order symmetric gradiometer. Figure from Vrba and Robinson (2001).

Figure 2.7 – Schematic diagram of MEG system. Figure from Vrba and Robinson. (2001).

The MEG recordings were undertaken in $\mu$ (mu) metal\textsuperscript{21} shielded room, to further restrict the transfer of magnetic fields to the MEG system to increase signal-to-noise ratio.

\textsuperscript{21} nickel-iron alloy that has very high magnetic permeability, attenuating transmission of magnetic fields from external sources to the MEG by attracting magnetic field lines
2.6.2 Source of magnetic signals detected by MEG

The magnetic fields are produced upon current flow in one particular direction. Because the brain can be considered as a highly dense network of conducting wires in which current flows constantly in various directions, specification of the magnetic sources detected by MEG has been debated for some time. At the cellular level, the magnetic product of current propagating along the cell membrane is thought to contribute to MEG signals, which can be classified into intraneuronal, intraglial, and extracellular current. However, magnetic field from current flowing across the membrane is believed to be negligible, if any, due to the thinness of the cell membrane and likely symmetry of the current (Okada et al., 1987).

The way in which current is distributed within the cell is also thought to be an important factor for determining its contribution to the MEG signal. To this end, the most significant contributor to MEG has been suggested to be a current dipole that is oriented parallel or tangential to the overlying scalp. It is a current dipole because the magnetic field derived is far greater than those derived from higher polar order (e.g. quadrupole) according Biot and Savart’s law (for a dipole, intensity of magnetic field decrease with $1/R^2$ from its source but for quadrupole, this value is $1/R^4$, where R is distance Okada et al., 1987). The apical dendrites and somata of pyramidal neurone show directionality in current flow and is hence, dipolar. Conversely, structures such as stellate cells, whose dendrites radiate from the cell body in all directions, are not expected to contribute to MEG signals, as currents dipoles are distributed almost every direction, thus, cancelling each other out (Okada et al., 1987).

The cortex is a highly convoluted structure with numerous sulci and gyri, and as such, current flow can be tangential or radial depending on anatomical location (figure 2.8). Considering the brain as a uniform conducting sphere, it was suggested that only tangential currents would produce magnetic field outside the sphere whereas the radial currents would not (Vrba and Robinson, 2001). Finally, for magnetic fields to be detectable outside the scalp, it is reported that almost simultaneous activation of a large number of cells, typically $10^4$ and $10^5$ are required (Vrba and Robinson, 2001).
2.6.3 Source localisation and head movement

In order to reduce the possible location bias associated with head movement during recording, it is necessary to track the position of the head with respect to the SQUID sensors. This is accomplished by attaching a set of reference coils directly on to subject's head at three locations, specifically one on the forehead (nasion) and one behind each ear (pre-auriculares). Each location is then defined in space using a Polhemus Isotrak digitisation system (Kaiser Aerospace Inc. U.S.A.). The position of these coils is monitored continuously throughout the experiment to ensure that the maximum head motion (3mm) is not exceeded.

2.6.4 Co-registration

MEG measures only brain activity, and hence, used alone it lacks information about the spatial location of magnetic sources. Therefore, construction of an anatomical image is required using magnetic resonance imaging (MRI), which can then be co-registered with MEG data (Adjamian et al., 2004). This co-registration process can be
accomplished by aligning the reference points of both MEG and MRI data. LuckyCoreg software was used for this process.

2.6.5 Limitations of MEG

Although MEG has the considerable advantage of being non-invasive over in vitro and in vivo recording methods, and has better spatiotemporal resolution than other non-invasive techniques such as functional magnetic resonance image (fMRI) and EEG, two limitations are said to be associated with this system. First of all, it is thought to be unable to detect magnetic field accurately from deep sources, due to the law of Biot and Savart. Secondly, if simultaneously occurring currents flow in opposing directions, corresponding magnetic fields will not be detected by MEG due to mutual cancellation, meaning that even signals close to the sensors may be lost (Hillebrand and Barnes, 2002).

2.6.6 Data analysis

SAM (synthetic aperture magnetometry)
SAM is a spatial filtering technique that is based on the beamforming technique. The beamforming, or “focusing” involves selective weighting of the contribution that each of the MEG sensors make to overall output (Hillebrand et al., 2005). These weights can also be defined for a specific anatomical location, based upon an individual’s anatomical MRI, to reconstruct a virtual electrode (VE).

Virtual Electrode Analysis
This approach uses beamformer weights computed for a predetermined location to reconstruct the time course of the activity at that location. These data can then be processed further using time-frequency analyses to compare, for example, drug and baseline periods, providing a profile of power change across the complete frequency range. The anatomically discrete fluctuations in a specific frequency band are visualised by band-pass filtering the virtual electrode trace, generating a specific envelope of oscillatory power during drug uptake which can be directly compared to control data.
CHAPTER 3:
SYNAPTIC MECHANISMS
UNDERLYING BETA
OSCILLATIONS IN M1
3.1 INTRODUCTION

Since the discovery of rhythmic neuronal network activity in human brain in 1929 (Berger, 1929), numerous efforts have been made to understand its functional implications and underlying mechanisms. One approach involves recording of brain activity in the awake/behaving animal, using both invasive and non-invasive techniques. However, for mechanistic evaluation, in vitro techniques have been used as these allow component analysis of network oscillatory activity through direct pharmacological and electrophysiological dissection so that types of cells, receptors, and ion channels can be identified.

Many in vitro studies to date have concentrated on gamma oscillations. Indeed, areas of the brain where gamma oscillations have been found include the hippocampal CA1 region (Whittington et al., 1995), CA3 (Fisahn et al., 1998), and dentate gyrus (Towers et al., 2002), entorhinal cortex (Cunningham et al., 2003), somatosensory cortex (Buhl et al., 1998; Roopun et al., 2006), and auditory cortex (Cunningham et al., 2004; Traub et al., 2005). Despite such extensive research, no in vitro study of oscillatory activity within M1 has been reported to date.

Early in vivo studies showed that motor cortex expresses beta oscillations (usually within 15-35Hz), which occur intermittently with varying amplitude in the awake behaving monkey (Murthy and Fetz, 1992, 1996a, 1996b; Sanes and Donoghue, 1993; Baker et al., 1997, 1999). The amplitude of this beta oscillation was found to be enhanced before voluntary movement and during sustained muscle contractions. By contrast, beta was suppressed during the dynamic phase of voluntary movements (Murthy and Fetz, 1992; Sanes and Donoghue, 1993; Baker et al., 1997, 1999). Interestingly, recent MEG data from motor cortex confirmed oscillatory activity in the beta frequency band, which was modulated during preparation and performance of voluntary movement (Salmelin et al., 1995). Due to this sensory input-induced desynchronising of beta oscillatory activity, it is suggested that beta oscillations reflect an idling state of cortex, which is prevalent in the absence of sensory input (Jurkiewicz et al., 2006). Furthermore, in the dopamine-depleted state as seen in PD, beta oscillatory activity is abnormally enhanced (Sharott et al, 2005a; Silberstein et al., 2005), which coincides with the emergence of movement disorders such as
akinesia. These observations led to suggestion that the modulation of beta oscillations is functionally associated with motor behaviour.

Although the functional implication of oscillatory activity in motor cortex has been examined, its underlying mechanism is yet to be unveiled. In this chapter, we investigated this question using the rat brain slice preparation to pharmacologically determine the mechanism(s) by which synchronous network activity occurs in M1.
3.2 SYNCHRONOUS NETWORK OSCILLATIONS IN M1

3.2.1 Induction of synchronous network activity in M1

We commenced our initial investigations with the question; "is there any spontaneous oscillatory activity within M1?" On no occasion was such activity observed (figure 3.1A and B) and hence an approach involving pharmacological manipulation was undertaken. Synchronous network activity in the gamma frequency range has previously been detected in brain slices using pharmacological manipulations (Fisahn et al., 1998; Cunningham et al., 2003), and with electrical stimulation protocols (Whittington et al., 1995, 1997a, 1997b). The activation of kainate receptors by nanomolar concentrations of receptor agonist kainic acid (KA) was reported to be able to generate sustainable network oscillations, which possesses in vivo oscillation-like characteristics as seen in the hippocampus (Hormuzdi et al., 2001), entorhinal cortex (Cunnigham et al., 2003) and somatosensory cortex (Roopun et al., 2006). However, addition of KA alone did not reliably generate oscillation in our study 22 (figure 3.1A and B). Buhl et al. (1998) investigated the properties of gamma oscillatory activity in mouse somatosensory cortex in vitro. In their study, the application of nanomolar concentration of KA alone was not sufficient to generate gamma network activity but co-addition of micromolar concentration of muscarinic M1 receptor agonist carbachol (CCh) generated persistent gamma oscillations. Replicating this procedure in M1 produced synchronous network activity (figure 3.1A and B). Power spectrum analysis of this activity revealed that it was at beta frequency band 23 (27.8 ± 1.1 Hz in layer V, n=6, figure 3.1C and D). Previous studies of gamma oscillatory activity in vitro also indicated that this oscillation can last for several hours (Dickinson et al., 2003). The stability of beta oscillations over time was therefore assessed by recording its power and frequency for 1 hour. There was a tendency for oscillatory power to increase after the extracellular electrode penetration into the slice for 20 minutes. Oscillatory power then slowly declined and became

22 rarely, we have observed beta oscillatory activity on application of KA alone. When observed, it required an induction period of over 3 hours, and was typically of very low power (shown in appendix I). Characterisation of this oscillation revealed that it was essentially identical to KA/CCh induced oscillation (appendix I). Hence, we have used KA/CCh oscillation as a standard for subsequent experiments.

23 in our study, the term “beta oscillation” refers to oscillatory activity in 15-35 Hz frequency band.
steady after 40 minutes. The frequency also fluctuated within a narrow band, but this was not found to be statistically significant (figure 3.1F).

Figure 3.1 – Co-application of kainic acid (KA) and carbachol (CCh) reliably generated beta oscillations in M1 layer V. (A and B) Top – No spontaneous oscillations. Middle – KA or CCh alone was insufficient to induce synchronous network activity. Bottom – Co-application of KA and CCh reliably induced network oscillations. (C and D) Power spectrum analysis showing pharmacologically induced network oscillations in the beta frequency band. (E) Averaged and normalised power of beta oscillation over 1h from electrode insertion (n=8). Black bar represents reference. (F) No change in oscillatory frequency during same time period as (E).
3.2.2. Origin of beta oscillation in M1

All layers showed beta oscillatory activity except layer I (figure 3.2A and B). Sequential placement of the recording electrode revealed that the relative strength of oscillatory activity declined from a peak in deep to superficial layers such that layer V exhibited the most powerful oscillatory activity (figure 3.2A and B). This result led to the assumption that layer V was driving the oscillatory activity of the other layers. In support of this, layer V has been reported to be the source of cortical activity in somatosensory cortex (Sanchez-Vives and McCormick, 2000). To further test this hypothesis, we performed dual extracellular recordings in M1. The data obtained from each layer were analysed employing a cross-correlation algorithm using activity recorded in layer V as a reference point. This revealed that the beta oscillations occurring in layers II/III were always phase lagged relative to those of layer V (figure 3.2C, D, E, and F). The average lag time was found to be 1.13 ± 0.71 ms for layer III (n=8, P<0.05), and 2.36 ± 1.52 ms for layer II (n=8, P<0.05). Against our expectations, however, the phase of layer VI beta oscillation was found to precede that of layer V by 3.02 ± 0.75 ms (n=8, P<0.01).

As the peak power of beta oscillation in layer V is substantially greater than layer VI, it seems unlikely that the layer VI oscillatory activity is the source of the beta oscillation. However, it remains possible that activity in layer V is paced by layer VI, such that the latter exerts indirect control over superficial layers. Due to technical difficulties in distinguishing the exact boundary between layer V and VI, we were unable to test this possibility by pharmacological isolation of these layers. Nevertheless, it was possible to explore oscillatory drive through more general manipulation of activity in deep or superficial M1. Thus, tetrodotoxin (TTX, 10μM) was focally applied to superficial and deep layers while simultaneously recording oscillatory activity from each site.
Figure 3.2 – Deep layers are the origin of beta oscillations in M1. (A) Power spectrum of oscillatory activity in each layer in a single slice. (B) Relative power from each layer averaged and normalised with respect to layer V activity. (C) Cross-correlation analysis of beta oscillation between layers II/III (red) and layers IV/V (black). (D) Cross-correlation analysis of beta oscillation between layers III/IV (red) and layers IV/V (black). (E) Cross-correlation analysis of beta oscillation between layers V/VI (red) and layers VI/V (black). (F) Averaged phase delay plotted across M1 layers with respect to layer V.
When TTX was focally applied to superficial layers for 20ms, ongoing beta oscillatory activity disappeared approximately 300ms after the pressure ejection artefact. Although the peak power of activity in the deep layers was also affected in some experiments, activity always persisted beyond the time point where no superficial activity was observed (figure 3.3A). In contrast, focal application of TTX to deep layers caused immediate cessation of beta oscillations which always coincided with abolition of rhythmic activity from the superficial layers (figure 3.3B).

**Figure 3.3 – Activity in deep layers drives M1 beta oscillations.** (A) Change in relative power induced 300ms after picospritzer application of TTX to superficial layers. Red bar represents normalised power of layer V beta oscillatory activity. Grey bar represents normalised power of layer II/III beta oscillatory activity. (B) Change in relative power induced 300ms after by picospritzer application of TTX to deep layers. Red bar represents normalised power of layer V beta oscillatory activity. Grey bar represents normalised power of layer II/III beta oscillatory activity.

### 3.2.3 Effect of slice orientation and experimental setup

In neocortical slices, the frequency of synchronous network oscillation is known to be affected by variables such as the temperature of perfusing aCSF (Dickinson et al., 2003). In addition, slice orientation of brain has been suggested to have some impact on oscillatory activity due to presence or absence of local and distant connectivity (Trudel and Bourque, 2003). Although experimental conditions used here are consistent with previous studies of gamma oscillation *in vitro*, many of these have been carried out in horizontal slices. In order to replicate these studies and also test whether beta oscillatory activity is characteristic of M1 or an artefact of slice orientation, horizontal slices were prepared. At 33-34°C addition of KA alone to
horizontal slices induced oscillations in the beta-gamma range in granular area of somatosensory cortex (n=2, figure 3.4B) consistent with previous reports by Roopun et al. (2006). No oscillatory activity was observed in M1 under these conditions, however, further addition of CCh promoted beta oscillations (figure 3.4A). No other frequencies of activity were observed confirming that beta oscillations are the predominant feature of M1 oscillatory activity. We have confirmed that it is possible to obtain gamma oscillatory activity using our experimental set-up by recording from the CA3 region of hippocampus in horizontal slices using CCh as reported by Fisahn et al. 1998 (n=3, figure 3.4C). These indicate that slice orientation does not matter for beta synchronous network activity.
Figure 3.4 – Validity of the experimental setup. (A) Raw traces of synchronous network activities and associated power spectra obtained from layer II/III and layer V of horizontal M1, induced by co-application of KA and CCh. (B) Raw traces and associated power spectrum analysis of synchronous activity in somatosensory cortex induced by KA alone. Grey shadow indicates beta frequency band. (C) CCh-induced gamma oscillations in hippocampal CA3 region, as reported in Fisahn et al. (1998, appendix II). aCSF temperature and flow rate was identical to that used in the generation of beta oscillations in coronal slices of M1.
3.3 PHARMACOLOGICAL CHARACTERISATION OF BETA ACTIVITY IN M1

I have shown that deep layers of M1 are the likely to be the origin of beta oscillations. In this section, I have used the beta oscillation in layer V to characterise synaptic mechanisms involved in this activity. Layer V was selected as it generated beta oscillation of large power, hence, any drug-induced change would be easily observable.

3.3.1 The role of GABAergic receptors on beta network oscillation

In order to investigate the involvement of GABA\(_A\) receptors in oscillatory activity in M1, picrotoxin (PTX, 50\(\mu\)M), a GABA\(_A\) receptor antagonist that blocks the chloride channel was bath applied. Addition of PTX abolished beta oscillatory activity, indicating a significant contribution of GABA\(_A\) receptor-mediated synaptic input (n=5, figure 3.5A and B). Application of the GABA\(_A\) receptor modulators pentobarbital (PENT, 20\(\mu\)M) and the \(\alpha\)1-subunit specific GABA\(_A\) receptor modulator zolpidem (ZOL, 100nM), which increase the chloride channel opening time and frequency respectively, also affected the nature of beta oscillation. PENT reduced beta frequency from 27.4 ± 1.3 to 24.1 ± 1.0 Hz (P<0.001, n=6, figure 3.5C) without significant change in oscillatory power. ZOL reduced the frequency from 26.7 ± 0.7 to 25.4 ± 0.8 Hz (P<0.001, n=11, figure 3.5E) whilst increasing the peak oscillatory power from 0.75 ± 0.27 \times 10^{-11} to 1.05 ± 0.32 \times 10^{-11} \text{ V}^2 (two cells in particular showed large enhancement in power, P<0.05, n=11, figure 3.5F).
Figure 3.5 – The role of GABA$_A$ receptors in layer V beta oscillations. (A) Representative trace showing beta oscillation before (top trace) and after (bottom trace) application of PTX. (B) Averaged power spectrum (n=5) showing blockade of beta oscillation by PTX. (C and D) Plots showing application of PENT significantly reduced frequency of oscillatory activity but without significantly affecting its power. Grey represents changes observed in individual recordings and the black line indicates average change. (E) Plot showing application of ZOL similarly reduced frequency of beta oscillation. (F) ZOL significantly increased oscillatory power.
Previous studies have indicated that GABA\textsubscript{B} receptors are not required for persistent oscillatory activity induced by CCh (Williams and Kauer, 1997). However, there is a report that suggests involvement of GABA\textsubscript{B} receptors in determining duration of transient, electrically evoked gamma oscillation (Whittington \textit{et al.}, 1995). We therefore investigated the effect of the competitive GABA\textsubscript{B} receptor antagonist CGP55845 on M1 persistent beta oscillations. Bath application of this drug at 100nM concentration did not affect oscillatory frequency (mean control 27.1 ± 0.7 Hz vs. 25.5 ± 0.9 Hz in CGP55845 for layer V, figure 3.6A and B), but increased oscillatory peak power from 0.44 ± 0.14 x 10\textsuperscript{-11}V\textsuperscript{2} under control conditions to 0.70 ± 0.17 x 10\textsuperscript{-11}V\textsuperscript{2} in CGP55845 (P<0.02, n=5, figure 3.6A and B).
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Figure 3.6 – The role of GABA\textsubscript{B} receptors in layer V beta oscillations. (A) Representative traces of beta oscillation recorded in layer V before (top) and after (bottom) application of CGP55845. (B) Averaged power spectrum (n=5) of beta network activity before and after CGP in layer V.

3.3.2 The role of glutamatergic receptors in beta oscillations

Previous studies indicated that both fast ionotropic glutamate receptors (i.e. AMPA and kainate) and mGluRs (Whittington \textit{et al.}, 1995) may be involved in rhythmic network activity. Fast ionotropic glutamate receptors provide phasic recurrent excitatory input to both pyramidal and FS cells, thereby sustaining ongoing rhythmic activity (as seen in PING). mGluRs, in contrast, provide tonic excitation essential for ING. To determine whether the beta oscillation in M1 employs any of these mechanisms, CNQX (10\textmu M), which blocks both AMPA and kainate receptors, was
applied. This drug abolished M1 beta oscillations, indicating the requirement at least one of these receptors (n=5, figure 3.7A and B). Bath application of AMPA receptor-specific antagonist SYM2206 (100μM) did not change ongoing beta oscillatory peak power (from \(1.05 \pm 0.25 \times 10^{-11}\) to \(1.02 \pm 0.31 \times 10^{-11}\text{V}^2\), \(P>0.05\), n=6) or frequency (from \(25.9 \pm 1.3\) to \(25.4 \pm 0.9\) Hz, \(P>0.05\), n=6), suggesting AMPA receptor activation is not required and provides evidence for a significant contribution of kainate receptor-mediated excitation to neuronal network oscillation in M1 (figure 3.7C and D).

Application of MK801 (50μM), a non-competitive antagonist of NMDA receptors, significantly reduced peak power (from \(2.53 \pm 1.33 \times 10^{-11}\) to \(1.65 \pm 0.88 \times 10^{-11}\text{V}^2\), n=5, \(P<0.05\), paired, one-tailed) and oscillatory frequency (from \(27.4 \pm 1.2\) to \(24.5 \pm 0.7\) Hz, n=5, \(P<0.05\), paired, one-tailed, figure 3.7E and F). These data suggested that NMDA receptors may play a role in generation of beta oscillatory activity.

I next examined the role of mGluRs in the M1 beta oscillation. Previous reports indicated a role for these receptors in transient gamma oscillations evoked by tetanic stimulation (Whittington et al., 1995, 1997a, 1997b). However, application of MPEP (10μM), a specific antagonist of Group I mGluRs, to M1 beta oscillation had no effect on oscillatory power (from \(0.19 \pm 0.06\) to \(0.22 \pm 0.06 \times 10^{-11}\text{V}^2\), \(P>0.05\), paired, two-tailed) or frequency (\(27.6 \pm 2.5\) to \(25.8 \pm 2.3\) Hz, \(P>0.05\), paired, two-tailed, figure 3.8A and B). Palhalmi et al., (2004) reported that activation of Group I mGluRs by DHPG induced gamma oscillations (30-100 Hz) in the CA3 region of hippocampus, whose properties was different from CCh-induced gamma oscillations in same region. Therefore, activation of mGluR alone may be able to generate mechanistically distinct synchronised network activity in M1. To test this, DHPG was applied to perfusing aCSF. Although gamma oscillatory activity was observed from simultaneously recorded CA3 hippocampal slice confirming the viability of drug (figure 3.8C and D), no synchronous network activity was observed in any layer of M1 even when pre-incubated for more than 1 hour.
Figure 3.7 – The role of ionotropic glutamatergic receptors in layer V beta oscillations. (A) Raw traces showing beta oscillation before (top) and after (bottom) application of AMPA/KA receptor antagonist CNQX. (B) Averaged power spectrum showing removal of beta oscillation by CNQX. (C) Raw trace obtained before and after the application of AMPA receptor specific antagonist SYM2206. (D) Averaged power spectrum (n=6) analysis revealed no effect of SYM2206 on beta oscillation. (E) Raw trace of beta oscillation before and after addition of NMDA receptor antagonist MK801. (F) Averaged power spectrum analysis showing that MK801 significantly reduced both power and frequency of beta oscillation in layer V.
Figure 3.8 – The role of mGluR receptors on beta oscillations in layer V. (A) Raw traces showing beta oscillation before (top trace) and after (bottom trace) application of mGluR receptor antagonist MPEP. (B) Averaged power spectrum (n=6) clarifying that beta oscillations were not affected by MPEP. (C) Raw trace (left) and its power spectrum (right) showing no effect of DHPG on M1 network activity. (D) Raw trace and associated power spectrum of simultaneously recorded network oscillation in CA3 induced by DHPG.
3.3.3. The role of gap junction coupling on beta oscillation

A number of previous studies have indicated the involvement of gap junction-mediated electrical coupling of neurones in enhancing synchrony of network activity (Draguhn et al., 1998; Galarreta and Hestrin, 1999; Traub et al., 2000, 2001, 2003). I investigated gap junction mediated activity in M1 by applying the gap-junction blocker carbenoxolone (100µM). Persistent beta oscillations were entirely blocked by this drug (figure 3.9A and B), decreasing peak power from $1.17 \pm 0.27$ to $0.16 \pm 0.04 \times 10^{-11} V^2$ $P>0.05$, paired, two-tailed) and indicating the importance of gap junction activity to beta oscillations.
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Figure 3.9 – The role of gap junctions in emergent beta oscillations in layer V. (A) Representative raw traces showing beta oscillation before (top trace) and after (bottom trace) application of gap junction blocker carbenoxolone. (B) Averaged power spectrum (n=5) clarifying that beta oscillations were abolished by carbenoxolone.

3.3.4. The role of acetylcholine receptors in beta oscillations

Synchronous oscillatory activity at theta or gamma frequency band can be observed upon cholinergic activation of neuronal network in CA3 region of hippocampus in vitro (Williams and Kauer, 1997; Fisahn et al., 1998). In M1, however, addition of CCh (50µM) alone was insufficient to generate synchronous network activity and required co-application of KA. Nevertheless, this result indicated necessity of muscarinic receptor activation for M1 beta oscillation generation. In order to further probe the role of AChRs in oscillatory activity, the acetylcholine (ACh) receptor antagonist,
atropine (5µM), was bath applied. Application of this drug abolished synchronous network activity, decreasing peak power from $1.17 \pm 0.27$ to $0.16 \pm 0.04 \times 10^{-11} V^2$ implying an important role for AChR (n=5, figure 3.10A and B). However, as atropine affects a broad spectrum of ACh receptors, there was a possibility that the observed effect may be derived from blockade of nicotinic receptors (nAChR). To clarify this, TMPH (1µM), a selective antagonist for nAChR, was bath applied to oscillatory activity. However, this has no effect on the peak power (from control $0.36 \pm 0.09 \times 10^{-11}$ to $0.48 \pm 0.13 \times 10^{-11} V^2$ in TMPH, $P>0.05$, paired, two-tailed) or frequency (from $25.2 \pm 0.7$ to $25.1 \pm 0.7$ Hz, $P>0.05$, paired, two-tailed) (figure 3.10C and D).

**Figure 3.10 – The role of ACh receptors in beta oscillations in layer V.** (A) Raw traces showing beta oscillation before (top) and after (bottom) application of the ACh receptor antagonist atropine. (B) Averaged power spectrum (n=5) clarifying that beta oscillations were abolished by atropine. (C) Raw traces showing beta oscillation before (top traces) and after (bottom traces) the addition of specific nicotinic receptor antagonist TMPH. (D) Averaged power spectrum from TMPH experiment (n=8).
3.3.5 Influence of dopaminergic input on beta oscillations

Dopamine (DA) is a neuromodulator released by dopaminergic neurones, whose cell bodies lie principally in SNC and ventral tegmental area (VTA) of the midbrain. Projections from these sites arrive at cortex and striatum, where they are thought to regulate cognition, motivated behaviour, and motor behaviour. Previous studies involving LFP recordings revealed that beta oscillations are abnormally enhanced in motor cortex in DA-depleted state, perhaps, implying a role for DA in synchronous network activity. Bath application of DA (100µM) had no effect on the power of beta oscillations (from $27 \pm 0.10$ to $0.31 \pm 0.09 \times 10^{-11}$V$^2$, $P>0.05$, figure 3.11B) but significantly reduced oscillatory frequency ($25.1 \pm 0.85$ to $23.6 \pm 0.77$ Hz, $P<0.05$, figure 3.11C).
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**Figure 3.11** – The effect of dopamine on beta oscillations in layer V. (A) Averaged power spectrum (n=14) in control (black) and in DA (red). (B and C) Plots showing individual change (grey line) and averaged change (black line) of oscillatory power and frequency. * indicates $P<0.05$. 
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3.4 DISCUSSION

3.4.1 Overview

Consistent with previous in vivo studies (e.g. Murthy and Fetz, 1992, 1996a, 1996b; Jensen et al., 2005), M1 preferentially generates synchronous network oscillatory activity at beta frequencies in vitro consistent with conditions required for induction of persistent oscillations in other in vitro models (Fisahn et al., 1998; Buhl et al., 1998; Cunningham et al., 2003; Roopun et al., 2006). However, application of both KA and CCh was necessary to observe this persistent synchronous network beta activity. The power distribution and phase relationship of the beta oscillation between layers suggested that it was likely to be generated in layer V in the M1 slice preparation. Persistent beta oscillations in layer V were dependent on fast synaptic inhibition mediated by GABA_A receptors and fast/tonic excitation mediated by kainate receptors, NMDA receptors and muscarinic M1 receptors. A contribution from GABA_B receptors was also observed while electrical coupling of the neuronal network by gap junctions appeared necessary for robust rhythmogenesis. Dopamine was found to be able to modulate this network activity via activation of D1 receptor but not D2 receptors.

3.4.2 The role of KA and CCh

The kainate receptor family contains glutamate receptor subunits GluR5, GluR6, or GluR7. Activation of kainate receptors with nanomolar concentration of KA increases excitability of neurones and enhances AP-independent release of glutamate or GABA. Indeed, at inhibitory synapses, KA depolarises interneurones leading to continuous neuronal firing, thereby increasing frequency of sIPSCs on pyramidal neurones (Cossart et al., 1998; Frerking et al., 1998). Significant increases in AP-independent miniature (m)IPSC frequency by KA have also been reported, indicating some direct pre-synaptic effect (Cossart et al., 2001).

Similar effects have also been reported at excitatory synapses, where nanomolar concentration of KA increased both sEPSCs and mEPSCs frequency recorded on
pyramidal cells (Campbell et al., 2007). Kainate receptors have been reported to contribute to synaptically evoked currents in hippocampus (Vignes and Collingridge, 1997), although the contribution of kainate receptor-mediated currents to evoked EPSC amplitude was found to be negligible in layer V pyramidal cells of motor cortex (Ali, 2003). In fact, in M1 increases in extracellular glutamate concentration via pharmacological blockade of glutamate uptake were required to observe any KA-mediated current, suggesting an extrasynaptic location of kainate receptors in these cells.

In order to induce network oscillations in M1, CCh was co-applied with KA to enhance neuronal excitability. CCh activates the muscarinic M1 receptor, which is G-protein coupled and thought to be expressed post-synaptically (Muller and Misgeld, 1986). Generally, this receptor exerts its depolarising effect by inhibiting various K+ channels, such as the rectifying outward current (I_M), Ca^{2+}-dependent K+ current (I_{AHP}), and the leak K+ current (I_{K-leak}) (Lucas-Meunier et al., 2003). The effect of muscarinic receptor activation however, seems to be different between cells. Indeed, cortical interneurones are more rapidly depolarised than pyramidal cells (McCormick and Prince, 1986).

The need for both KA and CCh to induce robust beta oscillations most likely reflects the reduced local neuronal network excitability in slice compared with that which may be found in vivo. Each cortical pyramidal cell receives 5,000-60,000 synapses (DeFelipe and Fariñas, 1992; Destexhe and Paré, 1999), 70% of which originate from projection neurones in vivo (Szentagothai 1965; Gruner et al., 1974). During sectioning of the brain for in vitro, these synaptic inputs will be removed, causing a large reduction in spontaneous background activity, and this normally contributes to increasing network responsiveness (Destexhe and Paré, 1999; Hô and Destexhe, 2000).

In contrast to a number of previous studies of gamma oscillations in hippocampus, entorhinal, and somatosensory cortex, (Fisahn et al., 1998; Cunningham et al., 2003; Roopun et al., 2006), the application of KA or CCh alone did not reliably generate oscillatory activity in M1 in our study. Our experimental setup was found to be sufficient to induce oscillatory activity in CA3 similar to that described by Fisahn et al.
(1998), indicating that slice viability or differences in perfusion were unlikely to explain our findings. It is possible that the structural and functional resilience of pyramidal cells and interneurones in M1 after slicing may be less compared to other cortical areas. This may lead to a requirement of stronger excitation for M1 to compensate for damage induced during slice preparation and storage. However, it is notable that Buhl et al. (1998), using coronal slices of mouse somatosensory cortex, found a similar requirement for KA and CCh in generation of persistent gamma oscillations. The Buhl study (Buhl et al., 1998) also highlights the fact that I was unable to observe robust oscillatory activity at frequencies other than beta using this preparation and alteration of the plane of section from coronal to horizontal orientation did not abolish the induction of beta oscillations or reveal any activity in other frequency bands. These data indicate strongly that beta oscillations are a characteristic and defining feature of M1 in vitro, and this is entirely consistent with previous reports of the role of beta activity in physiological and pathological states such as movement (Murthy and Fetz, 1996a; Donoghue et al., 1998) and PD (Sharott et al., 2005a; Silberstein et al., 2005) where M1 has a prominent role.

3.4.3 The origin of oscillatory activity

In present study, the power of beta oscillations was found to gradually increase from superficial to deep layers, reaching its maximum in layer V. This finding is consistent with in vivo studies in which, the amplitude of beta LFPs was found to increase with depth to a peak corresponding to layer V region (Murthy and Fetz, 1996a; Donoghue et al., 1998).

Layer V may show greatest oscillatory power simply due to its relatively high density of large pyramidal cell bodies. Secondly, the power of layer V beta oscillations may be attributed to the morphology of pyramidal cells. Betz cells in layer V have large cell bodies and extensive dendritic arborisations relative to other cortical layers. In particular, the type 1 Betz cell is known to extend its dendrites up to layer I where they form an apical dendritic tuft (Molnár and Cheung, 2006). Since the LFP is thought to reflect the weighted sum of somatodendritic potential (Logothetis, 2003), the power of beta oscillation recorded from layer V region may reflect greater
summation of synaptically-driven oscillatory activity impinging on the extensive dendritic tree.

Dendritic gap junctions amongst the interneurones of similar subtype are thought to reduce differences in intrinsic membrane properties thereby enhancing synchrony (Galarreta and Hestrin, 1999; Gibson et al., 1999; Traub et al., 2000, 2001, 2003). Furthermore, gap junctions between axons of pyramidal cells have been suggested to amplify the synchronous output of these neurones (Schmitz et al., 2001; Traub et al., 2003). A study of the distribution of mRNA encoding connexin 36 (Cx36), the most abundant subunit of gap junction in mammalian neurones (Condorelli et al., 2000, LeBeau et al., 2003), reported high expression in deep compared to superficial layers (Condorelli et al., 2000).

The cross-correlation analysis and TTX experiments indicate the origin of pharmacologically induced beta oscillation lies within deep layers. This is consistent with the reported source of oscillatory activity in deep somatosensory cortex in vitro (Sanchez-Vives and McCormick, 2000). However, in vivo, the polarity of the beta oscillations was found to completely reversed 0.5-1mm from the surface, suggesting a superficial origin of oscillatory activity (Murthy and Fetz, 1996b). The difference between in vitro and in vivo reports may be attributed to the preserved connection of subcortical inputs to superficial cortex in vivo. Indeed, numerous excitatory synaptic inputs from VL thalamus arrive at superficial layers of M1 in vivo (Douglas and Martin, 2004; Shipp, 2005).

3.4.4 All layers of M1 express beta oscillatory activity

In all layers, oscillatory activity at beta frequencies was observed, indicative of oscillatory resonance within the extended network. However, unlike the somatosensory cortex (Roopun et al., 2006), no pharmacologically induced gamma activity was observed in superficial layers. This difference may reflect different network structure between our coronal slices and the horizontal slices used by Roopun et al. (2006), or a fundamental difference between the two cortical regions. Indeed, we know M1 is agranular (i.e. no layer IV). Nevertheless, coherent gamma frequency oscillations in specific regions of motor cortex have been demonstrated.
during strong contractions (e.g. Brown et al., 1998) and recently, one study has suggested that the ‘piper frequency’ (40 Hz) oscillatory activity in non-homologous and contralateral muscles constitutes evidence of ‘occult’ gamma oscillation in motor cortex at rest (Funk and Epstein, 2004). Several studies indicate that in man, 20 Hz activity in M1 is associated with inactive cortical states, and is suppressed prior to and during movement (Murthy and Fetz, 1992; Donoghue et al., 1998), but that such activity is progressively recruited during sustained isometric muscle contraction (Penfield, 1954; Conway et al., 1995). These data suggest that beta oscillatory activity in M1 is part of the idling process in cortex, but can also be dynamically related to function. In this scenario, both beta and gamma activity may be present at rest, with the former highly suppressed and the latter enhanced during voluntary movement, but both beta and gamma may be enhanced during sustained contraction.

3.4.5 A possible mechanism for beta oscillations in M1

Previous studies of persistent gamma oscillatory activity in neocortex in vitro indicated that neuronal network activity is patterned by recurrent inhibition from local interneurones (Whittington et al., 1995; Traub et al., 1996b; Fisahn et al., 1998; Buhl et al., 1998; Cunningham et al., 2003; Roopun et al., 2006). Beta oscillations found in M1 layer V are also likely to be governed by interneurones, as pharmacological blockade of GABA_A receptors completely abolished this activity. Furthermore, pharmacologically induced beta oscillations were modulated by pentobarbital and zolpidem, which bind directly to GABA_A receptors. The action of zolpidem at a concentration of 100 nM also indicates the involvement of GABA_A receptors containing the α1 subunit (Crestani et al., 2000). The increase in oscillatory power indicating the recruitment and synchronous activation of pyramidal neurones may be related to the enhanced beta activity or ‘beta buzz’ observed during EEG recordings upon administration of certain benzodiazepines and barbiturates (Glaze, 1990).

The persistent gamma oscillations observed in neocortical slices can be generated by two distinct mechanisms: (1) those that require recurrent excitatory feedback from pyramidal cells to interneurones to preserve network rhythm (Fisahn et al., 1998; Buhl et al., 1998; Cunningham et al., 2003) or (2) those that do not require such a
feedback (Whittington et al., 1995; Traub et al., 1996b). The former mechanism, known as “PING” (Traub et al., 1999a), requires fast excitatory synaptic inputs, which are mediated by AMPA receptors. In the current study, application of CNQX abolished the beta oscillation presumably due to loss of AMPA/kainate receptor function. However, specific blockade of AMPA receptors alone using SYM2206 had no effect on oscillatory activity. These observations indicate that the mechanism of M1 beta oscillation may not be PING-like. For the latter mechanism, known as ING, tonic depolarisation provides a persistent driving force for rhythmogenesis between mutually inhibiting interneuronal network. Activation of metabotrophic glutamate or muscarinic receptors are necessary for this mechanism (Whittington et al., 1995). The requirement of muscarinic M1 receptor activation for generation of beta oscillation in M1, as well as absence of AMPA mediated current indicates that beta oscillation in M1 is mechanistically similar to ING. Kainic acid may as well contribute to such a tonic excitation of neuronal network via activation of extrasynaptic receptors (Ali et al., 2003) or direct activation of interneurone and pyramidal cells (Cossart et al., 1998; Frerking et al., 1998; Semyanov and Kullmann, 2001). However, the possibility that kainate receptors provide some recurrent excitatory feedback or presynaptic function cannot be ruled out.

Despite the mechanistic similarity between M1 beta activity and ING, pharmacological manipulation of M1 did not generate gamma frequency network activity. In Traub et al. (1996b) model, the frequency of interneuronal network oscillation was shown to be dependent on mean excitatory drive to network, decay time of GABA_A-mediated IPSPs, and GABA_A-mediated current (Traub et al., 1996b). According to this model, beta oscillations would be preferred when (1) the mean excitatory drive is low (2) the decay time of GABA_A-receptor mediated IPSPs are slow and (3) the GABA_A-receptor conductance is high. The lack of AMPA mediated current in M1 layer V may be indicative of relatively low excitatory drive present in M1 layer V. Confirmation of the other possibilities outlined above requires further investigation using intracellular recording.

Our pharmacological studies indicated that GABA_b receptors are involved in this beta oscillation, as blockade of this receptor type significantly enhanced beta oscillation. Presynaptically expressed GABA_b receptors are thought to reduce the GABA release
from terminal, while postsynaptically expressed GABA$_B$ receptors generate slowly decaying IPSPs. Hence, postsynaptic GABA$_B$ receptors may be contributing to slowing of IPSPs decay mediated by GABA$_A$. Furthermore, we observed a contribution of NMDA receptors in the beta oscillation which decreased power and frequency consistent with previous studies (Cunningham et al., 2003; Roopun et al., 2006). Overall, beta oscillations show an absolute dependence on kainate receptors, muscarinic M1 receptor, and GABA$_A$ receptors and are modulated by GABA$_B$ and NMDA receptors.

### 3.4.6 The role of gap junctions

Gap junctions have been shown to occur between dendrites of FS cells (Galarreta and Hestrin, 1999; Gibson et al., 1999), dendrites of RSNP cells (Szabadics et al., 2001), dendrites of LTS cells (Gibson et al., 1999; Beierlein et al., 2000), and axons of pyramidal cells (Schmitz et al., 2001). Such an electrical connectivity was found to be rare between different interneuronal subtypes (Gibson et al., 1999; Szabadics et al., 2001). Pharmacological blockade of gap junction function with carbenoxolone (CBX), has been shown to abolish ultrafast oscillation (80-200Hz, Draguhn et al., 1998) and gamma/beta oscillation in vitro (Traub et al., 2000; Deans et al., 2001; Hormuzdi et al., 2001; Cunningham et al., 2003; Roopun et al., 2006). Consistent with these observations, application of 100µM of CBX suppressed pharmacologically induced beta oscillation in M1 layer V. At this concentration it does not appear to influence the intrinsic properties of hippocampal pyramidal neurones while diminishing gap junction-mediated spikelets (Schmitz et al., 2001), suggesting that the observed effects were purely due to gap junction blockade.

It has been demonstrated, by computer simulation model, that dendritic and axonal gap junctions contribute differently to KA induced gamma oscillatory activity (Traub et al., 2003). Indeed, dendritic gap junctions have been suggested to reduce heterogeneity$^{24}$ of excitability among individual interneurones, thereby enhancing their coherent firing (Traub et al., 2001, 2003). Axonic gap junctions, on the other

---

$^{24}$ Such a heterogeneity may occur due to different excitatory inputs source as well as different intrinsic properties of interneurones

84
hand, have been reported to provide a mechanism which create gamma frequency outputs from the pyramidal cell axons despite the somatic AP frequency being low (Traub et al., 2003). Interestingly, blockade of axonic gap junctions abolishes gamma oscillations, but blockade of dendritic gap junctions only suppresses their power (Traub et al., 2003). Indeed, it has been shown that hippocampal slice prepared from mice knocked out with Cx36, a major subtype of gap junction protein expressed highly in interneurones (Condorelli et al., 2000; Deans et al., 2001; Hormuzdi et al., 2001; Traub et al., 2003), could still generate gamma oscillations albeit with reduced power (Deans et al., 2001; Hormuzdi et al., 2001). Therefore, it is possible that the high conductivity of gap junctions between interneurones in layer V, relative to other layers, may contribute to the distinctly large beta oscillatory power.

3.4.7 Functional implications of dopamine

Beta oscillatory activity is thought to be strongly associated with motor behaviour. Indeed, several in vivo and MEG studies show beta oscillatory activity before, during, and after the voluntary movements (Murthy and Fetz, 1992, 1996a, 1996b; Donoghue et al., 1998). In addition, during dopamine-depleted state, such beta activity is abnormally enhanced, and this enhancement correlates with symptoms including bradykinesia and akinesia (Brown et al., 2001; Slieberstein et al., 2005).

Previously, Weiss et al. (2003) reported that gamma oscillatory power was consistently reduced by the application of dopamine. This effect was mimicked by dopamine D1-like receptor agonist (SKF-38393), and suppressed by D1-like receptor antagonist (SCH-23390). D2-like receptors were found to play no role. In our studies, the effect of dopamine on beta oscillations was rather inconsistent. In 8 out of 14 slices, dopamine significantly enhanced beta power, but a reduction in power was seen in 5 out of 14 slices. These observations led to the conclusion, that overall, DA had no significant effect on the power of beta oscillations.

Interestingly, it appeared that the effect of dopamine on layer V oscillatory power was dependent on the initial beta power. When control beta oscillatory power was low, dopamine enhanced oscillatory power however, when initial oscillatory power was high, dopamine had a suppressive effect. A number of previous studies indicated
complex effects of dopamine at the cellular level (Yang and Seamans, 1996; Shi et al., 1997; Gulledge and Jaffe, 1998; Henze et al., 2000). For example, Gulledge and Jaffe (1998) reported that firing rate of layer V pyramidal cells, at given depolarising current injection, was significantly reduced by dopamine, and this effect was correlated with reduced input resistance. However, others indicated that dopamine increases the membrane excitability of both pyramidal cells and interneurones (e.g. Yang and Seamans, 1996; Shi et al., 1997; Zhou and Hablitz, 1999). Thus, the diverse actions of dopamine may be due to a number of factors, site of action, receptor subtype being activated and ion channels affected (Gulledge and Jaffe, 1998; Gonzalez-Islas and Hablitz, 2003).

In present study, the enhancement of oscillatory power induced by dopamine may reflect an increased neuronal population available for synchronisation. Such an elevation could be achieved simply due to participation of pyramidal cells and/or interneurones, that have failed to reach threshold before dopamine application. Indeed, in the absence of synaptic inputs, dopamine was reported to enhance the duration of slow inactivation Na\(^+\) current while attenuating a slowly inactivating outward rectifying K\(^+\) current via D1-like receptors, thereby lowering the spike threshold of pyramidal cells (Yang and Seamans, 1996). The excitability of interneurones is also increased by dopamine via suppression of the leak K\(^+\) current, inward rectifying K\(^+\) current, and slowly inactivating K\(^+\) current (Gorelova et al. 2002; Zhou and Hablitz, 1999; Wu and Hablitz, 2005).

Reduction of oscillatory power, on the other hand, reflects reduced synchrony. The amplitude of oscillations has been shown to be sensitive to the electrical coupling of interneurones (Deans et al., 2001; Hormuzdi et al., 2001). Recently it was found that electrical coupling between amacrine cells in mammalian retina was significantly reduced by dopamine, which involved phosphorylation of Cx36 by protein kinase A (Hampson et al., 1992; Urschel et al., 2006). Hence, a negative effect of dopamine on oscillatory power in M1 may possibly be related to reduced conductivity of gap junctions by dopamine. However, a recent study of FS-FS cell coupling in M1/M2 layer V indicated that D1-like or D2-like receptor activation has no effect on electrical communication (Towers and Hestrin, 2008). In same study, a D1-like receptor agonist, SKF-38393, reduced the amplitude of evoked IPSCs on FS cells (Towers
and Hestrin, 2008), which may indicate decreased inhibitory synaptic coupling between FS-FS cells. Furthermore, dopamine has been reported to reduce the evoked inhibitory synaptic influence of FS cells on pyramidal cells (Gao et al., 2003). These results may suggest that dopamine reduces the ability of FS cells to entrain a large population of neurones in the current study.
CHAPTER 4:
CELLULAR MECHANISMS
UNDERLYING BETA
OSCILLATIONS IN M1
4.1 INTRODUCTION

In the previous chapter, I revealed that M1 preferentially generates persistent synchronous network oscillations at beta frequency upon KA and CCh application. This activity is generated in layer V, and propagates towards layer II/III. In addition, the oscillation was found to be strongly dependent on GABA_A, kainate, and muscarinic M1 receptors, and modulated by GABA_B, dopamine and NMDA receptors. Furthermore, neurones participating in synchronised network activity appeared to be linked by gap junctions.

Although this information allowed us to speculate how the activity of thousands of neurones might be synchronised, analysis of individual cell behaviour with respect to network beta oscillatory activity would provide a more detailed and precise picture of the underlying mechanism. Sensorimotor cortex has been reported to contain glutamatergic cells that can be classified into regular-spiking (RS) cells or intrinsically-bursting (IB) cells, depending on the firing properties (Connor et al., 1982; Chen et al., 1997). GABAergic cells also exhibit electrophysiological diversity, which divides them into regular spiking non-pyramidal (RSNP), fast-spiking (FS), late-spiking (LS), or low threshold-spiking (LTS) cells (Kawaguchi, 1995; Cauli et al., 1997). Each of these cells contribute differently to shape the spatial pattern of transient and persistent gamma oscillations (e.g. Whittington et al., 1995; Fisahn et al., 1998; Buhl et al., 1998; Klausberger et al., 2003). In this chapter, I have explored the cellular mechanisms of beta oscillations by simultaneously recording field and single cell activity in layer V. Coherence analysis was used to reveal the relationship between these two signals.
4.2 CELLULAR MECHANISMS OF BETA OSCILLATIONS

4.2.1 Electrophysiological characterisation of different cell types

Passive and active membrane properties were characterised using a current step protocol. In response to a series of 500ms current steps in increments of +40 pA from an initial holding current of -0.4nA until threshold for AP firing was reached. Three different electrophysiological cell types were observed in present study (figure 4.1). A summary of their electrophysiological characteristics are shown in table 1. RS cells (n=12) exhibited spike frequency adaptation, while IB cells (n=7) were characterised by an initial spike burst followed by low frequency, non-adapting APs. For spike analysis, non-bursting APs were chosen. Finally, FS cells (n=2) were identified by their high firing frequency with fast but profound AHPs.

<table>
<thead>
<tr>
<th>Cell type</th>
<th>Resting membrane potential (RMP)</th>
<th>Spike threshold (mV)</th>
<th>Spike amplitude (mV)</th>
<th>AP width (mV, at base)</th>
<th>AHP (mV, from threshold to amplitude)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS (n=12)</td>
<td>-72.0 ± 2.1</td>
<td>-54.8 ± 2.3</td>
<td>54.0 ± 1.6</td>
<td>2.06 ± 0.20</td>
<td>7.6 ± 1.1</td>
</tr>
<tr>
<td>IB (n=7)</td>
<td>-77.1 ± 3.2</td>
<td>-60.4 ± 3.5</td>
<td>57.3 ± 1.2</td>
<td>3.04 ± 0.61</td>
<td>8.5 ± 1.7</td>
</tr>
<tr>
<td>FS (n=2)</td>
<td>-65.7 ± 11.4</td>
<td>-54.2 ± 8.6</td>
<td>38.3 ± 5.3</td>
<td>1.55 ± 0.35</td>
<td>11.7 ± 1.5</td>
</tr>
</tbody>
</table>

Table 4.1 – Electrophysiological characteristics of RS, IB and FS cells
4.2.2 Firing behaviour of excitatory neurones during beta oscillations

During beta field oscillations (24.9 ± 0.8 Hz), most RS cells fired spontaneously (figure 4.2A). The firing frequency of these cells was found to be much slower than beta oscillations at 9.6 ± 1.2 Hz (figure 4.2B). Although RS cells exhibited different AP frequency to the field, they were spatially related. To test this, coherence analysis was undertaken. In 11/12 RS cells, a significant peak at beta frequency was found (average coherence of 0.31 ± 0.04 at 23.7 ± 1.5 Hz) (figure 4.2C). In one cell, however, such a positive association of APs with respect to beta field activity was not found (figure 4.2D). I then investigated the pattern of synaptic input received by RS cells. Previous studies of persistent gamma oscillation in vitro indicated that excitatory cells received IPSPs at gamma frequency, which were spatially coupled with gamma field activity (Fisahn et al., 1998; Buhl et al., 1998; Cunningham et al.,
2003). Depolarising cell membrane potential to -30mV exposed pure rhythmic IPSPs (figure 4.3A). Power spectrum analysis of these IPSPs revealed that they were occurring at beta frequency (23.4 ± 0.7Hz, figure 4.3B). It was confirmed that these were IPSPs, as application of bicuculline (20μM) eliminated them completely, together with beta field oscillations (n=6, figure 4.4C, and 4.4D). Coherence analysis of IPSPs and field activity indicated that they were significantly dependent on each other at beta frequency (average coherence of 0.51 ± 0.76 at 25.1 ± 0.8 Hz, figure 4.3C). Interestingly, one cell which did not show any coherent spiking behaviour received IPSP input which was coherent with the field (figure 4.3D).

Figure 4.2 – Relationship between beta field oscillations and RS cell APs. (A) Representative example traces of beta field oscillations (top) and simultaneously recorded firing behaviour of RS cell (bottom). (B) Averaged power spectra (n=12) of APs (red) and field activity (black). Coherence analysis between APs and field oscillation (C) with correlation at beta frequency (n=11), and (D) without (n=1). Dashed line indicates significance threshold calculated by coherence analysis script for Spike2 software. Grey shadow indicates beta band of 15-35 Hz.
Figure 4.3 – Relationship between beta field oscillations and IPSPs received by RS cells. (A) Example traces of simultaneously recorded beta field activity (top) and IPSPs (bottom). (B) Example power spectrum of IPSPs (red) and field activity (black). (C and D) Coherence analysis of IPSPs received by RS cells and field activity (same cells as in figure 4.2C and D). Dashed line indicates significance threshold calculated by coherence analysis script written for Spike2 software. Grey shadow indicates beta band of 15-35 Hz.
IB cells fired APs spontaneously at a rate of $9.8 \pm 1.2$ Hz during beta field oscillation ($27.4 \pm 1.0$ Hz, figure 4.5A and B). These APs were found to be coupled with beta field oscillation, as significant coherence peak of $0.29 \pm 0.03$ was found at $27.3 \pm 1.0$ Hz, (figure 4.5C). Again, one cell exhibited no significant coherence at beta frequency (figure 4.5D). Exposing fast inhibitory synaptic input received by this cell type by depolarising to -20mV revealed that they are also under the influence of beta frequency IPSPs ($23.6 \pm 1.2$Hz, figure 4.6A and B). Coherence analysis of these signals showed a significant peak of $0.51\pm 0.08$ at $27.0 \pm 0.8$Hz (figure 4.6C and D).
As in RS cells, the one cell which exhibited no correlation between spike and field activity was still shown to be receiving IPSPs at beta frequency (figure 4.6D).

**Figure 4.5 – Relationship between beta field oscillations and IB cell APs.** (A) Example traces of simultaneously recorded beta field activity and APs (B) Averaged power spectra of beta population activity and IB cell spiking. Coherence analysis of APs and field activity divided IB cells into two types as for RS cells. (C) Those which exhibited correlation (n=6) and (D) those which did not (n=1). Dashed line indicates significance threshold calculated by coherence analysis script for Spike2 software. Grey shadow indicates beta band of 15-35 Hz.
Figure 4.6 – Relationship between beta field oscillations and IPSPs received by IB cells. (A) Representative example traces of simultaneously recorded beta field activity (top) and IPSPs (bottom). (B) Representative example power spectrum of IPSPs and network activity. (C and D) Coherence analysis between IPSPs received by IB cells and field (same cells as in figure 4.5 C and D). Dashed line indicates significance threshold calculated by coherence analysis script for Spike2 software. Grey shadow indicates beta band of 15-35 Hz.
4.2.3 Firing behaviour of FS cells during the beta oscillations

Two FS cells were identified, both of which generated APs spontaneously during beta field oscillation in layer V. Power spectrum analysis of this spontaneous firing revealed that APs were occurring at beta frequency (23.2 ± 0.6 Hz), similar to activity simultaneously recorded from field (22.6 ± 1.2 Hz, figure 4.7A and B). Coherence analysis of these two signals showed a significant peak at beta frequency (average coherence of 0.66 ± 0.12 at 23.5 ± 0.3 Hz), indicative of their strong phase relationship (figure 4.7C). In order to examine the pattern of inhibitory input received by recorded FS cells, IPSPs were exposed by hyperpolarising membrane potential to -90mV. Power spectrum analysis of these IPSPs revealed that they were occurring at 23.8Hz, a similar frequency of simultaneously recorded field oscillation (23.2 Hz, figure 4.7D and E). This indicates that FS cells were under rhythmic inhibition at beta frequency. The phase relationship between IPSPs and field activity in FS cells was found to be particularly robust with a coherence of 0.83 at 24.4 Hz.
Figure 4.7 – Relationship between beta field oscillations and APs/IPSPs of FS cells. (A) Example traces of simultaneously recorded beta field activity (top) and APs (bottom). (B) Averaged power spectrum (n=2) of field activity (black) and APs (red). (C) Coherence analysis of field and APs from each recording. (D) Example traces of simultaneously recorded beta field activity (top) and reversed IPSPs (bottom, cell held at -90mV). (E) Power spectrum of field and IPSPs received by FS cells. (F) Coherence analysis of field activity and IPSPs received by FS cell. Grey shadow indicates beta band of 15-35 Hz.
4.2.4 Verification of observed spiking behaviour of RS, IB, and FS cells with respect to beta field oscillations

In one non-spiking RS cell recorded during beta oscillatory activity, a mixture of IPSPs and EPSPs was clearly observed at a membrane potential of -75mV (figure 4.8A). I analysed these potential fluctuations over time by plotting the data on a spectrogram. This analysis showed two distinct synaptic input patterns received by this cell, one at beta frequency (25.4Hz) and another at theta frequency (12.2Hz, figure 4.8C). In addition, coherence analysis of membrane potential and field activity was found to be strongly correlated at beta frequency (0.42 at 24.4 Hz, figure 4.8B). This observation supports our findings of firing behaviour of FS cells (at beta frequency) and RS and IB cells (at theta frequency range) during beta field oscillation.

Figure 4.8 – Simultaneous recording of EPSPs and IPSPs at subthreshold membrane potential. (A) Representative traces of simultaneously recorded beta field oscillations (top) and membrane potential fluctuation recorded at -75mV from a RS cell (bottom). (B) Coherence analysis of traces shown in A. Dotted line shows significance threshold. Grey shadow indicates beta band of 15-35 Hz. (C) Spectrogram analysis of membrane potential fluctuation exhibited by cells in A. x-axis is 10 seconds. (D) Spectrogram analysis of field activity traces shown in A.
4.2.5 Coherence between EPSPs and field beta oscillations

I next investigated contribution of excitatory synaptic inputs to beta field oscillation. From chapter 3, it was expected that kainate receptors were likely to be involved for phasic/tonic excitation in M1. Pure EPSPs were found to be difficult to expose in our study; however, in 3 cells, they were observable at membrane a potential slightly greater than resting membrane potential, with small amplitude IPSPs (figure 4.9A and B). Power spectrum analysis of these signals revealed predominant low frequency activities (peak power of 8.7 ± 1.6 Hz). Simultaneously recorded LFPs were shown to be at beta frequency (26.0 ± 1.4 Hz, figure 4.9D, black line). Coherence analysis of these signals showed a peak of 0.09 ± 0.03 at 28.5 ± 4.3 Hz (figure 4.9E). Application of the AMPA receptor selective antagonist SYM2206 (20µM) did not have a significant effect on membrane potential fluctuation, beta oscillation, or coherence (figure 4.9B for membrane fluctuation and red line in 4.9D and E for beta oscillation and coherence). Subsequent application of CNQX (10µM) significantly reduced beta field power (from 0.25 ± 0.12 (n=3) to 0.08 ± 0.07 x10^{-11} V^2, n=2, P<0.05), figure 4.9D, blue line) without changing frequency (26.3 ± 1.5 to 26.8 ± 1.8 Hz, P>0.05) and also reduced EPSP amplitude and power (figure 4.9C). Correlation between field activity and membrane potential fluctuation was also reduced by application of CNQX. In addition, the coherence peak was shifted to a lower frequency (0.08 ± 0.01 at 16.3 ± 2.2 Hz, blue line).
Figure 4.9 – Phase relationship of EPSPs on RS cells and field beta activity. (A) Representative raw traces of beta oscillations and EPSPs with small amplitude IPSPs on RS cell. Membrane potential -82mV. (B) After SYM2206 application. (C) After CNQX application. (D) Average power spectrum of LFP simultaneously recorded in control, SYM and CNQX. (E) Averaged coherence between synaptic activities and field oscillation. Grey shading indicates beta frequency band.
4.3 DISCUSSION

4.3.1 Summary

In Chapter 3, it was shown that phasic inhibitory and phasic/tonic excitatory synaptic inputs were required for persistent beta oscillations in M1 layer V. In the experiments presented in this chapter, I have shown that phasic GABA\textsubscript{A} receptor-mediated inhibitory inputs are likely to be delivered from FS cells. This is because (1) FS cells fired APs on every beta cycle but RS and IB cells only fired, on average, every other beta cycle and (2) all electrophysiological cell types recorded in the present study (RS, IB and FS) received IPSPs at beta frequency, which were strongly phase-locked with concurrently occurring field beta activity. Since FS cells receive IPSPs at beta frequency, it seems likely that tonically excited FS cells are mutually inhibiting each other, and by doing so, sustaining the beta frequency pattern. These mutually connected interneurones would then, provide their beta frequency inputs to a population of pyramidal cells.

4.3.2 Mechanistic thoughts – comparison with previous studies

Pharmacologically induced beta oscillations observed in M1 appeared to be different to the so called beta2 oscillations observed in layer V somatosensory cortex (Roopun et al., 2006). In somatosensory cortex, the beta oscillation appears less sensitive to GABA\textsubscript{A} receptor antagonists than the one described here, while IB cells generated spikes/spikelets at beta frequency on every cycle.

The beta oscillations observed in this study are also different from those beta oscillations induced by tetanic stimulation, in which pyramidal cells fire at every beta cycle while interneurones are firing at gamma frequency (Whittington et al., 1997a; Traub et al., 1999a, 1999b; Bibbig et al., 2001). Rather, the pattern of excitatory and inhibitory cell firing observed during beta oscillations in our study resembled the pharmacologically induced persistent gamma oscillation described by Fisahn et al. (1998) and Cunningham et al (2003). Indeed, pyramidal cells were found to fire at lower frequency than field gamma oscillation, while FS cells were found to fire every
gamma cycle (Fisahn et al., 1998). Furthermore, pyramidal cells and FS cells were found to receive IPSPs at gamma frequency, which correlated with field activity. Such firing behaviour of pyramidal cells was also reported in behaving rats (Csicsvari et al., 1999a, 1999b). The mechanism by which less frequent firing of pyramidal cells with respect to field oscillation occurs has been investigated by Fisahn et al. (1998). This group has postulated that APs generated by pyramidal cells produce monosynaptic EPSPs on dendrites, while simultaneously activated interneurones generate disynaptic IPSPs perisomatically, limiting the time window for EPSPs to generate APs on pyramidal cells. This possible shunting mechanism explains the mismatch observed between pyramidal cell spiking and EPSCs. Cunningham et al. (2003) also encountered similar mismatching between phasic excitatory drive and AP output. Here, interneurones fired at gamma frequency which corresponded to the field activity, but the frequency of EPSPs received by interneurones was lower.

In present study, although difficult, manipulation of membrane potential was used to expose EPSPs in the presence of small amplitude IPSPs. The difficulty in obtaining EPSPs during beta oscillatory activity may be due to significantly less involvement of recurrent phasic excitation from pyramidal cells to both pyramidal cells and interneurones. Indeed, in contrast to gamma oscillation found in studies of Fisahn et al. (1998) and Cunningham et al. (2003), beta oscillations in M1 were found to be AMPA current-independent, but kainate current-dependent (Chapter 3, section 3.3.2). In addition, muscarinic M1 receptor activation was required for its induction (Chapter 3, section 3.3.4). Since these two receptors would generate strong tonic excitation of all cell types, phasic recurrent excitatory inputs may play less of a role in M1 beta oscillations. Conversely, the longer decay time of IPSPs (compared to decay time of IPSPs seen during gamma oscillation) may be causing shunting of activity impinging on pyramidal cell dendrites, making dendritic EPSPs more difficult to observe. Perhaps, firing can only occur when EPSPs coincide with activation of an intrinsic membrane conductance (e.g. activation of \( I_h \), leading to activation of T-type current), or gap junction mediated spikelets. In support of this possibility, intrinsic properties of the postsynaptic neurones have been suggested to interact effectively with GABAergic inputs in shaping supra-threshold activity (Tamas et al., 2004). Further experiments will be required to determine involvement of recurrent excitation and the pattern of EPSPs received by FS cells.
Although both RS and IB cells were found to fire less frequently than field oscillatory cycle, APs were phase-locked with field activity, suggesting a contribution of these cells to measured network activity. This observation was consistent with in vivo studies in which activity of layer V pyramidal cells was phase-locked with beta LFP (Murthy and Fetz, 1996b; Baker et al., 1999). Thus, the field oscillation appears constructed by a population of pyramidal neurones whose membership is dynamic (i.e. a particular set of pyramidal neurones fire at phase of beta while others fire in a different temporal window).

Most pyramidal cell activity was phase-locked to field activity; however, we observed a small number of cells whose AP activity was not. Paradoxically, these cells were receiving IPSPs at beta frequency, which were phase-locked to field activity. One possibility is that these pyramidal cells are receiving excitatory inputs from other pyramidal cells, which are not patterned by the same interneurones. This is likely, if (1) the activity of functional fields representing particular movements are governed by local FS cells, but these fields are synaptically linked via pyramidal cells, and (2) inputs from pyramidal cells can overcome beta frequency inhibitory inputs. The functional association of related somatotopical fields for specific movements could then be achieved by increasing the excitatory input from distant pyramidal cells onto FS cells (i.e. long-range synchronisation). In addition, if there is an overlap between such topographical fields, then output cells existing in a specific functional area may receive non-phase locked IPSPs and EPSPs (figure 4.10). Indeed, Marsden et al. (2000) found a strong tendency for coherence between EcoG (recorded from sensorimotor region) and EMG activity during various motor activities in human, and suggested the possibility that neuronal populations contributing to a given action are characterised by their tendency to resonate at specific frequencies.
Figure 4.10 – Possible functional interactions within M1. Two networks of neurones receiving different excitatory inputs expressing beta oscillatory activity but in different phase. Each network represents a functionally different field, with some overlap. Output of pyramidal cells from one field to dendrite of pyramidal cells in another field may then result in generation of spike not phase-locked to field, while IPSPs phase-locked to field (Model first described by Traub et al., 1996a)

4.3.3 Which FS cell?

In the CA1 region of hippocampus, FS cells target both apical dendrites (e.g. bistratified cells and oriens-lacunosum moleculare (O-LM) cells) and perisomatic regions (e.g. basket and axo-axonic cells). In this study we have not determined the domains of postsynaptic pyramidal cells where synaptic contact are made by FS cells. However, in sensorimotor cortex, Kawaguchi and Kubota (1997) and Cauli et al. (1997) have shown that FS cell terminals are preferentially located at perisomatic region of postsynaptic pyramidal cells. It has been thought that interneurones which innervate pyramidal cell dendrites control the efficacy and plasticity of glutamatergic synaptic inputs whilst perisomatic targeting interneurones are responsible for regulating overall output (for review, see Freund and Katona, 2007). In support of this interpretation, in vitro studies have shown that perisomatic-targeting interneurones
are likely to produce stronger influence on the output of pyramidal cells, as they induce IPSPs with faster kinetics and greater amplitude than those induced by dendrite-targeting interneurones (Miles et al., 1996). Furthermore, perisomatic-targeting interneurones were reported to have larger synaptic terminals, more synaptic vesicles and mitochondria and larger active zones (Miles et al., 1996) and have the ability to generate simultaneous IPSPs at different postsynaptic cells in absence of excitatory synaptic inputs (Miles, 1990; Freund and Katona, 2007).

However, the literature is not clear-cut, and it has been shown that dendritic-targeting bistratified cells fire APs at gamma frequency, which was strongly phase-locked with field activity in CA1 (Tukker et al., 2007). Perisomatic-targeting cells, in contrast, were found to be moderately/weakly coupled, while O-LM cell activity was found to be suppressed during the gamma oscillation period. Nevertheless, these authors suggested that contribution of perisomatic-targeting inhibitory neurones towards gamma oscillation may be significant, due to their high number of synaptic contacts per pyramidal cell. These factors suggest that fast-spiking, perisomatic-targeting cell are likely to be responsible for recruiting and pacing the activity of populations of neurones in M1 layer V.

4.3.4 Possible involvement of other interneurones

Whether interneuronal subtypes other than FS cells participate in beta network oscillations remains to be determined. It has been suggested that the large number of interneuronal subtypes in neocortex have distinct roles in shaping network activity (Klausberger et al., 2003). Indeed, Klausberger et al. (2003, 2004) have shown that different types of interneurone in CA1 fired at different phases of the theta oscillation (4-8 Hz) and sharp wave (120-200 Hz) in rats under urethane anaesthesia. These authors described basket cells which generated several spikes during the descending phase of theta and axo-axonic cells which fired at the peak of theta oscillation while O-LM and bistratified cells generated their spikes at the trough of theta oscillation. In contrast, during sharp-wave activity basket cells fired clusters of spikes at the trough of ripple but axo-axonic cells generated one or two spikes at the beginning of the sharp wave. O-LM cells were silent during this period.
Gioveli et al. (2005) studied the spike-timing of a distinct type of interneurone during gamma oscillation occurring in stratum oriens/pyramidale layer of CA1 in vitro. They found that O-LM cells fire at theta frequency despite receiving EPSPs at gamma frequency. Other types of interneurones examined included tri-laminar, basket and bistratified cells. These also received gamma EPSPs and produced APs at gamma frequency, indicating their significant involvement in synchronising pyramidal cell activity.

Apart from FS cells, RSNP, LTS, and LS interneurones have been reported in sensorimotor cortex in vitro (Kawaguchi and Kubota, 1997; Cauì et al., 1997). Szabadics et al., (2001) have shown that RSNP cells, which synapse onto the dendritic shaft of other RSNP cells, are capable of timing somatic AP generation. However, RSNP cells could not be persistently entrained at beta or gamma frequency by recurrent excitatory inputs, as repetitive stimulation leads to activity-dependent depression and switch from phasic to tonic excitation which allows RSNP cells to depolarise and fire APs at ~4Hz. Therefore, if RSNP cells are tonically exited in our M1 studies their involvement in pacing beta oscillations would appear unlikely.

The contribution of LTS and LS cells to beta rhythmogenesis in M1 is difficult to predict. The decay time constant of IPSPs mediated by these types of interneurones is slow and the amplitude (and hence charge transfer) of IPSCs much lower than FS cells (Bacci et al., 2003a, Tamas et al., 2003), which may indicate their involvement in a slower network oscillation. These differences between LTS and FS cell were attributed to the selective activation, by LTS cells, of GABA\textsubscript{A}-receptor lacking \(\beta2-3\) subunits whilst FS cells selectively active GABA\textsubscript{A} receptors expressing \(\alpha1\)-subunit (Bacci et al., 2003a). However, both LTS and LS cells are thought to preferentially target apical dendrites (Kawaguchi and Kubota, 1997, Tamas et al., 2003) and may strongly shape the location-specific spatiotemporal pattern of excitatory input (Miles et al., 1996; Tamas et al., 2003) especially at low frequencies (Beierlein et al. 2000). Recent computer simulations and in vitro studies have indicated that LTS cells may have an ability to concatenate the gamma and beta2 oscillations into beta1 oscillations (13-18Hz, Kramer et al., 2008; Roopun et al., 2006, 2008). In addition, Martinotti cells (a type of LTS cell) have been shown to strongly influence activity of
layer V IB cells in frequency-dependent manner (Silberberg and Markram, 2007). Therefore, a contribution of LTS cells can not be ruled out.
CHAPTER 5:
EFFECT OF CORTICAL STIMULATION ON BETA OSCILLATORY ACTIVITY IN M1
5.1 INTRODUCTION

In the previous two chapters I outlined the underlying mechanism of beta oscillatory activity in M1. My next focus was to investigate if the pharmacologically-induced persistent beta oscillation can be modulated by externally applied HFS designed to mimic DBS, and stimulation at 20Hz and 4Hz which have been shown to exacerbate movement deficits.

DBS is a well-established method for the treatment of advanced PD. It involves high frequency (130Hz) electrical stimulation often of the STN but its application to other structures within the cortico-BG-thalamo-cortical motor loop also appears effective (Hassler et al., 1960; Benabid et al., 1996; Canavero et al. 2000, 2002, 2003; Pagni et al., 2003, 2005a, 2005b). DBS of pedunculopontine nucleus (PPN), a subcortical structure strongly connected with this loop is also reported to have a positive impact in PD (Mazzone et al., 2005; Plaha and Gill, 2005).

Within the motor loop, M1 would be the ideal target for HFS for PD symptomatic relief as stimulation of this region would be less invasive compared to subcortical structures. Indeed, a great deal of research has been undertaken in last decades to clarify the potential effect of cortical stimulation on advanced PD (see Arle and Shils, 2008 for review). In these studies, electrical stimulation has been applied either subdurally (stimulator located below the dura matter), extradurally (stimulator located at the surface of the dura matter, (Tsubokawa, et al., 1991; Canavero and Bonicalzi, 2007), or transcranially (stimulator located outside the cranium, Baker et al., 1994).

Extradural stimulation has been applied chronically at the frequency range of 20-60Hz at subthreshold intensity (Canavero et al. 2000, 2002, 2003; Pagni et al., 2003, 2005a, 2005b), although, recent studies used 130Hz (Pagni et al., 2005a; Cilia et al., 2008; Fasano et al., 2008). The outcome of these studies was variable and sometimes contradictory. Some found clinical improvement, as measured using the Unified Parkinson’s Disease Rating Scale (UPDRS) (Canavero et al. 2000, 2002, 2003; Pagni et al., 2003, 2005a, 2005b; Fasano et al., 2008), while others reported no significant effect (Kleiner-Fisman et al., 2003; Cilia et al., 2007).

25 stimulation intensity which is 90% of the resting motor threshold for the right dorsal interosseous
Transcranial stimulation has been applied at much lower frequency range (0.2-25Hz) with different durations engaged by different studies (see Lefaucheux, 2006 for review). Many case studies of repetitive transcranial magnetic stimulation (rTMS) of M1 reported symptomatic improvement (as determined by UPDRS), in particular, in rigidity, and this effect was shown to last beyond the time of stimulation (Pascual-Leone et al., 1994; Siebner et al., 1999, 2000; Lefaucheur et al., 2004; Khedr et al., 2003, 2006).

The mechanisms underlying the beneficial effects of cortical stimulation are yet to be elucidated. As outlined in the chapter 1, PD is associated with exaggerated pathological beta oscillatory activity in the BG-thalamo-cortical loop and DBS of the STN reduces these pathological beta oscillations (Kühn et al., 2006, 2008). In contrast, stimulation of STN at lower frequencies enhanced bradykinesia (Chen et al., 2007) suggesting that the exaggerated beta activity is linked to symptoms of PD.

Recent reports indicate that stimulation of M1 can also reduce pathological oscillatory activity. Thus, TMS cortical stimulation appears to suppress STN beta activity in PD patients with apparent symptomatic improvement (Doyle Gaynor et al., 2008) while extradural motor cortical stimulation alleviates PD symptoms (Drouot et al. 2004). In the latter study, HFS (at 130Hz) was applied to M1 of MPTP-treated primates while recording neuronal activity from STN and GPi. It was found that the activity of these two structures was initially synchronised but stimulation caused desynchronisation, an effect which corresponded with improvement in akinesia and bradykinesia. Interestingly, such a beneficial effect of extradural motor cortex stimulation is not only restricted to PD, but also for motor disorders associated with dystonia (Allam et al., 2007) and stroke (Katayama et al., 2001, 2002, 2003; Brown et al., 2006).

We suspected that high frequency motor cortical stimulation modulates the pathological motor cortical beta oscillations, perhaps, reducing their power, allowing the functional cortical motor information to be transmitted to BG nuclei. Alternatively, stimulation may shift the pathological beta oscillation to gamma frequency band (thought to be the frequency band involving the motor information carrier; Brown et al., 2001), which can then be transmitted to BG nuclei, specifically, striatum (via corticostriatal pathway) and STN (via hyper-direct pathway). Hence, the suppression
of beta activity, or re-patterning of their activity would disrupt abnormal beta synchronisation in the motor loop, perhaps restoring normal functionality.

In this chapter, we tested if HFS (125Hz) has an ability to modulate an in vitro model of beta oscillations. In addition we have also tested the effect of stimulation at beta frequency (20Hz, stimulation indicated to potentiate bradykinesia) and theta frequency (4Hz, frequency range commonly used for rTMS to reduce symptoms of PD).
5.2 THE EFFECT OF M1 LAYER I STIMULATION ON BETA OSCILLATION

Dual, simultaneous stimulation of layer I elicited oscillatory activity in layer II/III, which was subsequently mirrored by layer V (figure 5.1A and B). Two different responses, specifically, theta or gamma frequency oscillations, were evoked depending on stimulation paradigm applied. Gamma oscillations were always initially observed in layer II/III region, which were then transferred to layer V (figure 5.1A). Theta activity, in contrast, occurred concurrently in layer II/III and layer V (figure 5.1B). In this chapter, I will focus on influence of stimulation in layer V activity, in order to maintain consistency with chapters 3 and 4.
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Figure 5.1 – Two different responses evoked by 20Hz stimulation of layer I (A) Representative traces of gamma activity evoked in layer II/III (top) and layer V (bottom). (B) Representative traces of theta activity evoked in layer II/III (top) and layer V (bottom). These responses are evoked in presence of pharmacologically-induced persistent beta oscillations.
5.2.1 Two-site stimulation of M1 layer I with HFS (125Hz)

In order to explore the mechanisms that may be associated with the therapeutic effect of the extradural HFS, two bipolar stimulating electrodes were placed in layer I, equidistant from the recording electrodes in order to activate a large area of M1 (see methods section 2.3 for schematic diagram), so as to replicate the activation of widely distributed neuronal populations by subdural / extradural stimulation (Drouot et al., 2004; Canavero and Bonicalzi, 2007). A beta oscillation was pharmacologically induced before application of any stimulation (figure 5.2A, "pre" red box). 125 Hz stimulation (20 pulses at 0.5-1.5 mV) applied simultaneously to both electrodes constantly evoked gamma oscillatory activity, at average frequency of 56.1 ± 3.8 Hz with peak power of 4.74 ± 1.89 x10^{-11} \text{V}^2 (17 out of 18 slices, according to power spectrum analysis, figure 5.2A). These responses occurred after an average latency of 9.6 ± 2.9 seconds from the end of stimulation artefact (figure 5.2A). The average duration of evoked gamma oscillation was found to be 20.1 ± 2.7 seconds. Spectrogram analysis was also used to determine the effect of HFS on the persistent beta oscillation (figure 5.2B). This revealed that the power of beta oscillation gradually reduced as gamma oscillations appeared (figure 5.2B, red box). In addition, very fast oscillatory (VFO) components (>80Hz) were observed which occurred concurrently with the early part of evoked gamma oscillation (figure 5.2B). In order to focus on population activity within beta frequency band, data were band-pass filtered at 20-35Hz. The resulting plot showed that beta oscillatory power was distributed evenly over time before stimulation (around 5\mu V/Hz in example shown in figure 5.2C) but during emerging gamma oscillation, this beta activity power was gradually reduced, though it never disappeared (around 2.5\mu V/Hz in example shown in figure 5.2C. Red box indicates suppressed beta). These data indicate that HFS generates transient gamma oscillations which may have a suppressive effect on persistent beta oscillations, or that beta and gamma oscillations depend to some extent on a similar population of neurones.
Figure 5.2 – Effect of 125Hz stimulation on persistent beta oscillations in M1. (A) Example trace of field activity. Arrow indicates where stimulation was applied. "Pre" indicates population activity before stimulation. "Post" indicates response evoked by 125Hz stimulation. (B) Spectrogram analysis of field activity at the location designated in (A). Hot colour indicates high activity intensity while cold colour indicates low activity. Image threshold $P<0.05$. The time scale for each spectrogram is 9 seconds. White line indicates the frequency of the persistent beta oscillations. (C) Data filtered at 20-35Hz showing nature of beta activity pre- and post-stimulation.
5.2.2 Two-site stimulation of M1 layer I with 4Hz

I next examined the effect of 4Hz (10 pulses at 0.5-1.5 mV) stimulation on on-going layer V beta oscillation. This frequency range was commonly used in rTMS clinical trials for PD patients (see Lefaucheux, 2006 for review). In contrast to HFS, 4Hz stimulation generated transient, large amplitude population spikes in the theta frequency range (13/21 slices, figure 5.3A and B). Indeed, power spectrum analysis revealed its average frequency to be $7.1 \pm 0.4$ Hz at an average power peak of $0.13 \pm 0.06 \times 10^{-11}V^2$ (n=13). The latency and response duration was found to be $1.0 \pm 0.1$ seconds and $2.5 \pm 0.7$ seconds respectively. Subsequent spectrogram analysis revealed a detailed character of evoked theta activity (figure 5.3B). Thus, in addition to emergence of theta frequency activity (figure 5.3B, red box) increased beta and gamma oscillatory activity were evident (from ~4 to >100Hz in example figure 3B). Furthermore, this broadband enhancement of beta and gamma activity was modulated at theta frequency. Band-pass filtration of traces at 20-35Hz was then undertaken to focus solely on nature of beta oscillation activity. Before the stimulation, power of beta oscillatory activity was evenly distributed (around 2.5 $\mu$V/Hz as shown in figure 5.3C). However, after stimulation, beta oscillating power was substantially enhanced (figure 5.3C, red box) at theta frequency (figure 5.3C). These data indicate that 4Hz stimulation does not suppress but rather enhances beta activity, which is time-locked at theta frequency.
Figure 5.3 – Effect of 4Hz stimulation on persistent beta oscillations in M1. (A) Example trace of field activity. Arrow indicates where stimulation was applied. "Pre" indicates population activity before stimulation. "Post" indicates response evoked by 4Hz stimulation. Magnified traces from each location are also shown below each red box. (B) Spectrogram analysis of field activity at the location designated in (A). Hot colour indicates high activity intensity while cold colour indicates low activity. Image threshold $P<0.05$. Time scale for each spectrogram is 9 seconds. White line indicates the frequency of persistent beta oscillations. (C) Data filtered at 20-35Hz showing nature of beta activity pre- and post-stimulation.
5.2.3 Two-site stimulation of M1 layer I with 20Hz

I next, examined the effect of 20Hz stimulation (10 pulses at 0.5-1.5 mV) on the persistent beta oscillation in layer V. Beta frequency (20Hz) stimulation was found to exacerbate the symptoms on PD when applied to STN (Moro et al., 2002; Chen et al. 2007; Eusebio et al., 2008). Furthermore, when beta frequency stimulation was applied extraddurally, symptomatic relief of PD was shown to be less evident (Cilia et al, 2007). On the other hand, there have been reports of beta frequency stimulation producing positive effects in PD patients (see Lefaucheur, 2006 for review).

In our experiments, simultaneous stimulation of M1 layer I at beta frequency evoked two different responses. In 2 out of 9 slices, gamma oscillations with average frequency of 62.0 ± 5.2 Hz (power spectrum analysis) were generated (figure 5.4A). The peak power of this activity was found to be 6.7 ± 4.6 μV². When these traces were analysed using spectrogram, evoked responses were found to exhibit a similar distribution pattern of power as HFS-evoked response (figure 5.4B). In addition, a VFO component was also observed. Interestingly, however, on-going beta oscillatory activity was not affected by 20Hz stimulation. This was confirmed with band-pass filtration of trace at beta (20-35Hz) band, the data showing no notable change in beta power before, and after stimulation (around 5μV/Hz, see figure 5.4C).

In 4 out of 9 slices, theta (3.7 ± 0.4 Hz) oscillations were generated (figure 5.5A) with an average peak power of 2.6 ± 1.2 μV². Spectrogram analysis revealed the emergence of theta oscillations (figure 5.5B, red box) and enhancement of beta activity (figure 5.5B). Band-pass filtering of the trace at beta frequency (20-35Hz) revealed that before stimulation, power of beta oscillation was evenly distributed over time (around 5 μV/Hz, figure 5.5C). However, after stimulation beta activity was found to be enhanced at theta frequency (figure 5.5C, red box). These results indicate that 20Hz stimulation can enhance beta which can be modulated at theta frequency.
Figure 5.4 – Effect of 20Hz stimulation on persistent beta oscillations in M1. (A) Example trace of field activity. Arrow indicates where stimulation was applied. "Pre" indicates population activity before stimulation. "Post" indicates response evoked by 20Hz stimulation. Magnified traces from each location are also shown below each red box. (B) Spectrogram analysis of field activity at the location designated in (A). Hot colour indicates high activity while cold colour indicates low activity. Image threshold P<0.05. Time scale for each spectrogram is 9 seconds. White line indicates the frequency of persistent beta oscillations. (C) Data filtered at 20-35Hz showing nature of beta activity pre- and post-stimulation.
Figure 5.5 – Effect of 20Hz stimulation on persistent beta oscillation in M1. (A) Example trace of field activity. Arrow indicates where stimulation was applied. “Pre” indicates population activity before stimulation. “Post” indicates response evoked by 20Hz stimulation. Magnified traces from each location are also shown below each red box. (B) Spectrogram analysis of field activity at the location designated in (A). Hot colour indicates high activity while cold colour indicates low activity. Image threshold $P<0.05$. Time scale for each spectrogram is 9 seconds. White line indicates the frequency of persistent beta oscillations. (C) Data filtered at 20-35Hz showing nature of beta activity pre- and post-stimulation.
5.3 DISCUSSION

5.3.1 Summary

In this chapter, I have shown how cortical stimulation of M1 at different frequencies modulates the persistent pharmacologically induced beta oscillation and promotes additional oscillations which may modulate the ongoing beta activity. I have found that HFS (at 125Hz), a frequency range commonly used for clinical therapy, generated gamma frequency oscillations while apparently suppressing the ongoing beta oscillation. 4Hz stimulation, on the other hand, enhanced beta oscillatory activity, which was modulated at theta frequency. Finally, beta frequency stimulation (20Hz) generated mixed results, including gamma oscillations and beta bursts at theta frequency.

5.3.2 Is analysis of the post-stimulus response valid?

The relief of PD symptoms by DBS often correlates with ongoing stimulation, symptomatic relief ceasing almost immediately following the switching off of the stimulator. This may indicate the need to analyse ongoing activity during the stimulation paradigm itself. However, there is an obvious difficulty in separating the oscillatory activity from the stimulation artefacts (Kühn et al., 2008) although, mathematically-constructed average stimulus artefact templates have been used to extract physiologically relevant oscillatory activity in some studies (Hashimoto et al., 2003; Drouot et al., 2004; Li et al., 2007).

Analysis of activity in a short post-stimulus time window has been carried in other studies (Temperli et al., 2003; Wingeier et al., 2006; Foffani et al., 2006; Kühn et al., 2008). This post-stimulus activity is often assumed to be similar to that evoked within the stimulation itself. The length of such a time window appears to be highly variable. Wingeier et al. (2006) reported that beta oscillatory activity remained suppressed for up to 15s after short HFS-DBS, while longer stimulation protocols prolonged the stimulus-induced effect. Furthermore, improved UPDRS scores after rTMS of M1
hand area of PD patients at 5Hz (for 30s x 15, with inter-train interval of 10s) was reported to last for 1h (Siebner et al., 2000). These studies provide support for the post stimulus modulation of oscillatory activity which is correlated with symptomatic relief and provides the rationale for post-stimulus analysis of evoked activity in our studies.

5.3.3 Use of two-site stimulation

Extradural cortical stimulation involves bipolar or quadripolar stimulating electrodes (Canavero and Paolotti, 2000; Cillia et al., 2008) which are expected to activate extensive neuronal networks. Thus, in order to mimic this procedure in vitro, two-site stimulation was used. On a few occasions, I examined the effect of one-site stimulation, but no visible network activity in M1 was observed. This suggests that one-site was unable to provide the level of tonic depolarisation required. Previously, one-site tetanic stimulation was shown to be sufficient to evoke transient gamma oscillation in rat hippocampal CA1 in vitro (Whittington et al., 1995, 1997a, 1997b). However, two-site stimulation was required for achieving coherent activity of distant neuronal populations (Traub et al., 1996a, Whittington et al., 1997a, 1997b).

Layer I was selected as the stimulation site to mimic clinical studies. This layer lacks pyramidal neurones but contains a large number of interneurones (Gabbott and Somogyi, 1986; DeFelipe and Jones, 1985; Chu et al., 2003; Shlosberg et al., 2003). Although pyramidal cell bodies are absent, dendrites of pyramidal cells from both deep and superficial layers are known to transverse layer I (Chu et al., 2003; Molnár and Cheung, 2006). In addition, axon collaterals of layer II/III pyramidal cells also ramify through layer I (Chu et al., 2003). In such an anatomical arrangement, focal stimulation of layer I would be expected to activate local interneurones, directly activate dendrites of pyramidal cells and also axon collaterals of layer II/III pyramidal cells.
5.3.4 Mechanistic thoughts – evoked gamma oscillations

From the data in chapter 3 and 4, I have suggested that FS cells are likely to be driving the network of neurones, at least, in layer V in M1. During 125Hz stimulation, gamma oscillations are generated while the ongoing beta oscillation was suppressed. This may indicate that beta and gamma oscillations are mutually destructive. However, stimulation at 20Hz evokes gamma without effect on beta. These results may indicate:

1) 125Hz stimulation activates a set of interneurones (such as RSNP) which entrain gamma oscillations, leaving FS cells to entrain beta oscillations.
2) Beta and gamma oscillations are driven by a different population of FS cells.
3) 125Hz stimulation of M1 evokes gamma oscillations by a different mechanism other than that involving interneurone-driven network.

In support of 3) distinct non-synaptic post-tetanic gamma and beta oscillations, caused by field effects, have been reported (Bracci et al., 1999). However, these oscillations were evoked by high intensity stimulation with raised extracellular potassium concentration in hypo-osmotic conditions (i.e. non-physiological), which invariably promote epileptiform activity (Whittington et al., 2001).

The suppression of persistent beta activity, during evoked gamma, will only occur when the populations described in 2) above, overlap. This mechanism could, in theory, reduce abnormally enhanced cortical beta power observed in PD (Sharott et al., 2005a). Indeed, coherent cortical beta activity (10-35Hz) found in PD patients was reduced by HFS of STN or levodopa administration, which correlated with clinical improvement (Slieberstein et al., 2005). These improvements coincided with the emergence of gamma oscillations in layer V and it is this which may disrupt pathological oscillatory firing patterns in the STN via the hyperdirect pathway (Nambu et al., 2002).
5.3.5 Mechanistic thoughts – evoked theta oscillations

4Hz or 20Hz stimulation was found to evoke large amplitude theta oscillations. The beta and gamma oscillations were maintained and modulated at theta frequency. In contrast to STN, there are no subdural or extradural studies to date which have examined M1 stimulation in these frequency ranges. However, rTMS of M1 is commonly applied at this frequency range and this tends to produce positive effects on PD symptoms (Pascaul-Leone et al., 1994; Siebner et al., 1999, 2000; de Groot et al., 2001; Khedr et al., 2003; Kim et al., 2008). Mechanistic studies of these effects are limited to indirect assessment of change in cortical excitability or dopamine release (Shimamoto, et al., 2001; Ikeguchi et al., 2003; Lefaucheur et al., 2004; Ohnishi et al., 2004; Strafella et al., 2005; Khedr et al., 2007; Kim et al., 2008) and hence do not provide insight at the neuronal level.

4Hz stimulation in our studies promoted theta activity and enhanced beta and gamma oscillatory activity which were modulated at theta frequencies. The elevation of beta power during this period suggests an increase in the size of the population participating in beta frequency activity. Such an enhancement can be achieved via enhanced EPSPs at the perisomatic region of postsynaptic cells (Szabadi et al., 2001).

In vivo, theta oscillations (4-12Hz) have been observed in various cortical regions during rapid-eye-movement (REM) sleep and locomotion (see Buzsáki, 2002 for review). This activity was thought to be driven by the medial septum, as lesion of this area abolished cortical theta activity in vivo (Petsche et al., 1962). Persistent theta oscillations can also be induced by cholinergic activation in hippocampal slices, indicating the ability of local neuronal network for theta rhythmogenesis (Fisahn et al., 1998; Chapman and Lacaille, 1999). It has been shown that cholinergic activation also induces gamma oscillatory activity (30-80Hz) in hippocampus, nested on theta rhythm (Fisahn et al., 1998). It has been postulated that these different oscillating frequencies are generated by activity of distinct interneuronal populations. Indeed, during pharmacologically induced gamma oscillations in CA3 region, O-LM cells fire at theta frequency while other interneurones (basket, bistratified, and trilaminar) fire
at gamma frequency, indicative of their distinct role in promoting network oscillations (Gloveli et al., 2005). In this study all stimulations were applied at layer I (although as previously described, we cannot rule out the stimulation of other layers). Layer I contains neurogliaform cells, a type of LS neurone. This cell type was found to respond to weak depolarisations with slow depolarising ramps and single APs and regular spiking upon strong depolarisation (Kawaguchi 1995). These neurones project their axon to layer II/III pyramidal cell dendrites (Chu et al., 2003) and also contact with dendritic tuft of layer V pyramidal neurones (Chu et al., 2003; Zhu and Zhu, 2004). Furthermore, they receive extensive local and ascending excitatory drive.

The IPSPs promoted by these cells have a significantly slower kinetics compared to classic fast GABA_\text{A} receptor-mediated currents mediated by FS cells (Overstreet and Westbrook, 2003; Szabadiics et al., 2007). This observation was attributed to spillover, low probability of GABA release and low affinity of GABA_\text{A} receptors (Szabadiics et al., 2007). Thus, enhancing GABA transient by blocking active reuptake increased the amplitude of the slow GABA_\text{A} current, but not fast GABA_\text{A} current mediated by FS cells (Szabadiics et al., 2007). These cells can also generate IPSPs mediated by GABA_\text{B} receptors (Tamás et al., 2004). Taking these data together, I would propose that 4Hz stimulation preferentially activates LS cells, which entrain temporarily dynamic neuronal populations which express beta activity, at theta frequency (figure 5.6). As these cells innervate the dendrite of layer II/III and layer V they could mediate concurrent activation of oscillations in these regions. The latency observed between the end of stimulation and theta activity may reflect the slow depolarisation of LS cells. Alternatively, it may reflect the time period for pyramidal dendrites to recover from summated slow GABA_\text{A} and GABA_\text{B} currents. Rebound APs may be then be produced after the IPSP induced de-inactivation of I\text{h} and subsequent activation of T-type Ca\textsuperscript{2+} channels (de la and Geijo-Barrientos, 1996; Magistretti and de Curtis, 1998).
Figure 5.6 – Possible mechanism of co-existence of beta and evoked theta oscillation in M1. (A) Relationship of pyramidal cell firing and field beta oscillations. Each arrow indicates the firing pattern (black vertical line) of an individual pyramidal cell during beta oscillatory activity. This firing pattern collectively generates beta field oscillations. (B) Possible firing pattern that may be occurring during beta oscillation and theta population spikes. Red line indicates new spike produced by same/different pyramidal cells in (A) by, for example, the activation of T-type calcium currents after profound, slow dendritic IPSPs.

The possible involvement of LS, LTS, or RSNP cells in other layers cannot, however, be ruled out. Indeed, orthodromic/antidromic stimulation of pyramidal cells between two layers may provide simultaneous, recurrent excitation to these interneurones thereby allowing theta/gamma long range synchrony.
CHAPTER 6:
GENERAL DISCUSSION
AND FUTURE
EXPERIMENTS
What mechanisms underly network oscillatory activity in M1 and how can oscillations be modulated by stimulation protocols and by pharmacological interventions? In order to address this question, I first investigated the underlying mechanisms of synchronous network oscillations in primary motor cortex (M1) in vitro. Application of KA and CCh generated persistent synchronous beta frequency network activity in M1, a frequency range consistent with in vivo observations (Murthy and Fetz, 1992). The significance of GABA_A receptors and gap junctions became evident through pharmacological dissection of beta oscillatory activity (chapter 3). Recording of individual cell activity during beta oscillations indicated that FS cells entrain the beta network activity by generating the APs at beta frequency, which in turn, provide rhythmic GABA_A receptor-mediated IPSPs to postsynaptic cells (chapter 4). Other cell types (i.e. RS and IB pyramidal cells) also fired APs phase-locked to field beta oscillation, but not at every beta cycle. Here, identification of the morphological profile of electrophysiologically characterised cell type using biocytin would have distinguished the cell types more precisely. Nevertheless, these findings suggested that beta oscillations in M1 engage similar mechanism to pharmacologically-induced persistent gamma oscillations observed in other cortical structures in vitro (Fisahn et al., 1998). However, there was one critical difference. M1 beta oscillatory activity did not require AMPA receptor-mediated currents, whereas previous studies of gamma oscillations in vitro and computer simulations have indicated a necessity for AMPA receptor activity, in particular, from pyramidal cells to interneurones in order to maintain precise spike timing and hence, synchrony of distant network activity (Traub et al., 2001, 2004). Thus, AMPA receptor activity is not required in M1 oscillatory activity and individual pyramidal cells do not follow the beta oscillation precisely. These data indicate the relatively loose regulation of pyramidal neuronal activity by FS cells in M1. In this way, dynamic neuronal pools within a given beta oscillating network could be modulated by newly arriving motor information which shifts oscillatory frequency from beta to gamma oscillations allowing motor function (Brown et al., 2001).

In support of this notion, muscle contraction intensity is characterised by a dynamic shift of coherent activity between motor cortex (measured by MEG) and muscle (measured by EMG) from beta to gamma frequency (Brown et al., 1998). Indeed, Brown et al. (1998) has shown that during weak muscle contraction, coherence
between these two areas exhibited a peak at beta frequency. However, as intensity of muscle contraction increases, a second peak emerged at gamma frequency, which coincided with a decrease in level of beta coherent activity. During maximum contraction, coherence is solely characterised by gamma frequency. In addition, during movement, activity of motor cortex and muscles is also found to be strongly correlated at gamma frequency (Brown et al., 1998). Moreover, in human studies involving the subdural EEG recordings from the sensorimotor region, cortical network activity can be characterised by event-related desynchronisation (ERD) of alpha and beta activity (Crone et al., 1998a) and event-related synchronisation (ERS) of gamma activity (Crone et al., 1998a, 1998b).

Interestingly, two distinct types of gamma oscillations have been observed during movement (Crone et al., 1998b). These were termed "low gamma" (35-50Hz) and "high gamma" (75-100Hz). Low gamma oscillatory activity appears to persist through the course of movement, while high gamma activity occurs sporadically. In addition, it has been reported that arm and leg are characterised by differences in the coherence of gamma activity with cortico-muscle activity. No such distinction has been made with reference to beta oscillations in vivo (Brown et al., 1998). These data indicate the specificity of gamma frequency activity with regards to motor control and the association of gamma frequency with dynamic movements while beta oscillation reflects more passive events such as setting a resting muscle tone and maintenance of posture.

How dopamine depletion, as seen in PD, could cause the enhanced beta oscillation is still remains unanswered. Expression of both D1-like and D2-like receptors, as well as anatomical evidence of dopaminergic projections to M1, indicate loss of motor functioning may be directly related to altered activity within M1 circuits (Descarries et al., 1987; Berger et al., 1988). In the present study, application of dopamine to M1 was found to have no significant effect on beta oscillatory power although oscillatory frequency was reduced. Although the complex effect of dopamine makes it hard to predict its action (as discussed in chapter 3) this seemingly contradictory observation may be explained by (1) the beta oscillation generated in current study is mechanistically different to excogerrated beta oscillation found in DA-depleted state. Roopun et al. (2006) has recently described beta oscillations which are intrinsically
generated by IB cells. Such a mechanism may be more susceptible to extracellular DA levels than the oscillatory activity which is dependent upon synaptic mechanism described in this thesis. (2) DA-depletion may be affecting the synaptic inputs to M1 from other cortical/subcortical areas rather than affecting M1 itself.

The stimulation experiments presented in this thesis relate specifically to DBS and the possibility of replacing DBS with cortical stimulation paradigms. The data presented also sheds light on the mechanisms of oscillatory activity and the changes in frequency associated with beneficial effects in movement disorders. Alternatively, one may consider stimulation of the primary somatosensory cortex (S1). A recent study has shown that the whisker motor cortex is strongly guided by sensory input in rat (Ferezou et al., 2007). Furthermore, inactivation of S1 disrupted chewing (Lin et al., 1993; Hiraba et al., 2000), fine motor coordination, sustained muscle contraction and appropriate grip force (Rothwell et al., 1982; Johansson and Westling, 1984; Hikosaka et al., 1985). Therefore, stimulation of S1 may be well suited for modulating the M1 activity.

Anatomical studies indicate that sensory input to motor cortex originates from somatosensory cortex and thalamus (Zin-Ka-leu, 1998; Miyachi et al., 2005). In addition, Rocco et al. (2007) has recently reported the optimum plane of dissection in order to conserve the reciprocal connectivity of S1 and M1. Once appropriate stimulation frequency and intensity have been determined, simultaneous recording of population and single-cell activity from S1/M1 could be performed with pharmacological dissection to characterise the physiologically relevant gamma tuning (i.e. ERS of gamma) and beta suppression (or, ERD of beta) in the slice.

The results presented in chapter 5 have indicated how M1 cortical stimulation may alleviate the symptoms of PD. Although pharmacology and intracellular recording would be required for confirmation, it is likely that HFS of M1 alleviates the symptoms of PD by changing beta firing FS cell activity to gamma firing, and by doing so, reducing the beta oscillatory activity. Such a mutually destructive relationship of beta and gamma oscillation is inevitable if they are governed by a common interneuronal type as suggested.
However, to mimic PD more closely, one could record from slices obtained from dopamine-depleted animals. The beta oscillations observed in control animals may be mechanistically different from those which exhibit enhanced pathological beta oscillations. One hypothesis is that the power of the beta is so enhanced that the emergence of gamma oscillatory activity is difficult or even impossible.

Although exaggerated beta oscillatory activity has been shown in rodent STN and M1, surprisingly, it has yet to be shown in human M1. This may be related to the ethical issues and the inability to record from M1 PD patients undergoing DBS. The MEG is an ideal tool to address this question. In addition, using Pharmaco-MEG, the effects of levodopa and zolpidem administration on oscillatory activity could be determined and these effects directly related to clinical outcomes. As levodopa and zolpidem work by different mechanisms they may affect different oscillatory frequencies and clinically one may hypothesise that there actions are synergistic.
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APPENDIX
Appendix I – Role of GABAA receptors and AMPA/Kainate receptors on KA-induced beta oscillations in layer V. (A) Averaged power spectrum (n=4) showing addition of GABA_A antagonist receptor bicuculline (1μM) reduced beta oscillatory activity. (B) Average power spectrum (n=2) showing addition of CNQX (10μM) but not SYM2206 (20μM) abolished beta oscillatory activity. (C and D) Averaged values for (A) and (B). These data indicate KA-induced and KA+CCh-induced beta oscillatory activity in layer V are mechanistically similar.
Appendix II – Gamma oscillations in hippocampal CA3. (A) Representative traces of CA3 gamma oscillation before (top) and after (bottom) addition of picrotoxin (PTX, 50μM). (B) Average power spectrum (n=2) showing that PTX reduced gamma oscillations in CA3. (C) Representative traces of gamma oscillation before (top) and after (bottom) addition of SYM2206. (D) Average power spectrum (n=3) showing that SYM2206 reduced gamma oscillations. All data consistent with Fisahn et al., 1998.
Appendix III – Evoked theta oscillation – A model for pathological slow-wave oscillation? (A) Representative trace of 4Hz stimulation-evoked theta oscillations. (B) Power spectrum of trace shown in (A). (C) After addition of zolpidem (100nM, n=2). (D) Power spectrum of (C) showing slow-wave oscillatory activity was reduced by 100nM zolpidem.
Appendix IV:
EFFECT OF ZOLPIDEM ON PATHOLOGICAL OSCILLATORY ACTIVITY IN M1
INTRODUCTION

The family of 'z drugs' which includes zolpidem, zopiclone and zaleplon are non-benzodiazepine sedative/hypnotic agents usually prescribed (10-30mg) for insomnia (Dooley and Plosker, 2000; Holm and Gao, 2000) taking advantage of their fast absorption, short half-life and resultant limited duration of action. However, over recent years there have been an increasing number of reports that have highlighted the paradoxical ability of sub-sedative doses (2-5mg) of zolpidem to improve cognitive and motor ability for patients in persistent vegetative state (Clauss and Nel, 2006), brain injury (Cohen et al., 2004; Shames and Ring, 2008), idiopathic PD (Brown et al., 2001), drug-induced Parkinsonism (Farver and Khan, 2001), and dementia (Jarry et al., 2002).

Previous single-photon emission computed tomography (SPECT) studies have suggested that there is reduced regional blood perfusion in the affected brain area, with respect to the contralateral hemisphere, suggestive of diminished neuronal activity. Following administration of low-dose zolpidem, SPECT studies in a brain injured patient showed increased perfusion, implying recovery of cortical activity (Cohen et al., 2004).

These observations coupled with the results from our in vitro studies led us to hypothesise that the beneficial effect of sub-sedative doses of zolpidem on motor disorders are related to the desynchronisation of pathological beta oscillations.

In order to test this hypothesis, we recruited patient JP, who presented with specific sensorimotor deficits, specifically, unilateral somatosensory diminution and abnormal motor gait. In addition, JP reported no sensation on his right side while his motor ability of the same side remained intact. This was characterised by uncontrolled grip strength, presumably due to an absence of sensory feedback to regulate the degree of force. JP also displayed cognitive deficits, characterized by difficulties comprehending specific words (a specific auditory-verbal deficit) with word finding difficulties and semantic paraphasias. These deficits showed marked improvement following a single daily dose (5mg) of zolpidem.
METHODS

Single Photon Emission Computed Tomography (SPECT)

SPECT is an imaging method which uses nuclear isomers (in this case $^{99m}$Tc), attached to molecules (in this case hexamethylene/propylene amine oxime (HMPAO)), to visualise various structures or processes. Here the $^{99m}$Tc-HMPAO is taken up by brain tissue at a rate roughly proportional to blood flow. The nuclear isomer emits gamma rays, which are then detected by a series of gamma cameras. Reconstruction of the signals detected by the cameras provides a 3-D image of the pattern of blood flow. Here the patient JP underwent SPECT analysis before and after zolpidem administration. The comparison of these two conditions provides information about change in blood flow as a consequence of zolpidem administration.

Previous $^{99m}$Tc-HMPAO SPECT imaging of JP identified a reduced cerebrovascular perfusion in the region of the posterior left temporal lobe with respect to normalised control data which was observed to improve following zolpidem administration (5mg, Clauss and Nel, 2004).

Magnetic Resonance Imaging (MRI)

MRI is an imaging tool which uses a series of large, specific, magnetic fields to obtain information about the anatomical structure. A primary magnetic field causes the alignment of the protons that are abundantly contained in water molecules. A secondary magnetic field is used to temporarily interrupt the alignment of the protons along a perpendicular plane. When this field in removed protons return to their primary alignment (relaxation), during which time they emit a detectable radio-frequency signal. This signal is detected by a receiver tuned to this frequency range and computational processing reconstructs a detailed anatomical image of the structure of the brain tissues. The relaxation process involves the recovery of proton spin along both the longitudinal and transverse planes, both of which generate measureable signal components (T1 and T2 respectively), which vary dependent upon the profiles of the magnetic pulses used. Here, a T1 acquisition was used to
obtain a high resolution image of the brain. Additionally, a specific T2 acquisition was used to obtain information about the grey and white matter distribution within regions of interest to determine the specific nature of tissue observed.

In order to obtain a structural image of JP's brain and identify the extent of any lesion, we employed a variety of MRI approaches. A 3-Tesla MRI scanner (Siemens Trio: Erlangen, Germany) was used to acquire a detailed T1 weighted image for subsequent neuro-imaging reconstruction and co-registration and a series of T2-weighted images to provide detailed information regarding the grey and white matter structure of the lesioned area.

Proton Magnetic Resonance Spectroscopy (1H MRS)

MRS employs the same principles discussed previously for MRI, with the exception that it uses specific magnetic pulses to interrupt the spins of protons within a predetermined tissue voxel (here within the brain). This magnetic pulse interrupts the protons with all molecules (not just water), resulting in a radiofrequency signal from a broad range of brain chemicals. This signal spans a range of frequencies (the spectrum); within which each frequency reflects the chemical composition and concentration of the tissue voxel.

1H MRS was used to obtain chemical information reflecting structural integrity of the central lesion, lesion periphery and contralateral control region. In summary, this method generates a spectrum that reflects the presence or absence of typical metabolic substrates, which form markers of viable brain tissue. These substrates, including N-acetyl-aspartate (NAA), creatine (Cr), choline (Ch) and myo-inositol (mI) are reflected in robust ratios in healthy brain tissue. A variation in this ratio or the presence of other abnormal metabolites, such as a lactate (Lac) peak, is a reflection of altered neuronal tissue viability or altered metabolism, indicative of pathological conditions; these data were processed using LCModel software.
Pharmaco-MEG

The Pharmaco-MEG technique (Hall et al., in submission) was used to determine the oscillatory power change in JP's cortex induced by a drug over time. Synthetic aperture magnetometry (SAM) was used to identify the spatial distribution of oscillatory power changes in the theta (4-10Hz), alpha (7-14Hz), beta (15-30Hz) and gamma (30-80Hz) frequency bands between two time periods of the MEG trace. The localisation of task-related changes were determined by comparing pre-task 'passive' and during task 'active' periods. Localisation of drug action was performed by comparing the first 7.5 minutes (considered to be 'drug inactive') with each of the subsequent five periods (considered to be 'drug active'). At the regions of interest identified from the SAM analysis we placed virtual electrodes (Hall et al., 2005) which were band pass filtered to the frequency band of interest. This enabled the reconstruction of oscillatory power change over the entire period of drug uptake. Data obtained from comparative locations in the intact contralateral hemisphere were used a controls.

Figure A1 – Pharmaco-MEG. SAM localise the brain area where significant activity change has been induced by drug relative to other area. Virtual electrode can then be inserted into that area so that change in oscillatory activity at specific frequency band over time can be extracted/defined via spectrogram. Hall et al. in submission.
Our study consisted of a double blind MEG investigation of three different drug states, carried out over three days. On the morning of each day our patient (JP), was instructed to consume breakfast, without caffeine, two hours prior to recording. At the same time on each day (10.30am) JP was comfortably situated in a 275 channel MEG system (CTF Systems, Canada) in a supine position whilst a continuous data acquisition was made for a period of 60 minutes at a sampling rate of 600Hz. At the beginning of this period JP was administered either zolpidem (5mg), zopiclone (3.5mg) or placebo. Head position with respect to the sensors was determined continuously with the use of three localization electrodes and a 3-dimensional digitization of the participant’s scalp. This afforded the ability to control for head movement and co-register the measured MEG signal with the participant’s anatomical MRI (Adjamian et al., 2004).

During each session the 60 minute acquisition was divided into six identical 10 minute sessions. During these 10 minute sessions JP was required to perform five 30 second tasks: eye closure, isometric contraction of the left then right hands, covert letter fluency and category naming tasks. These tasks were spread throughout the 10 minute period, being interleaved with 7.5 minutes passive periods. This served the purpose of spatially localising right and left motor cortex (Taniguchi et al., 2000) and regions involved in letter fluency (Singh et al., 2002) and category naming paradigms and maintaining attention across the 60 minute acquisition period.
RESULTS

Initial SPECT results reported by Clauss and Nel, 2004 are included (figure A2A and B). T1-weighted MRI confirmed left lateralised lesion (figure A2C) T2-weighted scan of JP in the horizontal plane revealed the extent of the left temporal lobe lesion, impinging on language and motor areas (figure A2D). T2-weighted scan was also used within the lesion to identify the intact contralateral hemisphere and lesion penumbra (indicated by A, B and C respectively). Subsequently, these loci were investigated using MRS and MEG. MRS analysis of the lesion site revealed an absence of typical metabolic markers NAA, Cr, Ch and ml, although a Lac peak was seen in cerebrospinal fluid (CSF) (figure A2E). Investigation of the contralateral hemisphere revealed a typical chemical spectral profile, with normal ratios of NAA, Cr, Cho and ml (Figure A2F). However, whilst the lesion penumbra location also showed relatively normal ratios of these metabolites, the spectrum was dominated by an abnormally high Lac peak (figure A2G), suggesting a degree of ongoing metabolic stress within neuronal populations close to the original lesion.

MEG virtual electrode analysis, derived from the Synthetic Aperture Magnetometry (SAM) beamforming method (Vrba and Robinson, 2001) was used to derive power spectra from the voxels used in MRS analysis (1-60Hz). A MEG signal was not detectable in the lesion voxel (figure A2H), whereas the contralateral voxel was typified by a normal amplitude spectrum with moderate power across the low-frequency range (figure A2I). Analysis of the penumbral voxel revealed strikingly high power in the theta frequency range (peak 8Hz) superimposed on a high degree of broadband low-frequency oscillatory activity (figure A2J). This pattern of slow wave activity was evident across all virtual electrode placements ipsilateral to the lesion, including the dorsolateral prefrontal cortex (DLPFC), parietal lobe, superior temporal lobe and sensorimotor cortex (figure A3C and E), and was not evident in contralateral electrode (figure A3D and F).
Figure A2 – Characterisation of pathology. SPECT analysis showing cerebral blood perfusion (A) before and (B) after zolpidem; white boxes indicate left temporal region where perfusion is increased. MRI images showing the extent of the lesion in the left hemisphere in (C) a T1 weighted sagittal section and (D) T2-weighted horizontal section; red boxes (A, B and C) indicate lesion, contralateral control and lesion penumbra voxels used for subsequent MRS and MEG analyses. MRS analysis of voxels identified from MRI (E, F and G derived from A, B and C respectively); abbreviated annotations indicate chemical markers observed. MEG analysis of voxels A, B and C (H, I and J respectively), showing power spectral analyses (0-60Hz).
Double blind, placebo controlled pharmaco-MEG analyses of a 60 minute period following drug administration, used SAM techniques (Vrba and Robinson, 2001; Hillebrand et al., 2005) to identify the spatial distribution of power change in delta (1-3Hz), theta (4-10Hz), alpha (7-14Hz), beta (15-30Hz) and gamma (30-80Hz) frequency bands. This approach revealed a powerful desynchronising effect of zolpidem on the enhanced theta and beta activity seen within ipsilateral cortex, in both language-associated (figure A3A and C) and sensorimotor areas (figure A3B and E). By contrast, we observed no effects of zolpidem on baseline low-frequency activity in electrodes placed contralateral to the lesion (figure A3D and F). When we repeated these experiments using a placebo we observed no effects on MEG activity. Conversely, following zopiclone administration at sub-sedative dose (3.5 mg), we noted a striking, bilateral, broadband increase (figure A3G to L) in oscillatory activity in the beta frequency range (15-30 Hz), consistent with previous MEG observations using a similarly non-specific GABA_A receptor modulator (Jensen et al., 2005). These data indicate that 12 years following initial insult, neuronal tissue surrounding the original lesion continues to exhibit pathological behaviour in the form of slow wave oscillations and also that zolpidem has a unique, desynchronising effect that is specific to such activity.

We next investigated how focal desynchronisation was related to cognitive and sensorimotor function in JP through MEG measures of language and motor function. The use of independent isometric contraction of the left and right hands allowed us to localise the respective contralateral sensorimotor cortex through desynchronisation of beta activity (figure A4A) consistent with previous observations (Taniguchi et al., 2000). Similarly, category naming and covert letter fluency tasks were employed to localize language related areas through peak desynchronisation (figure A4J and K), consistent with previous observations in the DLPFC (Singh et al., 2002). These latter activations were important since these tasks typify the language difficulty that JP exhibited under drug-free conditions. We found a strong spatial and frequency domain correspondence between the zolpidem-induced (figure A4A and B) and functional desynchronisation events (figure A4I to K), suggesting that zolpidem administration had direct functional consequences within modalities in which JP is compromised.
With the aim of identifying the temporal profile of oscillatory changes that underlie the improvements in cognitive and sensorimotor performance, we implemented a virtual electrode reconstruction of discrete neuronal activity at the peaks of desynchronisation in both the passively and functionally identified loci. This method is a measure of discrete neuronal activity (Hall et al., 2005) resembling those made at the local field potential level (Logothetis et al., 2001). We reconstructed the envelope of oscillatory power over the entire 60 minute duration following drug administration. This approach revealed that the abnormally high sensorimotor beta oscillations observed prior to drug uptake were persistent, and were chronically suppressed following zolpidem administration (figure A4C and F). Similarly, abnormally high and persistent theta oscillations observed in language performance areas such as DLPFC were also suppressed by zolpidem (figure A4D, E, G and H).
Figure A3 – Drug induced oscillatory modulation. Results of SAM analyses indicating the spatial distribution of oscillatory power change as a consequence of zolpidem (A and B) and zopiclone (K and L) administration; blue indicates a reduction and orange an increase in oscillatory power. 
(A) Theta desynchronisation and (B) beta desynchronisation following zolpidem administration. (C and D) Power spectral change in left and right DLPFC and (E and F) left and right sensorimotor (SM) cortex pre- and post-zolpidem administration. (K) Beta synchronisation bilaterally in frontal cortex and (L) sensorimotor (SM) cortex, pre- and post-zopiclone administration. (G and H) Power spectral change bilaterally in DLPFC and (I and J) SM cortex, pre- and post-zopiclone administration.
Figure A4 - Pharmacodynamic profile of zolpidem-induced desynchronisation. SAMM and images co-registered with the 3-dimensional MRI and band-pass filtered virtual electrode traces recorded for 60 minutes post-zolpidem administration. Distribution and time-course of desynchronisation in the beta (A and G) and theta (B, D, and E) frequencies. Event-related desynchronisation (ERD) at the theta range in response to category naming (J) and covert letter fluency tasks (K). Virtual Electrode analysis indicated the electrical activity at these peak ERD loci over the 60 minutes duration, band-pass filtered to beta (F) and theta (G and H). Red lines denote onset of zolpidem-induced cognitive and motor improvements.
The onset of these reductions in synchronous power occurred at 35-45 minutes post-drug administration, consistent with both JP’s self-reported improvements on language-related tasks and the pharmacokinetic profile of zolpidem. Neither the therapeutic benefit nor the associated desynchronisation was observed following administration of zopiclone or placebo. Psychometric evaluation of JP used the WAIS-III to evaluate drug-enhanced cognitive performance, firstly with zolpidem and then 6 months later without zolpidem. Test-retest gains in performance across WAIS-III Index and IQ scores due to practice effects are well documented (Basso et al., 2002). Therefore, the order of administration was chosen to underestimate rather than overestimate gains due to zolpidem. JP achieved highest scores on the Perceptual Organization Index, with scores falling in the top 12-18% of his age group. In the absence of zolpidem results revealed deterioration in performance across all Index and IQ scores with the exception of the Working Memory Index, which remained within the bottom 1% of the population across both test occasions. The greatest change was evident in the Verbal Comprehension Index and JP’s standardized score dropped by 27 percentile points, moving from the ‘average’ to the ‘low average’ range (Figure A5); these observations were consistent with clinical presentation.

![Figure A5 - Psychometric analysis of zolpidem mediated improvement. Bar chart reflecting the results of JP’s WAIS-III assessments carried out with zolpidem (blue) and without zolpidem (red). Scores are age-standardised and displayed as percentiles.](image-url)
DISCUSSION

In summary, in JP, a left temporal lesion resulted in an increase in pathological theta and beta frequency oscillatory power compared to the undamaged contralateral hemisphere. In sub-sedative doses, zolpidem was capable of suppressing pathological slow wave activity to a level that allowed functionality to return. It seems reasonable to infer that the action of zolpidem in brain injury is related to its unique dose-dependent selectivity for GABA_A receptors containing the α-1 subunit. The desynchronising effect of zolpidem may reflect the differential distribution of α-1 subunit containing GABA_A receptors between specific interneuronal subtypes sub-serving oscillatory activity (Thomson et al., 2000). Consistent with this interpretation, non-selective GABA_A receptor modulators such as lorazepam (Jensen et al., 2005) and zopiclone do not desynchronise neuronal network activity, indeed, oscillatory power is enhanced.

Synchronisation across extensive neuronal populations can result in a marked reduction in information transfer. Specifically, a broad elevation in the mutual information between cortical regions will reduce the capacity for computational processing. In this scenario, the consequent reduction in the complexity of information encoding would provide an explanation for the cognitive decline observed under pathological conditions. Exaggerated slow wave activity is a feature common to a diverse array of neuropathologies, including traumatic brain injury (Nuwer et al., 2005), stroke (Tecchio et al., 2006), Alzheimer’s disease (Poza et al., 2007) and schizophrenia (Canive et al., 1996) and therefore may represent a biomarker for impaired CNS functionality. Desynchronisation of pathological oscillatory activity appears to improve CNS function. For example, in Parkinson’s disease, dopamine replacement therapy has been demonstrated to reverse enhanced beta activity, which correlates with symptomatic relief (Brown et al., 2001). Similarly, administration of dopamine agonists is efficacious in the treatment of brain injury (Passler and Riggs, 2001). Furthermore, following DBS positive functional outcomes linked to a desynchronisation of EEG oscillatory activity have been observed in persistent vegetative state (Yamamoto et al., 2002).

It is widely accepted that event-related desynchronisation (ERD) is a central phenomenon in normal brain activity (Pfurtscheller, 2001) and ERD has been
established as a feature of sensorimotor (Taniguchi et al., 2000) and cognitive processing (Singh et al., 2002). In JP, the high power and persistent nature of pathological oscillations appears to represent an obstacle to adequate ERD; this inability to desynchronise may represent a barrier to effective computation in neuronal networks. Here we show that drug induced suppression of this functional barrier affords a return of cognitive performance, typically associated with ERD. An alternative explanation is that the observed reduction in synchronous power is an epiphenomenon of increased neural activation, similar to that observed in ERD. However, this argument only emphasises the interpretation that normalisation of the MEG signal permits regular processing; albeit by a different mechanism.

At present my in vitro results where zolpidem appears to enhance beta oscillatory power appear at odds with the desynchronising effects observed in MEG studies. However, very recently I have shown that the theta oscillation evoked by 4Hz stimulation (see chapter 5) is sensitive to 100nM zolpidem (see appendix III). Plans are now in place to use this in vitro model to assess different concentrations of both zolpidem and zopiclone, in order to correlate data with that obtained from MEG studies.