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Thesis Summary

In nonlinear and stochastic control problems, learning an efficient feed-forward controller is not amenable to conventional neurocontrol methods. For these approaches, estimating and then incorporating uncertainty in the controller and feed-forward models can produce more robust control results. Here we introduce a general methodology for estimating and incorporating uncertainty in the controller and forward models. The new methodology is presented using the direct inverse control method.

In direct inverse control, the inverse mapping is learned from examples of input-output pairs. This makes the obtained controller sub-optimal, since the network may have to learn the response of the plant over a larger operational range than necessary. Moreover, in certain applications, the control problem can be redundant, implying that the inverse problem is ill-posed.

This work introduces a novel inversion-based neurocontroller for solving control problems involving uncertain nonlinear systems which could also compensate for multi-valued systems. The approach uses recent developments in neural networks, especially in the context of modelling statistical distributions, which are applied to forward and inverse plant models. Provided that certain conditions are met, an estimate of the intrinsic uncertainty for the outputs of neural networks can be obtained using the statistical properties of networks. More generally, multicomponent distributions can be modelled by the mixture density network. Based on importance sampling from these distributions a novel robust inverse control approach is obtained. This importance sampling provides a structured and principled approach to constrain the complexity of the search space for the ideal control law. The developed methodology circumvents the dynamic programming problem by using the predicted neural network uncertainty to localise the possible control solutions to consider. Convergence of the output error for the proposed control method is verified by using a Lyapunov function.

Several simulation examples are provided to demonstrate the efficiency of the developed control method. The manner in which such a method is extended to nonlinear multi-variable systems with different delays between the input-output pairs is considered and demonstrated through simulation examples.
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Chapter 1

Introduction

This thesis focuses on finding an optimal control strategy for noisy nonlinear processes and for ill-posed problems. The approach is based on incorporating uncertainty explicitly by modelling statistical distributions, which are applied to the models of the dynamic system and the controller. Proposed control methods can be obtained based on importance sampling from these distributions. The importance sampling provides a structured and principled approach to constrain the complexity of the search space for the ideal control law.

The two considered types of problems, illustrated in Fig. 1.1, can be characterised as follows:

- Stochastic control problems: The general stochastic control problem is concerned with systems for which the present values of the state are known, but future values are affected by random forces. The system equations instead of depending only on state, and control, depend as well on a set of random variables, \( \tilde{v}_j, j = 1, 2, ..., b \). These variables are assumed to follow a known probability density function. In the discrete time case the system difference equation is:

\[
    x(k+1) = g(x(k), u(k), \tilde{v}(k)).
\]  

(1.1)

In addition to the random forces affecting the dynamics of the system, the measurement system is affected by noise as well. Therefore the final measured value for the state of the system is described by:

\[
    z(k) = h(x(k), w(k)),
\]

(1.2)

with \( w(k) \) being the measurement noise vector. The control problem is then to find the control sequence \( u(k), k = 0, 1, ..., T \) to give the desired behaviour of the system. The general problem of finding optimal control for such systems has been solved by dynamic programming [69; 86; 109]. It is based on an indirect model-based methodology. The solution in [69] is first to find the best estimate of the state of the system from the measurements and then to apply the control that is optimal if the observed variable of the system is equal to this estimate. This however is practically infeasible, not least because of the unbounded search space which is needed to try and maintain all possible solution trajectories.

- Multi-valued control problems: Multi-valued control problems in which there exists a well defined forward function, but undefined inverse function, and control problems with hysteretic transfer functions appear in a wide range of real world applications. Examples include, the control of industrial plants, robot kinematics, and analysis of spectral data.
Various systematic schemes exist for designing robust controllers for such systems. See, for example [45] for robotic applications, [72] for hybrid dynamical systems consisting of a family of continuous time subsystems, and [66] for processes with hysteretic transfer characteristics.

From what has come earlier, there are two general methods to design the controller. The first one is to design the controller directly from experimental data. Examples of such direct data-based methods are direct adaptive control algorithms, and inverse control algorithms. The second way for designing the controller is the indirect model-based methodology, where a dynamic model for the controlled system is firstly obtained through system identification. The controller is then computed based on this model. This thesis will focus on inverse control methods, for the design of the controller. In this thesis experimental data from stochastic processes are used to model the controller. In such models, illustrated in Fig. 1.1, the input signal to the controller is the noisy measured value of the state of the system, and \( G_c \) is an adaptive filter selected to give the output signal vector \( \hat{u}(k) \) which is considered to be a function of the desired behaviour of the state of the system \( x_r(k+1) \), the measured state of the system, and the criterion \( J_1 \) to be minimised.

\[
\hat{u}_1(k) = G_{c1}[h(x(k), w(k)), x_r(k+1), J_1].
\]

The problem with designing such filters is that the inevitable modelling errors constitute a potential source of performance degradation. If the models are not accurate, then the performance of the filter when applied to the actual system, will differ from what could be expected and could cause severe stability problems. The modelling error in the controller is represented by \( n(k) \) in Fig. 1.1. To investigate the effect of model imperfections, and to reduce these effects, quantitative information about model uncertainty should be provided. Therefore instead of estimating a single output from the controller (which is the control signal) as in traditional control methods, another output representing the uncertainty around the control signal should be estimated as well. Graphically this can be illustrated in Fig. 1.2. Taking knowledge about the uncertainty in the predicted control signal to find the ideal control law, could improve the performance of the controller. Formally we may then
replace Eq. (1.3) by the computation of a modified control law, \( \delta_2 \)

\[
\delta_2(k) = G_{c2}[h(x(k), w(k)), x_{r}(k + 1), I_2, n(k)],
\]

where \( I_2 \) is now a performance criterion which is to be minimised with respect to the uncertainty in the controller \( n(k) \). This is the aim of a method for robust design. To summarise:

*The thesis is devoted to direct inverse control methods to design the controller. Uncertainty in the controller and forward model could then be explicitly estimated and taken into account to find a better estimate for the ideal control law.*

The design methodology will be based on a probabilistic description for the output of the controller. The solution is simple and yet still powerful.

The primary goal of the present chapter is to give an introduction to the uncertainty problem. In the next section we will review various research in the literature concerned with uncertainty. We will see that different definitions for uncertainty and different ways for handling this problem have been proposed.

### 1.1 Literature survey

Dynamic programming [8; 9], currently is the only mathematical formalism under which a controller can be designed for nonlinear and stochastic systems. Techniques like feedback linearisation [120; 117] have been used for nonlinear control problems under limited conditions, such as equal numbers of inputs and outputs and accurate system modelling. Other available solutions for nonlinear controllers are based on linearised mathematical modelling to approximate the identification and control problems [122]. Examples of these methods are self tuning adaptive control, pole placement, and predictive control. However the above developed methods are found to be inadequate for most of the real world applications. Such systems are usually characterised by high nonlinearity with time delays, saturation limits, time varying parameters, high noise level and overall complexity. The difficulties that arise in these systems can be broadly classified into three categories: (1) computational complexity (2) presence of nonlinearities and (3) uncertainty.
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In recent times, several authors have used neural networks to optimally solve nonlinear control problems based on exact system models [125; 84]. As a result, five basic design approaches have been developed in the literature. The simplest approach is supervised control, where neural nets are trained on a database that contains the correct control signals. Problems result from the use of the direct inverse control and solutions to these problems have been demonstrated in [84]. The use of neural nets instead of linear mappings in standard adaptive control have been discussed in detail in [94; 95; 59]. The fourth approach called back-propagation of utility, cannot efficiently account for noise and cannot provide real time learning [125]. More complex than the above four mentioned approaches, but the most efficient approach is the adaptive critic family. This approach approximates dynamic programming and has the most interesting structure. It is presented in [104; 114; 103]. The application of these methods to complex real world problems has demonstrated that artificial neural networks are suitable to cope with all three categories of difficulties mentioned earlier. The nonlinear components in neural networks make them suitable to approximate any nonlinear mapping to any desired degree of accuracy; their parallel nature permits the use of powerful and computationally efficient training methods. Because neural networks can adapt their parameters in real time, they can be used under different conditions of uncertainty. On the other hand, despite the fact that neural networks have been accepted as suitable models for capturing the behaviour of nonlinear dynamical systems, it is also accepted that such models should not be considered exact.

In addition to nonlinear control methods based on exact system models, significant progress has been made in solving problems for nonlinear systems with different types of uncertainties. In the following we will review a few examples from the literature. In [14] a systematic procedure that accounts for the structured uncertainty in the neural network model has been developed. In this work a multi-layer perceptron neural network is used to obtain the output of the process \( y_{k+1} = f(x_k, u_k) = W \tanh(Vx_k + Gu_k + b) + d \), where \( x \) represents the state vector, and \( u \) is the process input. An approximate feedback linearisation is achieved by first performing the Taylor expansion of the process model around the previous operating point \( (x_{k-1}, u_{k-1}) \) at each sampling instant, \( y_{k+1} = f(x_{k-1}, u_{k-1}) + F(x_{k-1}, u_{k-1})Ax_k + E(x_{k-1}, u_{k-1})Au_k \). Here \( F \) is the Jacobian of \( f \) with respect to \( x \) at \( x_{k-1} \), and \( E \) is the Jacobian of \( f \) with respect to \( u \) at \( u_{k-1} \). To allow for structured uncertainty, Taylor series expansions for the linearised model of the process is performed around the nominal weights of the neural network model. The propagation through the control loop of the structured uncertainty from the neural network parameters enables the following state space description for the uncertain linear closed loop system \( \dot{x}_{k+1}^l = (A + \delta A)x_k + (B + \delta B)v_k \), and \( y_k = Cx_k \). The terms \( \delta A \) and \( \delta B \) represent the overall linear closed loop uncertainty as a function of the weights of the neural network model. The closed loop stability for the uncertain system is then proved. An extension of this method to nonlinear and state dependent closed loop uncertainties can be found in [15].

A new approach for adaptive output feedback control of uncertain nonlinear single input single output (SISO) systems has been introduced in [48]. In this approach an observer for the output tracking error rather than a state observer in the classical approach has been proposed under the assumption that the system is feedback linearisable. A simple linear observer for the tracking error and a multi-layer neural network (MLNN) is used to cancel the modelling errors. Ultimate boundedness of error signals is shown through Lyapunov stability analysis. The same approach subject to a set of mild restrictions has been implemented in [47] for an uncertain multi-input multi-output (MIMO) nonlinear system. Uncertainty according to unknown nonlinearities and unmodelled dynamics has been introduced in [81]. A neural network and direct adaptive control are used to compensate for
unknown nonlinear mappings. On the other hand, the dynamic nonlinear mapping is used to provide robustness to unmodelled dynamics. Different descriptions for the unmodelled dynamics have been suggested in [50]. In this work an extra control signal is added to stabilise the perturbed system. The application of the recently developed minimal resource allocating network (MRAN) in a robust manner under faulty conditions to an aircraft flight control was demonstrated in [115]. This work is based on the use of a feedback error learning mechanism in which the MRAN aids a conventional controller. Simulation results proved that satisfactory performance can be obtained even under faulty conditions. Another approach to compensate for faulty conditions in dynamical control systems has been proposed in [133]. This approach is based on using an intelligent on-line sliding mode control strategy to handle the control problem for systems suffering from incipient and abrupt failures. The proposed approach is to continuously monitor the system performance and identify the fault based on knowledge of the nominal system and nominal controller. Once a fault is detected the controller will adjust its control signal by adding a sliding mode control signal to confine the system performance within a boundary layer. Simulation results show a significant improvement in trajectory following performance under the proposed method.

A nonlinear inverse controller together with an adaptive disturbance canceller have been suggested in [126] to reject internal plant disturbances. Disturbance cancelling for a nonlinear system is performed by calculating a digital copy \( \hat{P} \) of the plant, from which the plant inverse \( Q \) of the best least squares is obtained. The input to \( Q \) is the output of the plant model which takes the plant noise as an input. The error between the output of \( Q \) and the noise is used to adapt the least squares plant inverse \( Q \). The disturbance is filtered by a digital copy of \( Q \) and subtracted from the control signal. A more detailed study for this control scheme has appeared in [100]. Several applications for this scheme to linear and nonlinear systems have proved that excellent disturbance rejection can be achieved. In [119] radial basis function (RBF) network sequentially trained by an extended Kalman filter as a model of a nonlinear dynamic system has been suggested to deal with high observation noise. The state space representation of the RBF network parameters and output dynamics are assumed to be \( x(k) = \phi(x(k-1), u(k-1)) + d_x(k-1), y(k) = Hx(k) + v(k) \). The state vector is the vector with the previous network outputs, \( u(k-1) \) is the vector of previous inputs, \( d(k) \) the process noise, and \( v(k) \) the observation noise are assumed to be independent. \( \phi(x(k), u(k)) = [f(s(k), u(k), w(k)) s(k-1) \ldots s(k-\Delta_k + 1) w(k)] \) with \( s(k) \) being the output of the network. The on-line structure adaptation in this work is based on the growing and pruning criterion of the hidden units, which is derived using a Kalman filter’s estimate of the state estimation error and the innovation statistics.

A methodology of signal sensitivity analysis to allow the selection of an ideal multi-layer perceptron (MLP) neural network model from a set of models has been demonstrated in [121]. The output of the model is assumed to be obtained from a multi-layer perceptron neural network \( y = f(W, u_0) \). The input vector is perturbed from \( u_0 \) to \( u_3 + \Delta u_0 \). The output error due to this perturbation is obtained as \( \Delta y = f(W, u_0 + \Delta u_0) - f(W, u_0) \). Based on the assumption that the input perturbations are small the output error is approximated by first order Taylor series expansion \( \Delta y = \tilde{C}(W, u_1).\Delta u_0 \), with \( \tilde{C} \) is the gradient of the output with respect to the weight parameters. The output error variance for both additive and multiplicative input perturbations is then computed. This is used to choose MLPs with lower sensitivity by choosing activation function coefficients. This method requires a large number of experiments in order to select an accurate model.

Another kind of uncertainty which occurs only if the controller is trained by the direct inverse
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approach has been addressed in [60]. This approach to acquire the inverse dynamic model is proposed and used in [55; 82; 67]. Two approaches in control theory have been proposed to solve this uncertainty problem. The first one is the forward and inverse modelling proposed in [88]. In this approach the forward model of the controlled system is firstly learned using input and output data. Next the desired performance is fed to the inverse model to calculate its output. The error between the desired performance and the output from the forward model is back-propagated through the forward model to calculate the error signal for training the inverse model. Several successful applications have been reported in [18; 89]. An alternative approach called feedback error learning is suggested in [61], where a summation of feedback and feed-forward control signals is used to control the system. Problems encountered with this method and solutions to overcome these problems have been presented in [23; 22]. The application of this method to identify the inverse dynamic of an arbitrary transfemoral prosthesis exposed to perturbations and dynamic uncertainty has been presented in [58]. Simulation results showed the ability of the proposed control method to respond well to perturbations and environment changes.

Although these methods [14; 15; 48; 47] appear to be promising for enhancing the performance of control systems in the face of modelling uncertainties, they are based on linearised control methods. However since the real world is nonlinear, linearised control methods compared to nonlinear control methods are relatively ineffective and not robust when applied to the real world. The methods [126; 100; 119; 60; 55; 82; 67] on the other hand, handle a different level of uncertainty but they still assume exact system models. The assumption of exact system models can never be true in reality therefore, a control theory needs to be derived for systems with uncertainties.

This thesis is concerned with the question of how to use model uncertainties in developing a novel robust nonlinear control architectures for systems characterised by high noise levels, nonlinearities, hysteretic, and high input output dimensionality.

The main objective of the thesis, therefore, may be stated as the investigation of the possibility of estimating model uncertainties which then can be used to derive the optimal control law. The key to this problem is to bring together and apply certain ideas in various standards of control theory, neural network theory, dynamic programming and statistics.

One of the best general methods to estimate model uncertainties can be described in terms of modelling conditional distributions for the desired model output. Recent developments in neural networks allow us to model general distribution functions. This in turn can produce an estimate of the uncertainty involved in the modelled output. In this work the conditional distribution functions will be estimated using neural networks. In the next section a preliminary discussion for the probabilistic control framework proposed in this work is presented.

1.2 Preliminary discussion

In this section the problem of decision making in control problems under uncertainty in the context of neural networks is introduced. In contrast to the classical control approaches, suppose that the control vectors are generated from some probability distribution \( p(u(k)) \), and the state variables evolve with time according to eq. (1.1)

\[
x(k+1) = g(x(k), u(k), v(k)),
\]
the objective in control problems is then to find the optimal control variables from the probability distribution \( p(u(k)) \) such that when applied to the system, the state of the system should be equal to a predetermined desired value \( x_r(k + 1) \). This means that we are looking for an optimal control vector \( u(k) \), obtained from the distribution \( p(u(k)) \) such that

\[
\text{prob}[\|x(k + 1) - x_r(k + 1)\| > 0] = 0. \tag{1.5}
\]

However this cannot be applied directly to real world problems, because the effect of each control variable from the distribution \( p(u(k)) \) on the real world system needs to be observed. Since only one decision input can be applied to the real system, with the assumption that the applied input to the real system is the optimal decision input value, the real state value \( x(k + 1) \) needs to be replaced by an estimate \( \hat{x}(k + 1) \). Consequently this implies that the solution provided in Eq. (1.5) never occurs in practice because it requires that the estimator \( \hat{x}(k + 1) \) for \( x(k + 1) \) contains no error. Moreover to satisfy this condition the true probability distribution \( p(u(k)) \) needs to be known, where in practice only an estimate \( \hat{p}(u(k)) \) for the true distribution \( p(u(k)) \) can be obtained. In this work this higher level type of uncertainty is not considered. Further development will be based on the assumption that the estimated distributions are accurate.

To provide an estimate for the required distributions, a neural network is used in this work. The principal feature of a neural network estimation problem is that it assumes the availability of a set of \( m \) state variables \( x = (x_1, x_2, \ldots, x_m) \), and a set of \( n \) control variables \( u = (u_1, u_2, \ldots, u_n) \). The estimation problem in a neural network is then to provide an estimate of the probability density function of the state variables \( x(k + 1) \) conditioned on the the input variables \( x(k), u(k) \).

\[
\hat{p}(x(k + 1)|x(k), u(k), W), \tag{1.6}
\]

where \( W \) is the vector of model parameters. The control problem however is the inverse of this forward problem. The controller function is then to provide an estimation of the control variable \( u(k) \) conditioned on the input variables \( x(k + 1), x(k) \).

\[
\hat{p}(u(k)|x_r(k + 1), x(k), W). \tag{1.7}
\]

In certain situations, particularly when dealing with inverse problems, mathematical constraints restrict estimation problems to well behaved functions \( g \), and \( g^{-1} \). Thus \( g \), and \( g^{-1} \) are usually required to have continuous first derivatives and to have a one-one mapping. These restrictions however have little effect on the statistical scope of the estimation problem.

Therefore estimating the conditional distributions of forward model \( p[x(k + 1)|x(k), u(k), W] \), or inverse model \( p[u(k)|x_r(k + 1), x(k), W] \), should ideally provide an adequate description of the data.

Thus providing that a valid estimation for the true distribution \( p(u(k)) \) and the estimator of the forward model can be obtained, the statistical control optimisation problem proposed in this work can be stated as follows. Given:

- A set \( \mathcal{U} \), consisting of all possible decisions \( u \in \mathcal{U} \) obtained from the probability density function \( \hat{p}(u(k)|x_r(k + 1), x(k), W) \),
- A performance criterion \( J \) which provides an evaluation of a given decision variables. Two kinds of criterion can be taken: (1) a reward function, in which case it should be maximised, and (2) a cost function in which case it should be minimised,
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- A set $X$, the space of the state variables $x$, consisting of all possible outputs $x \in X$ that may result from different decision variables, find the optimal control law that minimises or maximises the performance criterion $J$ at each instant of time.

In this optimisation method an estimation model for the real world system has been assumed. This is because the control decisions available from the estimated local conditional distribution of the controller need to be evaluated. However observing any other aspects of the system which provide information about different control decisions can be sufficient.

1.3 Thesis Contribution

As described before the main goal of this thesis is to explore for the first time the possibility of using a neural networks estimate for uncertainty information in a novel control architecture.

The key to this problem is to bring together and apply certain ideas that already exist in classical control theory, neural networks theory, dynamic programming and statistics.

In support of this aim the main contribution of this thesis to the neurocontrol field include:

1. To develop a novel control architecture for finding an optimal control law for stochastic nonlinear control problems: The developed control method uses recent developments in neural networks especially in the context of modelling statistical distributions, which are applied to forward and inverse plant models. Provided that certain conditions are met, an estimate of the intrinsic uncertainty for the outputs of neural networks can be obtained using statistical properties of networks. In this thesis a novel robust inverse control approach is obtained based on importance sampling from these distributions. This importance sampling provides a structured and principled approach to constrain the complexity of the search space for the ideal control law. This control method is applied on-line and shows that real time control can be achieved. It will be shown that the developed control algorithm can stabilise control systems when they become unstable. Simulation results will be presented to verify the proposed control algorithm, including examples of nonlinear stochastic control systems, deterministic control systems, SISO, MISO and MIMO plants, static and dynamical control problems.

2. Stability analysis for the updating rule of the control law: Convergence of the output error from updating the control signal will be verified by using a Lyapunov function approach.

3. Extend the use of the mixture density network for modelling general conditional distributions to the dynamic system: This contribution can be divided into two main areas.

- In its original formulation, a mixture density network is used to model general conditional distributions to static regression problems. In this thesis the formulation of the mixture density network will be extended to the dynamic control case. Simulation experiments for using the mixture density network to model general conditional distributions of static and dynamic systems are provided.

- The proposed sampling approach from the estimated distribution of the standard network will be extended to sampling from the estimated distribution of the mixture density network. The performance of the new algorithm will be illustrated through simulations with static and dynamic systems.
4. As the proposed sampling method accounts for the uncertainty in the inverse model only, an improved sampling algorithm which includes the uncertainty of the forward model is also developed. The proposed sampling method in its original formulation ignores the uncertainty of the forward model. The sampling method is enhanced by allowing estimating the stochastic model of the forward dynamics of the plant, and then included the stochastic model rather than the deterministic one in searching for the optimal control law.

1.4 Outline of the thesis

The thesis is divided into eight chapters and five appendices. Below, a summary of each chapter is presented.

Chapter 2: Classical Methods for Identification and Control. This chapter presents a review of classical adaptive theory for identification and control, which is required for the design methods proposed in this thesis. A survey of the current control architecture in the neurocontrol field is also provided.

Chapter 3: Uncertainty Estimation and Distribution Modelling. In this chapter we discuss several methods for estimating the prediction interval. The presented methods are based on modelling statistical distributions for the neural network prediction. This is required to achieve the aim of the thesis, which is to use uncertainty estimation from neural network to improve the controller performance under uncertain conditions.

Chapter 4: Incorporating Uncertainty Directly for Stochastic SISO Nonlinear Dynamical System. This chapter which constitutes the central part of the thesis, concerns the use of the estimated neural network uncertainty in control architectures in a profitable manner. The problem formulation is introduced, and the proposed control method is presented in detail. Based on the developed control method for incorporating uncertainty, a stability analysis for the updating rule of the control law is also provided. The method is verified by applying it to a simulation example which represent a stochastic dynamical control system.

Chapter 5: Multivariate Control Problems. This chapter deals with the design of multi-variable, feed forward controllers. Further simulation examples are provided in this chapter to verify the developed control method. Problems that may result from applying the developed methods to multi-variable control problems are also discussed in this chapter. The use of the developed method to improve the controller performance for MISO and MIMO highly nonlinear systems is demonstrated.

Chapter 6: Multi-valued Control Problems. Provides a general framework for modelling multicomponent distributions which is based on the use of the mixture density network. Standard neural networks perform poorly in situations where the mapping to be learned is multi-valued. In such situations the mixture density network is proposed [13] to model statistical distributions of the generator of the data. The use of the mixture density network to model multicomponent distributions for multi-valued control problems is demonstrated for the first time in this thesis. Moreover the proposed sampling method is extended to perform the sampling from the mixture density network. Simulation experiments are provided to demonstrate the successful application
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of the proposed sampling method to the mixture density network. Both static and dynamical systems are used.

Chapter 7: Incorporating Uncertainty of the Forward Model. This chapter enhances the proposed sampling method presented in Chapter 4 by allowing for the uncertainty in the forward model to be included in the search method. Several simple linear examples are presented to show the effect of ignoring the uncertainty in the forward model on the derived control law. It is demonstrated that a better control law from the sampling method can be obtained if the uncertainty in the forward model is considered when performing the search for the optimal control law.

Chapter 8: Conclusions. Here the thesis is concluded by presenting a summary of the results obtained. In addition, suggestions for future research are given and discussed.

Appendix A: Bayesian Error Bars. The derivation of the uncertainty in the neural network prediction by using the Bayesian method is given in this chapter. Both standard Bayesian error bar methods and Bayesian error bar methods with input noise are presented.

Appendix B: Weight Updates for the Radial Basis Function. The radial basis function network is used to demonstrate the Bayesian methods for error bar estimation in Chapter 3. Two cases are considered: updating the weights in the final layer of the RBF network and updating all the parameters of the RBF network. The Levenberg Marquardt algorithm is used for the first time to update the network parameters in a Bayesian framework. All the required derivations are given in this appendix.

Appendix C: Mean and Variance of Gaussian Processes. Gives the detailed derivation for the mean and the variance of the predictive distribution of Gaussian processes.

Appendix D: Recurrence Relation in Dynamic Programming. Provides the derivation of the recurrence relation in dynamic programming.

Appendix E: The Derivatives of the Error Function of an MDN. This appendix provides the derivation for the error gradients of the mixture density network with respect to the output of the feed-forward neural network.
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Classical Methods for Identification and Control

Most industrial processes are characterised by nonlinear behaviour, high dimensionality of the decision space, high noise level, and have time varying parameters. Motivated by the superior abilities of feed-forward artificial neural networks to cope with complex environments, they have been extensively used for modelling and control. Once the cost function of the control problem is determined, the parameters in the control network can be adapted in two ways: either determined via some prescribed off-line algorithm and remain fixed during operation, or adjusted on-line step by step.

The adaptive capability of neural networks has given rise to their use in adaptive control. The successful applications of neural networks to practical problems and the ability of these networks to cope with all difficulties mentioned earlier have been demonstrated in several publications [19; 102; 111; 39]. For control applications the most relevant neural network architectures have been feed-forward architectures with back-propagation as the standard training method. However such networks suffer from slow training and the attainment of global optimum solutions cannot be guaranteed due to the existence of local minima [28; 113]. Neural networks are characterised by their network topology, which means the number of parameters, the type and number of the nonlinear elements used, and the kind of training algorithms implemented for adapting the networks parameters.

The main objective of this chapter is to review the problem of identification and control in the neurocontrol field. Further, the different models and methods used to solve the adaptive control problem are presented.

This chapter starts by reviewing the general framework of adaptive control, in Section 2.1. In Section 2.2, the nonlinear approximation ability of the neural network together with the two different types of artificial neural networks that are used for identification and control, in addition to the principal features for these networks will be described. The various methods for parameter adjustment are discussed in Section 2.3. Section 2.4 discusses the optimal solution for neural networks. The identification problem of nonlinear systems is considered in Section 2.5. Section 2.6 discusses process modelling using neural network. Section 2.7 deals with the nonlinear adaptive control problem and discusses several methods that extends adaptive control principles to neural networks. The chapter ends with a short discussion.
2.1 Adaptive control

This section provides a survey for adaptive control, and an introduction to the adaptive control problem we are interested in, in this work.

Adaptive control of linear systems has been well established using developed techniques based on linear algebra, complex variable theory, and theory of ordinary linear differential equations. In adaptive control, the parameters of the controller are adjusted using an adaptive algorithm, so that the output of the plant follows pre-specified trajectories, or more generally so as to optimise a specified performance criterion. For a long time two distinct approaches have been used to control a linear time invariant plant adaptively. In the first one, called direct control, the parameters of the controller are adjusted directly to minimise some error function. In the second approach, called indirect control, the controller parameters are estimated based on preestimated plant parameters. For more details about direct and indirect control the reader is referred to [80].

The robustness properties of adaptive control systems have been a research topic for over 20 years. The effect of external disturbances, unmodelled dynamics [65] and time variant parameters have been extensively investigated, and robust adaptive algorithms were developed. Under certain assumptions adaptive control methods have been generated such that the overall system is globally stable and the output error tends to zero asymptotically. In recent years adaptive control of nonlinear feedback linearisable system has been studied. The same approaches, which have proved successful for the adaptive control of linear plants, are used even when the control plants are nonlinear. However in place of the linear models in conventional adaptive control, nonlinear neural networks are used for both identification and control. Learning algorithms are used to adjust the weights so as to reduce the modelling error or the cost function of the controller. Moreover other approaches for handling the adaptive control problem have been implemented utilising neural networks properties, such as the direct inverse control and adaptive critic methods.

Similar to linear adaptive control, the stability analysis and convergence of the error have been proved for a class of nonlinear control systems [88]. Nonlinear adaptive control methods have been developed and improved to be able to deal with external disturbances, unmodelled dynamics and time variant parameters [50; 39].

2.2 Neural networks and nonlinear approximation

Networks with nonlinear components can be used in nonlinear functional approximation. The inherently parallel nature of the networks can make them suitable for solving problems at high rates. Since nonlinear relationships can be handled by neural nets, they are suited to be used in control problems. Nonlinear approximation methods have been discussed extensively in mathematics. An example of these methods is polynomial approximation which can approximate arbitrarily well a continuous function. Multi-layer neural networks and RBF networks are considered as additional approximation methods.

The important result that multi-layer feed-forward networks with a single hidden layer and sufficient numbers of hidden units, are capable of approximating any continuous function to any degree of accuracy has been proved in the literature. In [46] multi-layer feed-forward networks have been proven as a class of universal approximators. An approximation scheme is said to be a universal approximation if for a given function \( f \in C(U), \) where \( U \) is a compact set in \( \mathbb{R}^n \), there exist an integer \( N \) and sets
of real constants \(a_i, b_1\) and \(w_i\) where \(i = 1, 2, ..., N_1\) and \(p = 1, 2, ..., n\), such that \(F(u_1, u_2, ..., u_n) = \sum_{i=1}^{N_1} a_i \phi(\sum_{p=1}^{n} w_{ip} u_p + b_1)\) satisfies the condition \(|F(u_1, u_2, ..., u_n) - f(u_1, u_2, ..., u_n)| < \varepsilon\). This theorem is shown to be directly applicable to the multi-layer perceptron neural network. Failure of applications has been referred to the inadequate number of hidden units, inadequate learning, or the stochastic relation between inputs and targets. The two hidden layer networks was proved to have good approximation properties in [29]. The result for one hidden layer was for networks whose output functions for the hidden layer are sigmoidal, but the output functions for the input and the output layers are linear. The same result for a linear output layer and a single hidden layer of sigmoidal nodes is obtained in [21; 17].

However since polynomials can approximate nonlinear functions, the results provide no special motivation as to why neural networks should be preferred. The Stone-Weierstrass theorem provides the basis for these approximation methods [46; 21]. In addition to the case of polynomials, these theorems do not provide information about the number of terms needed to achieve the approximation, i.e the number of hidden units and how many hidden layers in neural network context.

The work in [20] gives the empirical result that networks with two hidden layers can provide more accurate approximation property than a single hidden layer. This is shown to be achieved using fewer processing units than in the case of a single hidden layer. A similar result has been provided in [73]. In this paper theoretical and heuristic considerations for selecting the number of nodes in neural networks for both of the single and two hidden layers are provided as well. In [116] a theory has been developed to allow one to specify a finite set of training data and the minimum number of parameters for a three layered networks, used for generalising and approximating a given continuous mapping.

The problem of exact approximation has been considered in [32], from the point of view of Kolmogorov's theorem. Kolmogorov's theorem states that any continuous multivariate function with \(N\) variables can be represented by a linear summations of fixed increasing continuous functions and a nonlinear continuous function of one variable, see [64] for details. For neural networks this means that every continuous function of \(N\) variables can be computed by a network having \(N(2N+1)\) units in the first layer and \((2N + 1)\) in the second layer. The result of this attempt has been that Kolmogorov's theorem can not be used to prove that a network with two hidden layers is a good representation. This is because of the following two reasons. The first reason is that in Kolmogorov's theorem the functions in the first hidden layer are required to be non-smooth, and if these functions are smooth then the theorem breaks down. This however leads to problems of extreme sensitivity to the input variables in the neural network field, and the smoothness property is one of the basic requirements for the generalisation performance of a network. The second reason is that in Kolmogorov's theorem the functions in the second hidden layer depend upon the particular function we need to approximate. However in a neural network, fixed activation functions are usually considered and a particular function is usually approximated by adjusting the number of hidden units and the values of the weights and biases.

The property of exact approximation has been considered further in [33; 101]. In these two works it has been shown that the approximation of a continuous function arbitrarily well, is not sufficient for characterising good approximation schemes. It is proposed that the key property is the property of best approximation. An approximation scheme has this property if for a given function \(f\) belonging to some prescribed set of functions \(\Phi\), and given subset \(A\) of \(\Phi\), there is one function \(a\) of \(A\) that has minimum approximating error for the function \(f\) to be approximated. \(a\) is then called the best approximation function to \(f\) from \(A\). In [33] the main result is that the multi-layer neural networks of
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the type used in back-propagation do not have the best approximation property. Secondly, the RBF network is proved to have the best approximation property. The RBF network is a single hidden layer network and can be trained using linear optimisation techniques with guaranteed global solution once the basis functions have been determined [16].

The complexity of the RBF network (in terms of the number of basis functions to be used) has been discussed by several authors. In early stages of development, the number of basis functions was restricted to be equal to the number of the training patterns. However this strategy was considered to be poor. This is due to the fact that using as many basis functions as data points could result in misleading variations due to imprecise or noisy data. In addition, the number of basis functions required for approximation increases exponentially with the dimension of the input space. An alternative technique for using less basis functions than data points was proposed in [16]. It is based on linear optimisation methods and the use of pseudo inverse for interpolating in a high dimensional space. A method for characterising the complexity of the RBF network is proposed in [75]; it is based on estimating its effective degrees of freedom.

Another subject that has been discussed in the literature was regarding the choice of the neural network to be used, i.e. multi-layer neural network or RBF network. In the multi-layer neural network the parameters appear in a nonlinear fashion. This consequently implies that nonlinear optimisation methods become mandatory for the adjustment of the parameters. Using gradient methods for optimising the parameters allows convergence to a local minima, and can be very slow. The slow rate of convergence is due to the contribution of many hidden units to the determination of the output value for a given input. During training the outputs from the hidden units when linearly combined by the final layer of weights should generate the correct outputs for a range of possible input values. Interference and cross coupling between the hidden units result in the network training process being highly nonlinear with problems of flat regions in the error function arising from near cancellations in the effects of different weights. This can result in a very slow convergence even with advanced optimisation strategies. On the other hand the RBF network is characterised by local tunability. So for example, the output from the RBF is zero when the input is far away from \( \mu_j \) and is very large when the input is close to a centre \( \mu_j \). This local tunability of RBF network is suited to fast learning. In addition, since the parameters in the output layer enter linearly, least squares techniques can be used to compute their optimal values. This however requires large numbers of basis functions to obtain the best approximation. In addition, prior information is needed about the magnitudes of the input signals to locate the centres of the RBF network. Multi-Layer neural networks do not require such information, and are therefore preferred when the magnitudes of the inputs are not known a priori.

The fact that RBF networks require large numbers of basis function to give the best approximation property, implies that the RBF network is impractical for high dimensional input space. This is because, for high dimensional input space the number of nodes needed grows with the dimension of the input space. To overcome this problem, the basis functions of the RBF network have been considered to be chosen based on the complexity of the output data. This in turn requires the adaptation of the centres \( \mu_j \) of the network in addition to the output layer weight parameter \( W \). The widths of the network can also be adapted for better approximation [38]. Since the output of the RBF network depends nonlinearly on the centres of the basis function \( \mu_j \) and the width \( \sigma_j \), nonlinear optimisation methods are used to search for the optimal parameters.

From the above discussion, the question as to whether multi-layer neural network or RBF network is to be used for approximating certain problem depends on the prior information that is available.
2.3 Methods for parameter adjustment

In the following chapters the multi-layer neural network as well as the RBF network will be used for identification and control of dynamical systems. In both cases the parameters of the neural networks need to be adjusted using information available in the input/output data. The adjustment of the parameters is required to approximate the output of the dynamical system and the control law. The nonlinear dependence of the outputs of RBF network and multi-layer neural network on their parameters, implies that the parameters need to be adjusted using a nonlinear optimisation method. One of the basic requirements of these nonlinear optimisation techniques is the estimation of the gradient of the error function with respect to the parameters. The most popular method to estimate the gradient of the error function with respect to the parameters is the back-propagation algorithm. This method is presented in [96] and it has been shown that it can also be suitable with some modification for the adaptation of recurrent networks (with feedback of the network output). This has been called dynamic back-propagation in contrast to the static back-propagation used for adapting static neural networks (without self feedback).

In this work only static networks are used. Therefore, only static back-propagation is required, see [13] for details. For dynamic back-propagation the reader is referred to [96].

2.4 Optimal solution for neural network

Neural networks provide a practical framework for approximating arbitrary nonlinear multivariate mappings.

In practice the optimisation of the network parameters is performed so as to find the minimum of the cost function. Nonlinear optimisation methods are not exact and do not converge to the global minimum of the cost function. This however does not mean a bad approximation to the function. Neural networks normally approximate the optimal solution.

In the following the optimal performance that could be expected from the neural network will be determined. The derivation of the result will not be dependent on the choice of the network architecture, or even whether we are using a neural network at all. It can be for any adaptive nonlinear filter given that the representation for the nonlinear mapping is sufficiently general.

This theorem has been discussed in [31]. The theorem states that if the outputs of the network are trained by minimising a sum of square error function of the form

\[ \text{Err} = \sum_k (\hat{y}_k - \hat{y}_k(u, W))^2, \]  

then the optimal predicted output of the network will be given by:

\[ \hat{y}_k = E[y_k|u], \]  

where \( \hat{y}_k \) is the optimal output vector of the network, \( y_k \) is the vector of the target data, and \( u \) is the input vector to the network.

To prove this theorem, suppose that \( \hat{y}_k \) is the optimal estimate, and \( \hat{y}_k \) is some other estimate. In the following it will be shown that the error from \( \hat{y}_k \) is larger than that obtained from \( \hat{y}_k \). Now
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consider

\[
\text{Err}(\hat{y}_k) = E[\|y_k - \hat{y}_k\|^2],
\]
\[
= E[\|y_k - <y_k|u> + <y_k|u>-\hat{y}_k\|^2],
\]
\[
= E[\|y_k - <y_k|u>\|^2] + E[<y_k|u>-\hat{y}_k\]^2, + 2E[<y_k|u>-\hat{y}_k]^T(y_k - y_k|u>) \geq \text{Err}(\hat{y}_k) + 2E[<y_k|u>-\hat{y}_k]^T(y_k - y_k|u>-\hat{y}_k). \tag{2.3}
\]

The second term on the right hand side is zero. The following is an illustration for this result

\[
E[(y_k - <y_k|u>)|u] = 0. \tag{2.4}
\]

Since \(<y_k|u>-\hat{y}_k\) is a deterministic function of \(u\)

\[
E[(y_k - <y_k|u>)^T(y_k - y_k|u>-\hat{y}_k)|u] = 0. \tag{2.5}
\]

Then by iterated expectation

\[
E(E[(y_k - <y_k|u>)(y_k - y_k|u>-\hat{y}_k)|u]) = E[(y_k - <y_k|u>)(y_k - y_k|u>-\hat{y}_k)],
\]
\[
= 0, \tag{2.6}
\]

and therefore

\[
\text{Err}(\hat{y}_k) \geq \text{Err}(\hat{y}_k). \tag{2.7}
\]

The derived result for the optimal predicted output of the neural network (2.2) is based on three assumptions. Firstly, the training data set must be sufficiently large. Secondly, the approximation function \(\hat{y}_k\) of the network must be general, such that there are sufficiently many parameters which can be adapted to make the error between the predicted neural network output and the desired output small. Thirdly, the parameter optimisation method should be performed in such a way so as to find the minimum of the cost function.

Given the above three requirements neural networks can in principle approximate the conditional average of the target data to arbitrary accuracy.

Although this result is important and desirable in the control field, model uncertainty can also be derived based on this result. Uncertainty estimation can be performed by subtracting this average from the target values and the result is then squared, \([y_k - <y_k|u>]^2\). This in turn approximate the variance \(\sigma^2(u)\) of the target values. The assumption then is that the distribution of the target data could be approximated by a Gaussian function with mean equal to the conditional average of the target data and variance equal to the residual error.

In this way a stochastic model rather than a deterministic one could be estimated to describe the target data. This development represents the best general method for estimating model uncertainties, and can be utilised in a useful way so as to obtain a better control result as will be demonstrated later.

The development in this section for estimating conditional distributions of the target data is the simplest method, however, it is not suitable for some control problems as we will see later in Chapter 6.
2.5 Identification models for nonlinear dynamical systems

As mentioned in Section 2.2, neural networks have the ability to approximate large classes of nonlinear functions sufficiently accurately. The use of static and dynamic back-propagation for adjusting their parameters makes them attractive to be used as identifiers and controllers. For neural networks to be used as an identifier or controller, an identification model which describes the input-output model should be chosen. In this section four models which were introduced in [94] for the representation of discrete time single input single output (SISO) nonlinear plants are presented. These models are motivated by the models which have been used in the adaptive literature for the identification and control of linear dynamical systems. Since all models are nonlinear, linear models can be considered as a special case. The output of these models is a function of the past inputs and outputs of the dynamical systems, as in the case of the autoregressive moving average (ARMA) model for linear systems.

2.5.1 Plant model characterisation

The four classes of the plant models are

- Model I: In this model class the output \( y \) of the unknown nonlinear plant is assumed to depend linearly on its past values and non-linearly on the past values of the input \( u \).

\[
y(k + d) = \sum_{i=0}^{q-1} \alpha_i y(k - i) + g[u(k), u(k-1), ..., u(k-p+1)],
\]

where \( d \) is the relative degree of the plant, which corresponds to the minimum delay from the input to the output, and \( p \) is the maximum delay in the input. This means that the plant has a time delay equal to \( d \), therefore the control applied at time \( k \) affects the output of the plant only at time instant greater than or equal to \( k + d \).

- Model II: Here the output depends linearly on the input \( u \) and non-linearly on its own past values

\[
y(k + d) = \sum_{i=0}^{q-1} \beta_i u(k - i) + f[y(k), y(k-1), ..., y(k-q+1)],
\]

where \( q \) is the maximum delay in the output. This model is particularly suited for control problems due to the linear dependency of the output on the input. This makes it directly applicable to control.

- Model III: In this model the unknown plant output is considered as the sum of two nonlinear functions. The first nonlinear function has the past values of the model as an input, while the second one inputs the past values of the dynamical system input.

\[
y(k + d) = f[y(k), y(k-1), ..., y(k-q+1)] + g[u(k), u(k-1), ..., u(k-p+1)].
\]

- Model IV: This is the most general of the earlier models and subsumes all of them. In this case the output of the unknown plant is a nonlinear function of its past values and the past values of the input.

\[
y(k + d) = f[y(k), y(k-1), ..., y(k-q+1), u(k), u(k-1), ..., u(k-p+1)].
\]
Figure 2.1: The four input-output models for nonlinear systems: (a) Model I, (b) Model II, (c) Model III, (d) Model IV.

The block diagram of the various models are shown in Fig. 2.1, the elements labeled $z^{-1}$ at the input and output ends represent unit delay elements.

For multi-input multi-output (MIMO) systems $[u(k), y(k)]$ represent input-output vector pair of dimension $n$ and $m$ respectively, $u(k) = [u_1(k), u_2(k), ..., u_n(k)]$ and $y(k) = [y_1(k), y_2(k), ..., y_m(k)]$. Taking Model IV, the representation of the multi-variable system with specified relative degree is

$$
y_1(k + d_1) = f(y(k), y(k - 1), ..., y(k - q + 1), u(k), u(k - 1), ..., u(k - p + 1)),
y_2(k + d_2) = f(y(k), y(k - 1), ..., y(k - q + 1), u(k), u(k - 1), ..., u(k - p + 1)),
......
y_m(k + d_m) = f(y(k), y(k - 1), ..., y(k - q + 1), u(k), u(k - 1), ..., u(k - p + 1)),
$$

(2.12)

where the relative degree $d_i$ of the $i^{th}$ output can be defined from the relative degree $d_{ij}$ for each input output pair $(u_j, y_i)$ in such a manner $d_i = \min_j d_{ij}$. This corresponds to the minimum time delay between any one of the inputs and the $i^{th}$ output.

In this work an input-output model represented by model IV is used for both identification and control.
### 2.5.2 Identification procedure

As mentioned in Section 2.3 the adaptive identification problem is based on setting up a suitably parameterised identification model. In the neurocontrol field the identification model of the nonlinear plant is composed of neural networks and tapped delay lines.

To identify the plant a suitable identification model is firstly chosen based on prior information concerning the class to which it belongs. The model parameters are then adjusted so as to optimise a performance function which in most cases tries to minimise the difference between the output of the plant denoted by $y(k + d)$ and the identification model output $\hat{y}(k + d)$. The error $e(k + d) \triangleq y(k + d) - \hat{y}(k + d)$ is used to update the parameters $W$ of the neural network. This means that the identification process is based on adjusting the neural network parameters, so that the plant and the model outputs are described by identical input-output equations.

Two identification procedures have been reported in the literature. The two procedures are presented below for a nonlinear plant which assumes model class I mentioned in Section 2.5.1. The delays in the input and the output are set to $p = 2$ and $q = 2$ respectively and the nonlinear function $g$ is replaced by a neural network.

\[ y(k + d) = \alpha_0 y(k) + \alpha_1 y(k - 1) + g[u(k), u(k - 1)]. \]  \hspace{1cm} (2.13)
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**Figure 2.2:** Parallel identification model. In this model the output of the neural network is fed back to its input to represent the delayed vector of the plant output.

- **parallel model**
  In this case the output of the identification model $\hat{y}(k + d)$ at time $k + d$ is assumed to be a linear combination of its past values, and depends nonlinearly on the past values of the input.

\[ \hat{y}(k + d) = \delta_0 \hat{y}(k) + \delta_1 \hat{y}(k - 1) + N[u(k), u(k - 1)]. \]  \hspace{1cm} (2.14)

The block diagram for this model is shown in Fig. 2.2. Due to the self feedback from the output of the neural network to its input dynamic back-propagation based on the error $e(k + d)$ between the model output $\hat{y}(k + d)$ and the actual output $y(k + d)$, $e(k + d) \triangleq y(k + d) - \hat{y}(k + d)$, is used for estimating $\delta_1$ as well as the parameters of the neural network.
Figure 2.3: A series parallel identification model. In this model the actual output of the plant is fed back to the neural network input to represent the delayed vector of the plant output.

- series parallel model
  
  In contrast to the parallel model the output of the identification model $\hat{y}(k + d)$ is assumed to be a linear combination of the past values of the plant output (rather than the identification model).

  $$\hat{y}(k + d) = \alpha_0 y(k) + \alpha_1 y(k - 1) + N[u(k), u(k - 1)].$$  \hfill (2.15)

  The series parallel identification model has the form shown in Fig. 2.3. The parameters in this model $\alpha_i$ as well as the neural network parameters can be adapted using static back-propagation, since no feedback loop exists in the model. Although the neural network is a static network in the series parallel model, it assumes a dynamic behaviour by embedding it in models I through IV described in Section 2.5.1.

  Since the plant is bounded-input bounded-output (BIBO) stable, the series parallel method can be assured to be globally stable. In contrast to this, the boundness of the signal of the parallel models can not be guaranteed.

  To assure stability for identification and control, the series parallel model is used in this work.

2.6 Process modelling

In the neurocontrol field, some of the control architectures, as will be seen in Section 2.7, are based on a model of the plant. Thus to design a good controller, an accurate model of the plant is required. Generally, real world systems are characterised by:

1. The system can be too complex to understand or to represent in a simple way, which may be due to high nonlinearity and random forces affecting its dynamics.

2. Time varying parameters.

3. Large environmental disturbances, which are difficult to predict.
4. The model is difficult or expensive to evaluate.

Motivated by superior abilities of neural networks to cope with complex problems of the type described above, significant results exist on modelling of nonlinear dynamical systems [95; 94; 11].

![Forward identification model diagram](image)

Figure 2.4: Forward identification model.

The problem of identification is shown in Fig. 2.4. It consists of three main elements: (1) the input of the plant u(k) (sometimes called manipulated variables) (2) measured variable of the actual response of the plant y(k) (3) and predicted response of the process ŷ(k). The input u(.) is assumed to be a uniformly bounded function of time. The plant is assumed to be stable with unknown values of the parameters. The error signal e(k) = (y(k) − ŷ(k)) is used for training the network and approximating the plant parameters. This is represented by the diagonal arrow passing through the model.

After training when the model and the actual plant are subjected to the same input u(k), the model output ŷ(k) is supposed to approximate the actual plant output y(k).

Several methods have been developed to test the validity of the identification model. In [11] a model validity test is provided for the nonlinear autoregressive moving average model with exogenous input, (NARMAX). In his test, Billings has shown that several conditions should hold if the fitted nonlinear model is adequate. The model validity test proved to be efficient in detecting the inadequacy of the fitted model whether it is due incorrect input node assignment, insufficient hidden nodes, noisy data, or a network that has not converged. Another method known as the cross-validation method is also presented in [13]. This method is based on generating three sets of data, the training data, the validation data and the testing data. This method is shown to be efficient to test the validity of the model and will be used in this work.

### 2.7 Adaptive control using neural networks

Adaptive control problems are concerned with controlling the output of the plant that has a known structure, but unknown parameters. More specifically, for known plant with input-output pair \( (u(k), y(k)) \), and a reference model with input-output pair \( (r(k), y_{ref}(k)) \), an optimal control is attempted so as to make the plant output \( y(k) \) match the reference model output \( y_{ref}(k) \) asymptotically

\[
\lim_{k \to \infty} \| y(k) - y_{ref}(k) \| \leq \epsilon, \tag{2.16}
\]

for some specified constant \( \epsilon \geq 0 \).
Different control architectures have been proposed in the neurocontrol field to solve this problem. Basically there are three different design methods for using neural networks as an adaptive controller[125]. The simplest approach is direct inverse modelling. Here the plant input $u$ is selected and applied to the plant to obtain the corresponding output $y$. The network is then trained to reproduce the control input $u$ as a result of the output $y$. When trained, the network should be able to take the desired response $y_{ref}$ and produce the appropriate control signal $u$, which is then supposed to make the plant output $y$ approach the desired response $y_{ref}$. This control architecture however, may not be efficient since the network may have to learn the response of the plant over a larger operational range than is actually necessary. This problem is related to the concept of persistent excitation, which acknowledges the importance of the inputs used to train learning systems. A preliminary discussion for this concept can be found in [88]. Here is just a brief discussion.

Assuming that $\theta$ is the adjustable parameter vector in a system and $\tilde{\theta}$ is the parameter vector of the actual system, which can be unique or belong to a set $S$. If $\theta \equiv \tilde{\theta}$, the system has the same transfer function as the model. When a specific input is applied to the system, the error between the desired response $y_{ref}$ and the system response $y$ may tend to zero even if $\theta \in S$.

However, the parameters of the unknown system can be defined exactly if the input to the system is persistently exciting, $\theta \rightarrow \tilde{\theta} \in S$. In the neural network context, if the input to the plant is sufficiently general and the weights of the neural network are adjusted using a stable method and for a long time, the error $||L_{u} - \tilde{L}_{u}||$ can be made small for any input $u \in U$. Here $L$ represents the operator of the plant and $\tilde{L}$ is the operator of the identification model. This general input can then be considered to be persistently exciting.

A second approach which has been used by Narendra [95] is called indirect adaptive control (Kawato in [60] refers to this structure as feed-forward and inverse modelling). The indirect adaptive control aims to overcome problems in the direct inverse control. In the indirect adaptive approach a trained forward model of the system is placed in parallel with the plant. As in direct inverse control, the controller precedes the system and receives as input a training signal representing the desired operational output space. The controller in this case is designed to solve an optimal control problem by minimising the gap between the desired output $y_{ref}(k)$ and the actual plant response $y(k)$

$$U(k) = \frac{1}{2} \sum_{k} (y(k) - y_{ref}(k))^2.$$  
(2.17)

Back-propagation of utility is then used to solve this optimisation problem.

The third approach is the adaptive critic approach. This approach can be defined as a set of methods that approximate dynamic programming. It is based on the basic concept common to all forms of dynamic programming [49]. The user needs to supply a utility function $U$ and a stochastic model of the plant to be controlled. Dynamic programming is used to solve for another function called the cost function $J$, which is assumed to be a function of the state variable at time $k$ of the plant to be controlled, $x(k)$. Adaptive critic designs are defined more precisely as designs that include two neural networks: the critic network which tries to approximate the cost function $J$ or its derivatives, and the action network which should be adapted so as to maximise $J$ in near term future. The input to both the action and the critic networks is the state vector $x(k)$.

Based on the output supposed to be approximated by the critic network and the method for adapting the action network, three different critic designs have been proposed in the literature: (1) Heuristic dynamic programming (HDP), which adapts a critic network whose output is an approximation of
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\( J(x(k)) \), (2) Dual heuristic programming (DHP), which adapts a critic network whose outputs represent the derivative of \( J(x(k)) \) [5], and (3) Globalized DHP (GDHP), which adapts a critic network whose output is an approximation of \( J(x(k)) \), but adapts it so as to minimise errors in the implied derivatives of \( J \), as well as \( J \) itself. The reader is referred to [123; 105] for full discussion about critic designs. In the following, DHP will be assumed to illustrate the adaptive critic method. Assuming the following type of cost function:

\[
J[x(k)] = U(x(k), u(x(k))) + < J[x(k+1)] >,
\]

where \( J[x(k)] \) is the cost to go from time \( k \) to the final time. \( U(x(k), u(x(k))) \) is the utility, which is the cost from going from time \( k \) to time \( k+1 \). And \( < J[x(k+1)] > \) is assumed to be the minimum cost from going from time \( k+1 \) to the final time. By defining a new variable called \( \lambda(k) \) as the derivative of the cost function with respect to the state \( x(k) \) at time \( k \)

\[
\lambda[x(k)] = \frac{\delta J[x(k)]}{\delta x(k)},
\]

then

\[
\lambda[x(k)] = \frac{\delta U[x(k), u(k)]}{\delta x(k)} + \frac{\delta U[x(k), u(k)]}{\delta u(k)} \frac{\delta u[x(k)]}{\delta x(k)}
+ \langle \lambda[x(k+1)] \frac{\delta x(k+1)}{\delta x(k)} \rangle + \langle \lambda[x(k+1)] \frac{\delta x(k+1)}{\delta u(k)} \frac{\delta u[x(k)]}{\delta x(k)} \rangle.
\]

(2.20)

Since \( \langle \lambda[x(k+1)] \rangle, U[x(k), u(k)] \) and the system model derivatives are known, then \( \lambda[x(k)] \) can be calculated. Finally the optimality equation is defined as

\[
\frac{\delta J[x(k)]}{\delta u(k)} = 0.
\]

(2.21)

The above two equations are usually used in dynamic programming to solve an infinite or finite horizon control policy.

The training process for the adaptive critic network comes in two stages. The training of the action network which outputs the optimal control policy \( u[x(k)] \) and the training of the critic network which approximates the derivative of the cost function \( \lambda[x(k)] \). As a first step in the training process, the critic and the action networks need to be designed and the initial weights of these networks should be randomised. Since the derivative of the utility function can be calculated, this in combination with the critic outputs and the system model derivatives, allow the use of Eq. (2.20) to calculate the target value of the critic \( \lambda^*[x(k)] \). The difference between \( \lambda^*[x(k)] \) and \( \lambda[x(k)] \) is used to correct the critic network, until it converges. The output from the converged critic is used in Eq. (2.21) solving for the target \( u^*[k] \) which is then used to correct the action network. Since the model of the system can be linear or nonlinear, this latter equation can be solved by using one of the numerical analysis methods, for example Newton’s method [63]. These two steps continue until a predetermined level of convergence is reached.

Other approaches to solve the adaptive control problem have been discussed in [125]. Among these are the back-propagation of utility using back-propagation through time, and the feed back error learning.
2.8 Summary and discussion

In this chapter the use of neural networks for identification and control was introduced. Models of the nonlinear plant as well as the identification procedure have been discussed. Three different control architectures for the use of neural networks in adaptive control problems were presented. To achieve the goal of this work which is estimating the uncertainty around the predicted output of the controller and using this estimate in a profitable manner, the inverse control architecture is chosen to be used in this thesis as an adaptive controller. The advantage of using the inverse control architecture in this work is that it provides an explicit way for estimating the uncertainty of the controller, as will be shown in chapter 4. In the inverse control architecture, the controller can be trained using supervised learning, in which the desired response (target values) in the training data plays a role of a teacher.

Since the series parallel identification model discussed in Section 2.5.2 can be assured to be globally stable, it will be used in this work. Providing that the series parallel model is chosen, only static neural networks will be required.

The decision of whether to use a RBF or MLP neural network is problem dependent. Therefore, both the RBF and MLP networks are used in this thesis.
Chapter 3
Uncertainty Estimation and Distribution Modelling

As demonstrated in Chapter 2, several control architectures have been developed in the literature to optimally solve nonlinear control problems. These architectures are developed to handle three main difficult problems in process control: complexity, nonlinearity and uncertainty. Because neural networks consist of nonlinear processing elements, they can handle nonlinearities in control processes easily. Compared with other nonlinear approximation methods, neural network are relatively less sensitive to noise and incomplete information, thus they can deal with higher levels of uncertainty in control problems. Resolving the uncertainty of neural network outputs however, has not been addressed in all of the developed control architectures. All the developed architectures in the neurocontrol field are based on the assumption that the output of a neural network is reliable. This assumption however may be inappropriate for the output obtained from a neural network presented with novel or unrepresentative input data. Moreover, in real world control problems it is important for the user to know how reliable is the predicted output from the controller to avoid instability problems if possible. In these situations qualitative measures for the uncertainty of the neural network output become necessary to validate the prediction from the neural network.

Different methods have been suggested in the literature for estimating neural network confidence intervals. Such methods allow us to approximate the distribution of the output given the model parameters and data, rather than predicting a single value (the mean) as in classical control approaches. Different assumptions of model specifications and data noise distributions have been used for different approaches with trade-offs in terms of complexity and efficiency among each approach. In real world control problems where real time control is necessary, knowledge about uncertainty should be provided in a timely manner, even if this information is suboptimal. Hence knowledge of the best error bar becomes useless if it takes too long to compute, or even if it requires expensive computations.

In this chapter we will make a comparative study of error bars obtained by three different neural network approaches. We will investigate the use of these three methods in providing an estimate for the error bar in control problems.

The definition of the confidence interval is firstly introduced in section 3.1. In section 3.2 the standard Bayesian method for estimating error bars is described. Different cases for modelling the confidence interval are also discussed. Section 3.3 discusses the Bayesian technique with input noise. Section 3.4 presents the Gaussian processes. The predictive error bar method is presented in sec-
tion 3.5. Other methods including maximum likelihood approaches and the bootstrapping method for error bar estimation are also discussed in section 3.6. A comparative study applied to a synthetic sine function between the Bayesian method, Gaussian processes and predictive error bar methods is given in section 3.7. In section 3.8, the three methods for estimating error bars are applied to a dynamical control example. Finally the discussion is given in section 3.9.

### 3.1 Confidence intervals

In this work we are concerned with control problems, so we focus on regression problems for error bar estimation. The development in this chapter will be based on using the RBF network with Gaussian basis functions, though other basis functions can be assumed under the same development.

In this work, model IV will be assumed as a representation model for the plant and the controller. For example in SISO dynamical systems the data in the approximation problem come in the form of a set of input output pairs \([u(k), y(k + d)]\) \(^1\). Therefore for the input vector \(u(k) = u^1(k), ..., u^N(k)\) in the set \(u(k)\), there is a target vector \(y(k + d) = y^1(k + d), ..., y^M(k + d)\) belonging to the set \(y(k + d)\).

The inference is made from a set of data \(D = \{u(k), y(k + d)\}\), the set of inputs and targets. As introduced in chapter 1, in real world problems noise usually affects the relation between the inputs and outputs. The targets are usually related to the inputs through a nonlinear function \(y(k + d) = g(u(k), x(k), \theta(k))\), with the noise being assumed to have a nonlinear effect on the relationship between the inputs and outputs. Here \(x(k)\) is a vector of the previous inputs and outputs of the system, \(x(k) = [y(k), ..., y(k - q + 1), u(k - 1), ..., u(k - p + 1)]\) \(^2\), \(q\), and \(p\) are the maximum delays of the output and input respectively. The regression problem is then to try and find a regression function \(\hat{g}(u(k), x(k), W)\) conditioned on the input values \([u(k), x(k)]\) and the weights of the model \(W\).

In the limit of infinite amount of data the regression function \(\hat{g}(u(k), x(k), W)\) approaches the conditional mean of the target data, by averaging over noise values. However, due to the noise on the target data, we cannot predict the output with certainty. The uncertainty in the predicted output is known as the predicted variance \(\sigma^2_{y(k + d)}\), and the confidence interval is specified by \(\pm \sigma_{y(k + d)}\). Several methods have been suggested in the literature to estimate the confidence limits for this prediction problem. Some of these methods calculate the residual error result from the regression problem \(|g(u(k), x(k), \theta(k)) - \hat{g}(u(k), x(k), W)|\). An estimation for the variability caused by the error term allow calculating the confidence interval, or more generally the prediction variance for the model. Other methods decompose the confidence interval of the model into several terms and provide an estimation for each term. They assume that the total variance around the predicted output of the nonlinear approximator can be expressed as the sum of estimated noise of the target values \(\sigma^2_{\theta}\) and the estimated variance around the parameters, \(\sigma^2_{y(k + d)} = \sigma^2_{\theta} + \sigma^2_{W}(u(k), x(k))\). In the following sections we will review three pragmatic methods for providing confidence interval estimation.

### 3.2 Bayesian techniques

In the Bayesian inference method to error bar modelling discussed in [77, 78, 13], there are basically two sources of error: the first is the deviation of the estimated neural network parameters from the

---

\(^1\) since we are using model IV as a representation model for the forward and inverse problems, the development for error bar estimation will be constructed assuming the dynamical model IV.

\(^2\) Because the input to the neural network is a vector of the previous input output, the problem can be considered as a MISO
real ones, the second is the intrinsic noise on the target data which is usually taken to be constant. These two terms are treated as independent and hence the total output error can be written as

\[ \sigma^2_{\gamma(k+d)}(s(k)) = \sigma^2_0(s(k)) + \sigma^2_W(s(k)), \]  

where \( s(k) = [u(k), x(k)] \), \( \sigma^2_0(s(k)) \) is the variance of the output due to the neural network parameter uncertainty, \( \sigma^2_W(s(k)) \) is the variance of the target data, and \( \sigma^2_{\gamma(k+d)}(s(k)) \) is the overall output variance. The errors due to model complexity are not considered in the above equation. Given the Gaussian approximation to the posterior weight distribution, and the assumption that the output depends linearly on the weight \( W_{MP} \) by its linear expansion around \( W_{MP} \)

\[ \hat{g}(s(k), W) = \hat{g}(s(k), W_{MP}) + G^T(W - W_{MP}), \]

where \( G \equiv \frac{\partial \hat{g}(s(k), W)}{\partial W} \) is the vector of derivatives of the outputs with respect to the weights measured at \( W_{MP} \), the distribution \( p[y(k+d)|s(k), D] \) is Gaussian with mean \( \hat{g}(s(k), W_{MP}) \) and variance \( \sigma^2_{\gamma(k+d)}(s(k)) \) given by Eq. (3.1), Appendix A.1.

The first term of \( \sigma^2_0(s(k)) \) is usually assumed to be constant and can be approximated by [13]

\[ \sigma^2_0(s(k)) = \beta^{-1} = \frac{2E_D}{N - Y}. \]

The second term in Eq. (3.1) is approximated by (Appendix A.1)

\[ \sigma^2_W(s(k)) = G^T(s(k))A^{-1}G(s(k)), \]

where \( A \) is the Hessian matrix of the error function measured at the most probable value of the weight \( W_{MP} \), \( N \) is the number of training examples, \( Y \) is the number of well determined parameters in the model and \( E_D \) is the error measured on the training set. The parameter \( \gamma \) according to the full Bayesian treatment of the error bars can be estimated by [13]

\[ \gamma = K - \alpha \text{ Trace}(A^{-1}), \]

where \( K \) is the number of parameters in the model and \( \alpha \) is a regularisation parameter estimated from

\[ \alpha = \frac{\gamma}{2E_W(W_{MP})}, \]

where \( E_W(W_{MP}) = (1/2)W_{MP}^T W_{MP} \). In implementing the full Bayesian approach both \( \alpha \) and \( \beta \) are reestimated. In this chapter the development for error bars assuming an RBF network was implemented using two different approaches. In the first approach, Bayesian error bars were estimated for a linear output layer only. In the second approach, the error bars were estimated by taking the derivatives with respect to the weights in the output layer in addition to the means and the variances of the radial basis functions.

### 3.2.1 Bayesian error bars for linear output layer only

For this case, the calculation of the approximate Bayesian error bars is simplified since the Hessian matrix is given by the following exact formula [13]

\[ A = \beta \phi^T \phi + \alpha I, \]
where $\phi$ is chosen to be an unnormalised Gaussian basis function. Because the output of the network depends linearly on the weights, direct matrix inversion was used to estimate the weight values using the following formula.

$$W = (\beta \phi \phi^T + \alpha I)^{-1} (\beta \phi^T) y(k + d),$$  \hspace{1cm} (3.8)

where $W$ is the weight vector in the output layer only, $\beta$ is the added noise to the output values, $\alpha$ is the prior of the weights, and $y(k + d)$ are the target values. The derivation of this formula is discussed in more detail in Appendix B.1.

### 3.2.2 Bayesian error bars by differentiating with respect to all parameters of the RBF network

In this case the Hessian matrix was calculated using the outer product approximation and is found to be

$$A = \beta G^T G + \alpha I,$$  \hspace{1cm} (3.9)

where $G$ is the weight gradient of the neural network output. But because in this case the error function is a nonlinear function of the network parameters, Levenberg-Marquardt training or other gradient methods become mandatory for the adjustment of the parameters. This, in turn, implies that the parameters can converge to local minima. Further, the adjustment of a single parameter of the network affects the output globally [129; 37]. Hence, in general, all the weights have to be adjusted simultaneously for each training data set. The updated formula for the weights was found to be, (since this is a new result, Appendix B.2 gives a more detailed derivation of this formula).

$$W_{new} = W_{old} - (\beta G^T G + (\alpha + \lambda) I)^{-1} [\beta G^T f(W_{old}) + \alpha W_{old}],$$  \hspace{1cm} (3.10)

where $f$ is the difference between the output of the network and the target values, $G$ is the weight gradient of the network output, $W_{new}$ is the new weight vector which includes the weights in the output layer and the means and variances of the RBF, $W_{old}$ is the old weight vector.

### 3.3 Bayesian regression with input noise

Wright [132] considered the possibility of accounting for uncertainty in the input in the Bayesian framework. His argument was that an estimate of uncertainty in the standard Bayesian method is incomplete, since in real world problems the input can also be subjected to noise as is the target. In his work, three sources of error are considered to contribute to the predictive error bar of the model. The first two are the deviation of the estimated neural network parameters from the real ones, and the intrinsic noise on the target data which are the same as in the standard Bayesian method. The third is the intrinsic noise on the input data provided that a model of the noise process exist. Again these three terms are assumed to be independent and hence the total output error can be written as

$$\sigma^2_{y(k + d)}(s(k)) = \sigma^2_W(s(k)) + \sigma^2_\epsilon(s(k)) + \sigma^2_{\eta}(s(k)),$$  \hspace{1cm} (3.11)

where $\sigma^2_W(s(k))$ is the variance of the output due to neural network parameter uncertainty, $\sigma^2_\epsilon(s(k))$ is the variance of the target data, $\sigma^2_\eta(s(k))$ is the variance of the input data, and $\sigma^2_{\eta(k + d)}(s(k))$ is the overall output variance. Similarly the error due to the model complexity is not considered in the above equation.
Again using the Laplace approximation the predicted distribution \( p[y(k + d) | \{s(k), D\} \) is Gaussian with mean \( \hat{y}(s(k), W_{MP}) \) and variance \( \sigma_y^2(s(k + d)|s(k)) \) given by Eq. (3.11), (Appendix A.2).

The updating equations for the first two terms in Eq. (3.11), \( \sigma_{\hat{y}}^2(s(k)) \), and \( \sigma_y^2(s(k)) \), are given by Eq. (3.4), and Eq. (3.3) respectively. The last term in the predicted variance \( \sigma_y^2(s(k + d)|s(k)) \) is approximated by

\[
\sigma_y^2(s(k)) = h^T \Sigma_{s(k)} h,
\]

where \( h = \partial \hat{y}(s(k), W) / \partial s(k) \) is the input gradient of the neural network output measured at the noisy input data \( z(k) \), and \( \Sigma_{s(k)} \) is the full covariance matrix of the input noise which is usually assumed to be a known constant small additive Gaussian noise.

The same updating formulas in Section 3.2.1, Eq. (3.8) for the linear output layer, and in Section 3.2.2, Eq. (3.10) for all the parameters of the RBF network can be used for the Bayesian method with input noise.

### 3.4 Gaussian processes

Another approach to error bar estimation is the Gaussian process model [79; 97; 127; 128]. This approach can be considered as the generalisation of a Gaussian distribution over a finite vector space to a function space of infinite dimensions. Just as a Gaussian distribution can be specified by its mean and covariance matrix, a Gaussian process is also specified by a mean and a covariance function. In general the mean and the variance of the predictive distribution are given by [85], Appendix C

\[
E[y^{N+1}(k + d)|y^1(k + d), ..., y^N(k + d)] = y^{N+1}(k + d) = K_i^T C_N^{-1} y(k + d),
\]

\[
\sigma^2_y[y^{N+1}(k + d)|y^1(k + d), ..., y^N(k + d)] = \sigma_y^2(s(k + d)|s(k)) = \kappa - K_i^T C_N^{-1} K_i,
\]

where \( y^N(k) = [y^1(k), ..., y^N(k)] \), is the set of training examples, \( y(k + d) = y^1(k + d), ..., y^N(k + d) \) is the set of training targets, \( K = [C(s^{N+1}(k), s^1(k)), ...., C(s^{N+1}(k), s^N(k))]^T \), \( C_N \) is the N×N covariance matrix for the training data from Eq. 15, and \( \kappa \) is the covariance matrix of the predicted data \( C(s^{N+1}(k), s^{N+1}(k)) \). \( C_N(s_i(k), s_j(k)) \) is an a-priori specified covariance function that determines the shape of the prior distribution taken over function space. In this work it is chosen to be

\[
C_N(s_i(k), s_j(k)) = \theta_1 \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \frac{(s_i(k) - s_j(k))^2}{r_i} \right) + \theta_2,
\]

where \( s_i(k) \) is the i-th component of \( s(k) \), I is the dimensionality of the vector \( s(k) \), and \( \theta_1, \theta_2, r_i \in \Theta \). In practice we will not have sufficient prior knowledge about the appropriate values for the hyper-parameters that define the covariance (\( \theta_1, \theta_2, \) and \( r_i \)). Therefore a prior distribution to the hyper-parameters should be given. Prediction is then made by estimating the posterior distribution of the hyper-parameters \( p(\theta|D) \alpha p(y(k + d)|s^N(k), \theta) p(\theta) \). This in turn requires computation of the log likelihood (the log of \( p(y(k + d)|s^N(k), \theta) \)) based on the N observed data

\[
\mathcal{L} = -\frac{N}{2} \log(2\pi) - \frac{1}{2} \log(\det C_N) - \frac{1}{2} y^T(k + d) C_N^{-1} y(k + d).
\]

The derivative of \( \mathcal{L} \) with respect to the hyper-parameter \( \theta \) have also to be computed to enable estimation of \( \theta \)

\[
\frac{\partial \mathcal{L}}{\partial \theta} = -\frac{1}{2} \text{Trace}(C_N) \frac{\partial C_N}{\partial \theta} + \frac{1}{2} y^T(k + d) C_N^{-1} \frac{\partial C_N}{\partial \theta} C_N^{-1} y(k + d).
\]
Hyper-parameters of the Gaussian process can then be estimated using one of the nonlinear optimisation methods. In this thesis the scaled conjugate gradient training method is used. This approach has two main disadvantages. Firstly, the requirement of inverting an $N \times N$ matrix which can be time consuming for large data sets. Secondly, numerical inaccuracies might result from that inversion.

3.5 Predictive error bars

The third approach to error bar estimation by neural networks is called predictive error bar estimation. It was first suggested by Satchwell in [112]. This approach is based on the fact that for a network trained on minimum square error the optimum network output approximates the conditional mean of the target data, or $y_{\text{opt}}(k + d) = < y(k + d)|s(k) >$, see Section 2.4. Hence for each input pattern $s(k)$ the local variance can be estimated as $||y(k + d) - y_{\text{opt}}(k + d)||^2$. If this variance is used as a target value for another neural network, then the optimum output of this second network is again the conditional mean of that variance $\sigma^2(s(k)) = < ||y(k + d) - y_{\text{opt}}(k + d)||^2 | s(k) >$. In [112], two neural networks are used to model the mean $y_{\text{opt}}(k + d)$ and the variance $\sigma^2(s(k))$ of the distribution model.

Lowe [76] performed a comparative study for three different methods of error bars estimation: The Bayesian technique, Gaussian processes, and the predictive error bar. As reported in [76], in the implementation of predictive error bars two neural neural networks are used. Each network shares the same input and hidden nodes, but has different final layer links which are estimated to give the approximated conditional mean of the target data in the first network, and the approximated conditional mean of the variance in the second network. Thus the second network predicts the noise variance of the predicted mean by the first network. This architecture is shown in Fig. 3.1.

Optimisation of the weights is a two stage process: The first stage determines the weights $W_1$ conditioning the regression on the mapping surface. Once these weights have been determined, the network approximations to the target values are known, and hence so are the conditional error values on the training examples. In the second stage the inputs to the networks remain exactly as before, but now the target outputs of the network are the error values. This second pass determines the weights $W_2$ which condition the second set of output weights to the squared error values $\sigma^2(s(k))$.

![Figure 3.1: The architecture of the predictive error bar.](image)
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3.6 Other methods of error bar estimation

So far we have discussed the most suitable methods for providing confidence interval estimation. However, there are other approaches to error bar estimation discussed in the literature. They can be divided into two groups: bootstrapping techniques and maximum likelihood approaches. Here we review these methods for completeness.

3.6.1 Maximum likelihood

An approach called the delta method [118; 107] can provide similar results to the Bayesian method but using a maximum likelihood approach. It is based on the assumption that the target is Gaussian distributed with \( \sigma^2_{y(k+d)} \) being the estimated variance by maximum likelihood

\[
\sigma^2_{y(k+d)}(s(k)) = \sum_{i=1}^{N} [y_i(k+d) - \hat{g}(s_i(k), W)]^2,
\]

where \( N \) is the number of training examples and \( y(k+d) \) is the desired target. Given the assumption that the outputs \( \hat{g}(s(k), W) \) depend linearly on the weights around the optimal value

\[
\hat{g}(s(k), W) \approx \hat{g}(s(k), W_{MP}) + G^T \Delta W,
\]

the confidence variance is given by

\[
\sigma^2_{W}(s(k)) = \sigma^2_{\hat{g}} G^T(s(k)) A^{-1} G(s(k)),
\]

here \( A = \partial^2 E_D / \partial W^2 \) is the Hessian \( G(s(k)) = \partial \hat{g}(s(k), W) / \partial W \) measured at \( W_{MP} \) is the gradient, and \( E_D(W) = 1/2 \sum_{i=1}^{N} (y_i(k+d) - \hat{g}(s_i(k), W))^2 \).

An estimate for the intrinsic noise in the target data is obtained by minimising the negative log likelihood \( p(D | W, \beta) = (\beta/2\pi)^{N/2} \exp(-\beta E_D(W)) \) with respect to \( \sigma^2_{\theta} = \beta^{-1} \)

\[
\sigma^2_{\theta} = \frac{2E_D}{N}.
\]

The total predictive variance is then

\[
\sigma^2_{y(k+d)}(s(k)) = \frac{2E_D}{N} + \sigma^2_{\theta} G^T(s(k)) A^{-1} G(s(k)).
\]

A similar approach called the sandwich estimator is also considered in [118]. This approach can perform well under model misspecification.

An alternative approach which is more efficient for estimating the confidence interval called error estimation by series association is developed in [62]. It can be understood as an improved approach to the stacked generalisation proposed by Wolpert [130].

In error estimation by series association two neural networks are used. The first network is trained to approximate the output function \( y(k+d) \) by a nonlinear approximator \( \hat{g}(s(k), W) \). The corresponding error signal from this approximation is then calculated \( \epsilon(s(k), W) = |y_i(k+d) - \hat{g}(s_i(k), W)| \). The second network takes as input the input vector \( s(k) \), the output vector of the first network, and provides an approximation to the error term \( \epsilon \). Because the output from the first network is directly connected to the inputs of the error estimation network, this method is called error estimation by series association.
Another approach for estimating the noise variance on the predicted output of the neural network is called the mixture density network [13]. Here the distribution of the targets is modelled by a Gaussian mixture with means variances and mixing coefficients as input dependent variables which are modelled using the outputs of the neural network. This approach can approximate any distribution to arbitrary accuracy. Full discussion of this approach is deferred to Chapter 6.

### 3.6.2 Bootstrapping

A straightforward method is based on bootstrapping [24; 107]. Here B independent samples are obtained, each sample is generated with n data points from the original data set. The n data points are drawn randomly with replacement from the available data set. Weight parameters of the regression model are determined for each bootstrap sample. The outputs of the different obtained regression models are averaged to provide an estimate of the mean value for the output

\[
\hat{g}(s(k)) = \frac{1}{B} \sum_{i=1}^{B} \hat{g}(s(k), W_i).
\]  

(3.23)

Since the bootstrap outputs \(\hat{g}(s(k), W_i)\) are noisy measurement of the true function \(g(s(k))\), then estimate of the confidence interval can be given by

\[
\sigma_{W}^2(s(k)) = \frac{1}{B-1} \sum_{i=1}^{B} [\hat{g}(s(k), W_i) - \hat{g}(s(k))]^2.
\]  

(3.24)

The predictive variance of the bootstrap samples is then given by

\[
\sigma_{y(k+1)}^2(s(k)) = \sigma_0^2 + \sigma_{W}^2(s(k)).
\]  

(3.25)

Although bootstrap methods provide the most accurate estimate for errors of predicted values as concluded in [118], this approach is impractical in applications of neural networks. This is because an optimisation of the model complexity and parameters need to be carried for each bootstrap sample. Moreover this approach is inappropriate for providing on-line estimation for the confidence interval as required in control problems.

### 3.7 Synthetic example

As a simple example for comparing the behaviour of the three different approaches to estimating error bars, consider the noisy sine wave regression problem. For comparison the same training data was used for each. There were 40 data points evenly sampled from a sine wave \(y = \sin(2\pi x), x = [0, 1]\). Gaussian noise \(N(0, \sigma_y^2) (\sigma_y = 0.1)\) was added to \(y\) to generate the noisy target \(t^N\), and \(N(0, \sigma_x^2) (\sigma_x = 0.1)\) was added to \(x\). Fig. 3.2 shows the result of the regression curves, the data used in the training stage, the actual function, and the calculated error bar displayed as 2\(\sigma\) curves around the local predicted means, by using an unnormalised Gaussian function as a basis function for the RBF network. Note that all models produce good regression curves, but the error bars are different. The Gaussian process error bars are small in the region of high noise, which should not be the case, in addition to that it requires significant computation time. The Bayesian error bars seem to be unrealistic by updating the weights in the output layer only. More realistic error bars are obtained by updating all the parameters of the network, since in this method we can see that the error bars are broad in the region of low
Figure 3.2: Error bar estimation from three different methods: (a) RBF network with standard Bayesian error bars (input noise term is not included), adapting the linear output layer only with 5 outer loops, in this case the final values for the hyper-parameters were found to be, $\alpha = 0.0006, \beta = 79.337$, and the number of hidden units was 2. (b) RBF network with standard Bayesian error bars (input noise term is not included), adapting all the parameters with 5 outer loops, in this case the final values for the hyper-parameters were found to be, $\alpha = 1.8, \beta = 101.8$, and the number of hidden units was 2. (c) RBF network with Bayesian error bars accounting for the input noise, adapting the linear output layer only with 5 outer loops, in this case the final values for the hyper-parameters were found to be, $\alpha = 0.0006, \beta = 79.337$, and the number of hidden units was 2. (d) RBF network with Bayesian error bars accounting for the input noise, adapting all the parameters with 5 outer loops, in this case the final values for the hyper-parameters were found to be, $\alpha = 1.8, \beta = 101.8$, and the number of hidden units was 2. (e) RBF network with predictive error bars, adapting all the parameters, the number of hidden units was 2. (f) Gaussian process model predictions with error bars, here the final values of the hyper-parameters were found to be, bias = 0.39, noise = 0.0095, inverse length scale = 15.27, vertical scale = 0.716
data density, it also displays large errors in the regions of noisy data. However, the predictive error bars require least processing time. In addition, since we use a neural network to model the residual errors on the target data this method can be considered to provide an estimation for any variability in the output, which can be due to the noise on the target data or due to the uncertainty in model parameters.

### 3.8 Control example

To demonstrate the problem of error bar estimation of dynamical systems as in control applications, the plant described by the following equation is taken as an example

\[
y(k + 1) = y(k) + u^3(k).
\]  

(3.26)

A series parallel identification model described by the following equation was chosen to identify the plant

\[
\hat{y}(k + 1) = N_t[y(k), u(k)],
\]  

(3.27)

where \( N_t \) is an RBF network with 2 inputs, a single output and 6 Gaussian basis functions.

In the training stage, the input \( u \) to the plant were generated uniformly over the interval \([-2, 2]\). Only 100 training patterns were used. For testing the resulting models, the input to the plant was generated from the following sine wave function

\[
u(k) = \sin \left( \frac{2\pi k}{25} \right) + \sin \left( \frac{2\pi k}{10} \right).
\]  

(3.28)

The result of three different approaches for estimating error bars is shown in Fig. 3.3. All models produce good approximations for the target data. The figures on the right hand side show the value of the estimated standard deviation against time from the three methods. From these figures we see that the Gaussian process error bars are very small compared to the Bayesian and predictive error bars. The result from the Gaussian process reflects the fact that there has been no additive or multiplicative noise added to the target values. Although the Bayesian method provides higher values for the standard deviation at the peaks of the target data, it is clear that the variability in the standard deviation of predictive error bars is higher.

### 3.9 Discussion

So far several methods for estimating error bars on neural network output predictions have been studied: the Bayesian error bar, Gaussian processes, and the predictive error bar. Bayesian methods for estimating the confidence interval of regression problems based on estimating a fixed, but unknown quantity. Three source of noise in the improved Bayesian method could be estimated. On the other hand the predictive error bar provides an estimation for a random variable, the error in the forecast. It is the most used method in control applications [125; 84], although ignored in all the current control architectures.

The predictive error bar method can provide a general stochastic model for the required prediction. However in this work it is assumed that the covariance matrix of the error, \( \langle ee^T \rangle \) is diagonal, and that the noise in the forecast follows a normal distribution.
CHAPTER 3. UNCERTAINTY ESTIMATION AND DISTRIBUTION MODELLING

Figure 3.3: Error bar estimation for a dynamical control problem from three different methods: (a) RBF network with standard Bayesian error bars (input noise term is not included), adapting all the parameters with 3 outer loops, in this case the final values for the hyper-parameters were found to be, $\alpha = 0.4225, \beta = 860.74$, and the number of hidden units was 6. (b) The value of the Bayesian estimation of standard deviation $\sigma$ against time. (c) RBF network with predictive error bars, adapting all the parameters, the number of hidden units was 6. (d) The value of the predictive error bar estimation for the standard deviation $\sigma$ against time. (e) Gaussian process model predictions with error bars, here the final values of the hyper-parameters were found to be, bias = 1.265, noise = 0.0008, inverse length scale = 0.422, vertical scale = 15.913. (f) The value of the Gaussian processes estimation for the standard deviation $\sigma$ against time.
Although it has not been considered in the literature, Bayesian methods can also provide an estimate for the full covariance matrix of the neural network model uncertainty. Since the estimate of the confidence interval is accomplished by assuming a prior distribution functions for the weight parameters and the target values of the neural network, an estimate for the covariance matrix of the noise terms in the Bayesian method can be provided as long as the posteriors of the distributions can be calculated. More specifically, the likelihood function in Bayes theorem has the following form, see Appendix A

\[
p(D|W) = \prod_{i=1}^{N} p(y_i(k + d)|s_i(k), D),
\]

\[
= \frac{1}{Z_D(\Sigma)} \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \{y_i(k + d) - \hat{y}[s_i(k), W]\} \Sigma \{y_i(k + d) - \hat{y}[s_i(k), W]\}^T \right),
\]

(3.29)
given that the output is a vector of dimension \(m\) now. As long as the normalisation factor \(Z_D(\beta)\), which is the product of \(N\) independent \(m\) dimensional Gaussians can be calculated, the rest of the derivation for estimating the confidence interval remains the same as for the multiple input single output case given in Appendix A.

\[
Z_D(\Sigma) = \int \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \{y_i(k + d) - \hat{y}[s_i(k), W]\} \Sigma \{y_i(k + d) - \hat{y}[s_i(k), W]\}^T \right) dy_1...dy_N.
\]

(3.30)

This integral can be easily evaluated to give,

\[
Z_D(\Sigma) = (2\pi)^{\frac{N \times m}{2}} |\Sigma|^{-\frac{N}{2}}.
\]

(3.31)

In real world modelling problems and control applications, adaptation to unexpected changes is essential, so it is important to obtain a fast estimate of the neural network output and error bars. Bayesian and Gaussian processes cannot be used in on-line learning methods. Also in its conventional form Bayesian methods do not include all possible sources of uncertainty. On the other hand, although not explicitly, predictive error bars include all possible sources of variation in the predicted output, whether it is due to noise added to the output, noise added to the input, or even due to weight uncertainty. Moreover, predictive error bars have been found to be more efficient in terms of computational power, and they can be used in case of on-line learning. Based on this, predictive error bar estimation will be used in this work.
Chapter 4

Incorporating Uncertainty for Stochastic SISO Nonlinear Dynamical System

In modern control theory nonlinear stochastic optimal control is of great importance, due to its immediate application to real world problems, where disturbances play an important part in the performance of control processes. In such situations, once the objective functional is defined we would ideally seek a dynamic programming solution. This however, is practically unfeasible, not least because of the unbounded search space which we need to try and maintain possible solution trajectories. The method of approximation we choose is to try and model the conditional uncertainty of the control signal by modelling its statistical properties, expressed in terms of a conditional distribution function, which would be generated by the real stochastic system under ideal circumstances. Since we are interested in nonlinear stochastic systems, a nonlinear controller is required to satisfactorily control such plants. The nonlinear controller can be viewed as a nonlinear approximation problem.

Recently, neural network models have evolved into favourite candidates in the field of nonlinear system identification and control, due to their ability to approximate multi-variable nonlinear mappings. Besides having nonlinear features, dynamic systems may have noise events affecting their inputs and outputs, and usually they are time-variant. Because artificial neural networks can be adapted on line [125; 95], usually they are capable of good performance in such situations. However for most real control problems where disturbances play an important part and where a relatively big sampling interval is used, the predicted output of the neural network is inherently uncertain.

Many researchers have considered the use of the uncertainty measure to build a more robust controller. Some of the recent works on the use of uncertainty have been discussed in Section 1.1.

Neural networks now have the ability to model general distributions rather than just producing point estimates, and in particular can produce an estimate of the uncertainty involved in its own predictions as discussed in Chapter 3. None of the recent works have considered the possibility of using the neural network's own estimate for error bars. In this chapter we address the use of this extra knowledge to approximate the conditional distribution of the control signal for stochastic systems of the form

$$y(k + d) = f(y(k), y(k - 1), ..., y(k - q + 1), u(k), ..., u(k - p + 1), \nu(k)),$$

(4.1)

where $y(k)$ is the measured plant output, $u(k)$ is the measured plant input, $\nu(k)$ is the noise affecting the plant output, $q$ is the maximum delay of the output, $p$ is the maximum delay of the input, $d$ is
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the relative degree of the plant.

After modelling the conditional distribution of the control signal we search for the optimal control law from the estimated control signal distribution, almost in the same way as dynamic programming, where the optimal control law is chosen to minimise a utility function

$$u_{\text{opt}} = \arg \min_{u \in U} J[M]$$

but with the advantage of avoiding the computation requirements for the dynamic programming.

The chapter starts by discussing dynamic programming in section 4.1. The adaptive inverse control problem together with a literature survey on the use of this method and its disadvantages is presented in section 4.2. The various sources of uncertainty in the control field together with a general discussion about the best way of estimating uncertainty are provided in section 4.3. Section 4.4 deals with distribution modelling of the inverse model which in turns provides an estimate about the uncertainty in the controller. The problem formulation for incorporating uncertainty of the inverse model to improve the controller performance in addition to the developed algorithm for incorporating uncertainty and the advantages of this algorithm is presented in Section 4.5. Section 4.6 discusses the stability analysis for the updating rule in the proposed control algorithm. A SISO stochastic dynamical system is used in section 4.7 to verify the theoretical development for the proposed control algorithm. Section 4.8 provides some analysis on the expected distribution in the output space results from applying different control values to the forward model of the system. Section 4.9 discusses alternative decision criteria. The chapter discussion is give in section 4.10.

### 4.1 Dynamic programming

In control theory, dynamic programming provides the best approach for solving highly nonlinear systems, stochastic control problems and constrained nonlinear systems. The computational procedure of dynamic programming, which is based on the direct search method, guarantees the achievement of the absolute minimum cost, avoids the troublesome questions of existence and uniqueness, and can handle constraints.

![Diagram of optimal paths](image)

Figure 4.1: Optimal paths resulting from all admissible decisions at state c.

The computational procedure of dynamic programming employs Bellman’s principle of optimality to search for a sequences of decisions which define an optimal control strategy. For the process shown in Figure 4.1, if the current state is given by c and the goal state is given by g, then there are several optimal paths to the goal state g, which may result from all admissible decisions at c [124]. According to the principle of optimality if the segment c – d is the initial segment of the optimal path from c – g,
then $d - g$ is the terminal segment of the optimal path. Applying the same principle to paths $c - e$ and $c - f$, yields that the decisions of paths $c - d$, $c - e$, and $c - f$ are the only admissible decisions for achieving the optimal trajectory from $c$ to $g$. The optimal trajectory from state $c$ to $g$ can then be obtained by comparing the minimum cost of all the admissible decisions:

$$J^{*}_{c,d,g} = J_{c,d} + J^{*}_{d,g},$$

$$J^{*}_{c,e,g} = J_{c,e} + J^{*}_{e,g},$$

$$J^{*}_{c,f,g} = J_{c,f} + J^{*}_{f,g},$$

(4.3)

where $J^{*}_{c,d,g}$ is the minimum cost to go from the current state $c$ to the goal state $g$ via intermediate state $d$.

For multistage control processes this can be written in the following general form

$$J^{*}_{k,k+1,N} = J_{k,k+1} + J^{*}_{k+1,N}.$$  

(4.4)

Consider the optimal control problem where finding the optimal control strategy that minimises a prespecified performance measure is the main objective. Minimising a performance measure requires finding a minimum value of a functional, which is a problem in the calculus of variations.

The optimal control problem then reduces to that of choosing $u(k)$ so as to minimise the time integral of a measure of instantaneous cost

$$J = \int_{0}^{T} l(x(t),u(t),t)dt,$$

$$= \sum_{k=0}^{K} l(x(k),u(k),k),$$

(4.5)

where $x(k)$ is the state at time $k$, $u(k)$ is the control at time $k$, and $l$ is the instantaneous cost which is a function of the state and control variables, and where $u(k)$ and $x(k)$ are connected by the following difference equation

$$x(k + 1) = g(x(k),u(k),k).$$

(4.6)

Applying the principle of optimality to this problem provides an iterative procedure for determining the optimal control [70; 8]. This iterative procedure is given by the following recurrence relation

$$J(k) = \min_{u \in U} \left( l(x,u,k) + J(g(x,u,k),k + 1) \right).$$

(4.7)

Full derivation of Eq. (4.7) is given in Appendix D. Equation (4.7) describes an iterative relation for determining $J(k)$ from knowledge of $J(k + 1)$. The optimal control is then defined as

$$u^*(k) = \arg \min_{u} \left( l(x,u,k) + J(g(x,u,k),k + 1) \right).$$

(4.8)

The range of the state variables and the admissible controls can vary with time. For stochastic control problems where the state is driven by a random forcing vector $\tilde{v}$, $x(k + 1) = g(x(k),u(k),\tilde{v})$, the functional equation can be determined by minimising the expected value over the random forcing vector $\tilde{v}$

$$J(k) = \min_{u \in U} \left( \mathbb{E} \left[ l(x,u,k) + J(g(x,u,k),k + 1) \right] \right).$$

(4.9)

Dynamic programming is the only exact and efficient method for calculating the optimal control law in noisy and nonlinear environments. However, the cost of finding an optimal control law using
dynamic programming is proportional to the number of possible state in the plant, which in turn grows exponentially with the number of variables in the plant. Moreover, dynamic programming performs poorly when the order of the system increases. In addition to the computational complexities involved in the dynamic programming methods, dynamic programming assumes the presence of an accurate forward model for the plant to search ideally for the optimal control law.

The purpose of the techniques described in the next sections is to find an approximate solution for the dynamic programming problem. Basically, the optimal control law is derived by modelling the conditional distribution of the controller (the inverse model of the plant) which provides information about the inherent uncertainty of the controller. The conditional distribution of the controller is then used to search for a better control law provided that a representative forward model of the plant can be obtained.

4.2 Adaptive inverse control

The classical inverse adaptive control technique is shown in Fig. 4.2. The neural network is learning to recreate the input that created the desired output of the plant. So in this case the desired response for the adaptive controller is the plant input \( u(k) \). The inputs to the inverse model can be put into three different groups: (1) past process inputs \([u(k-1), \ldots, u(k-p+1)]\) (2) past and present process outputs \([y(k), \ldots, y(k-q+1)]\) (3) desired process output \(y(k+d)\). More specifically the inverse model is given by the following functional relationship [51; 106; 2; 7]

\[
\hat{u}(k) = N_f^{-1}(y(k+d), y(k), \ldots, y(k-q+1), u(k-1), \ldots, u(k-p+1)).
\] (4.10)

The implementation of the neural inverse model in process control has been considered by other authors. In [10] the use of the inverse model in process control as part of the internal model control, IMC is proposed. In this control scheme both the neural forward model and the inverse models are employed. The use of the content addressable memories, CAM, as an inverse dynamic model is proposed in [4]. In this case the learning can be done in one trial and the error signal need not be calculated. Albus [2] has proposed a unique control scheme called the cerebellar model articulation controller, (CMAC). This control scheme is basically a table look up technique for representing complex, non-linear functions \( f(x) \), where \( x \) is the discrete input state vector of given dimension. Each point in the input space \( X \) maps to \( C \) locations in a memory having the same dimension as the state vector. The value of the function \( f(x) \) is then determined by summing the values at each of the corresponding locations in the memory. This scheme has been considered further in [83].

The inverse controller contains adjustable parameters that control its impulse response. An adaptive algorithm is usually used to automatically adjust the controller parameters to minimise some function of the error (usually mean square error, although other error functions can also be used). The error is defined as the difference between the input of the plant \( u(k) \), and the actual output of the controller \( \hat{u}(k) \). Many such algorithms are described in the reports and textbooks by Narendra and Parthasarathy [95] and by White and Sofge [125]. In this work the scaled conjugate gradient method is used. For details of this method see [13].

Using the input of the system \( u(k) \) as a training signal in the inverse controller will force the network of the inverse model to represent the inverse of the plant. However this approach has several drawbacks:
The learning procedure is not goal directed, since in direct inverse control we are trying to minimise the error between the plant input $u(k)$ and the network output $\hat{u}(k)$, $e = |u(k) - \hat{u}(k)|$, while the goal in control problems is usually to make the system output $y(k + d)$ follow a prespecified desired output $y_{ref}(k + d)$. Using the direct inverse control architecture to make the plant follow the desired response will work only if the desired response happens to be sufficiently close to the system outputs that were used during the training process. The successful application of this method depends largely on the ability of the neural network to generalise and interpolate in regions where it requires to find the control signal for inputs that have not been in the training set. This in turn requires the training signal to be sampled over a wide range of system inputs to cover the actual operational range of the system.

Obtaining the inverse of the system may not be possible in problems where the mapping is not one-one. This problem will be considered further in Chapter 6.

To overcome these problems, Psaltis [106] has suggested the use of a specialised learning architecture. In this approach both forward and inverse models of the plant are used. The controller in this approach has the advantage that it is trained to span the desired operational output space. This means that the input to the inverse controller in this control architecture is the reference or command signal. The inverse model is then trained to minimise the error between the system response and the desired response, $e = |y(k + d) - y_{ref}(k + d)|$. The actual system output is replaced by the forward model output $\hat{y}(k + d)$ to allow calculating the required derivatives. The forward model is usually assumed to be a good representation of the plant and its parameters are not adapted with the inverse model parameters. Using this control architecture is supposed to overcome both of the above problems in the direct inverse control. Other control architectures have also been proposed to overcome these problems, see Chapter 1.

![Figure 4.2: Training of an inverse controller.](image)
4.3 Uncertainty

Uncertainty in process control can be related to different sources. Consider the following deterministic transformation problem

\[ a(k+1) = g(a(k), b(k)). \]  

(4.11)

This equation implies that the output of the model is known exactly before and after the occurrence of the transformation, which may result from applying a new input value. Opposite to this is the situation where the choice of certain input values \( b \) may lead to a non-unique transformation. This means that the choice of one input value \( b \) may lead to a set of possible output values \( a \). Taking the value \( b(3) \) as an input to the model at time instant 3, the transformation will yield the output \( a(41) \), sometimes \( a(42) \) and so on. Both of the above situations are shown in Figure 4.3.

This can be due to different sources of variations.

- It can be due to the incomplete knowledge we may have about the process itself.
- The transformation relationship between the input and the output variables may itself be a nondeterministic relationship. This can be related to several disturbances that can affect the input-output relationship.
- The lack of knowledge for determining the right cost function, which provides the basic ground to optimise the model which provides the prediction output.
- Since in most of the cases the description model is a parameterised function of the input, the parameters of the model itself can be uncertain.

To illustrate these points, consider the problem of predicting the value of the force in the pole balancing problem. The force is supposed to avoid failure, where failure in this problem is defined as the event of pole failing past a certain angle or the cart running into the bounds of its track.

To analyse this problem in some detail given the angle of pole, the angular velocity of pole, the horizontal position of the cart's centre, the velocity of the cart, the velocity of the wind, the force of friction, and other information, we need to find the mathematical model to predict the amount of force needed to be applied to avoid possible failure by balancing the pole. Finding a suitable mathematical model will require combining all the experimental, physical, theoretical and computational programs to provide an estimation for the model parameters. Estimating the model parameters will require defining a cost function, which in turn should affect the accuracy of the estimate.

Even if all this is achieved and providing that a suitable mathematical model could be estimated, an exact prediction can never be obtained. The first thing that will be observed is that small changes in the initial conditions, will result in a large change in the predicted force value. This means that an unstable process is under consideration.

Looking for an exact prediction can be considered to be very difficult and requires a very precise tool. Since exact solutions are then unattainable, approximate solutions are the only way.

In these situations if a better prediction for the desired output is required, additional information in terms of the uncertainty knowledge should be included. There are many approaches and mathematical models for providing an estimate of the uncertainty. The best general way of estimating uncertainty can be described in terms of modelling the probability distribution for the desired prediction.
Figure 4.3: Stochastic versus deterministic transformation: (a) The transformation relationship between the input and the output can be represented by a deterministic function $h$. (b) The transformation relationship between the input and the output is affected by a random forcing vector $\tilde{v}(k)$

4.4 Distribution modelling of control signals

In classical inverse control the challenge is to build a neural network that will take past values of the input and output of the plant $x(k) = [y(k), ..., y(k - q + 1), u(k - 1), ..., u(k - p + 1)]$ and the desired output value $y_{ref}(k + d)$ as an input, and outputs the control signals $u(k)$ (assuming $d$ relative degree), which will move the plant output to the desired value. In this work the aim is to model the statistical properties of the control signals, $u(k)$, expressed in terms of the conditional distribution function $p(u(k)|s(k))$. Here $s(k) = [y_{ref}(k + d), x(k)]$ is the input vector to the neural inverse model.

For dynamical systems it is reasonable to assume that the output of the system $y(k + d)$ is a function $f$ of its input $u(k)$ and the delayed vector $x(k)$. Furthermore in the case of a one-to-one mapping, and only in this case, the inverse of the function denoted by $f^{-1}$ can be defined. In this case a feed-forward neural network trained using the sum of the square error function (between the input of the system $u(k)$ and the actual output of the controller $\hat{u}(k)$) can perform well. For this case the distribution of the target data can be described by a Gaussian function with an input-dependent mean (given by the outputs of the trained network), and an input-dependent variance (given by the residual error value).

However, if the inverse of the function $f$ can not be defined uniquely, then the direct inverse mapping $f^{-1}$ found by using the sum of the square error function between the input of the system and the actual output of the controller can not be used to tell us how to choose the control signal $u(k)$ so as to reach the desired response $y_{ref}(k + d)$. Therefore, assuming a Gaussian distribution can lead to a very poor representation of the control signal. In this case a more general framework for modelling conditional probability distributions is required. This general framework is based on the use of the mixture density network, and will be discussed in Chapter 6. In the following, only Gaussian functions for control signals will be discussed.

4.4.1 Gaussian distribution of control signals

If a neural network has been used to model the adaptive inverse controller, it can also model the conditional distribution of the target data (the control signal) by modelling the conditional uncertainty involved in its own predictions. Different methods for estimating the uncertainty around the predicted output of a neural network have been presented in Chapter 3. In this work the predictive error bar
method will be used.

In Section 2.4 it has been shown that the optimum network output approximates the conditional mean of the target data. In the inverse model this means \( f_{\text{opt}}^{-1}(s(k)) = \langle u(k) | s(k) \rangle \). Therefore the local variance of the control signal can be estimated as \( ||u(k) - f_{\text{opt}}^{-1}(s(k))||^2 \).

For implementation of predictive error bars, we follow the method presented in [76], where two neural networks are required. See Section 3.5 for details, here is just a brief discussion. For the RBF networks, both networks share the same inputs and hidden layer parameters. Only the final layer parameters need to be optimised given different target values in both of the networks. The first network is firstly optimised to produce the control signals. Once the parameters of the first network are optimised, the residual error can be calculated. The parameters in the second network are then optimised to predict the residual errors \( ||u(k) - f_{\text{opt}}^{-1}(s(k))||^2 \).

The same method can be used for the multi-layer perceptron network. Here two different networks with different parameter values but with the same input are used. The parameters of the first network are optimised such as to produce the control signal. The parameters of the second network however, is optimised such as to produce the calculated variance which can be obtained after optimising the first network.

### 4.5 Problem formulation and solution development

Dynamic programming is a powerful tool in stochastic control problems [86; 69]. However, it performs poorly when the order of the system increases. The algorithm proposed here is based on incorporating the uncertainty knowledge from the neural network to avoid the computational requirements for the dynamic programming solution for stochastic control problems, see [41].

Before the proposed method is discussed, the objective of the control problems we are interested in is firstly formulated. In this work the optimal control law is obtained by minimising the following cost function

\[
e = ||u(k) - \hat{u}(k)||^2, \quad (4.12)
\]

where \( u(k) \) is the actual input to the system, and \( \hat{u}(k) \) is the inverse model output. The probability distribution of the inverse model can then be estimated utilising properties of the least square error function. Using the predictive error bar method, the probability distribution of the control signal is estimated. It is assumed to be Gaussian given by

\[
p(u(k) | y(k + d), x(k)) = \frac{1}{(2\pi \sigma^2(k))^{1/2}} \exp \left( - \frac{(u(k) - \hat{u}(k))^2}{2\sigma^2(k)} \right), \quad (4.13)
\]

where \( \hat{u}(k) \) is the mean value conditioned on the input, and \( \sigma^2(k) \) is the variance conditioned on the input as well.

Modelling the probability distribution of the inverse model provides information about the uncertainty in the predicted output of the inverse model. The main objective in this work is to use this estimate for the uncertainty around predicted outputs of the inverse model so as to make the probability of the deviation between the process output \( y(k + d) \) and the desired output \( y_{\text{ref}}(k + d) \) greater than zero equal to zero

\[
\text{prob}[|y(k + d) - y_{\text{ref}}(k + d)| > 0] = 0. \quad (4.14)
\]
Equation (4.14) defines the objective functional. However, the output of the inverse model has already been trained to provide the control value which should bring the output of the process to follow the desired value. Accepting the fact that predicted output of the inverse model can never be exact and taking knowledge of uncertainty around its prediction, we can then try and maintain the condition given in Eq. (4.14).

Since uncertainty of the predicted output of the inverse model is modelled by estimating the probability distribution of the inverse model, we search for an algorithmic approach yielding numerical solutions to the minimisation problem. The proposed method is equivalent to sampling values from the distribution of the control signal \( u \) and using the function value alone to determine a reasonable minimisation of the objective functional. Using the gradient information of the objective functional, although it would be more efficient, is not exploitable here due to the random sampling nature of the algorithm and the potential stochastic nature of the plant. To suit the development of the minimisation problem, the objective functional of Eq. (4.14) is rewritten in the following form

\[
\| y(k+1) - y_{ref}(k+1) \| = 0. \tag{4.15}
\]

Since the inverse controller has been optimised over the entire range of possible output values the functional given in Eq. (4.15) could be maintained at each instant of time without carrying the integral over time as in Eq. (4.5) for the dynamic programming case.

Therefore an optimal control law so as to achieve the condition of Eq. (4.15) is required. Maintaining this condition will be subjected to the possible control values resulting from the distribution of the inverse model for a specific input value

\[
J(k) = \min_{u \in U} \{ y(k+1) - y_{ref}(k+1) \}, \tag{4.16}
\]

where \( U = \{ u_1, u_2, \ldots, u_k \} \) is the set of samples from the estimated distribution of the controller.

Equation (4.16) requires applying the sampled values from the control signal distribution to the actual process to see their effect. This however is not allowed in real world applications. Only one control value which is supposed to be optimal can be forwarded to the actual process. Nevertheless, it is common to build a stochastic model for the system output by simply writing

\[
y(k+1) = g(u(k), x(k)) = \hat{g}(u(k), x(k), W) + \xi(u(k), x(k), \hat{W}), \tag{4.17}
\]

where \( \hat{g}(u(k), x(k), W) \) is the forward model of the plant, \( \xi(u(k), x(k), \hat{W}) \) is the uncertainty around the predicted output of the forward model, and where \( x(k) = [y(k), y(k-1), \ldots, y(k-q+1), u(k-1), \ldots, u(k-p+1)] \).

Ignoring the uncertainty, \( \xi(u(k), x(k), \hat{W}) \), in the forward model and replacing the actual output of the system by the predicted mean value of the forward model yields

\[
J(k) = \min_{u \in U} \{ \hat{g}(u(k), x(k), W) - y_{ref}(k+1) \}. \tag{4.18}
\]

In stochastic control problems the forward relationship from the input to the output can also be driven by a stochastic component

\[
y(k+1) = g(x(k), u(k), \nu(k)). \tag{4.19}
\]

If this is the case then the criterion function given by Eq. (4.18) needs to be modified. The following new criterion function can now be introduced

\[
J(k) = \min_{u \in U} \left( \mathbb{E} \left[ (\hat{g}(u(k), x(k), \nu(k)) - y_{ref}(k+1))^2 \right] \right). \tag{4.20}
\]
The minimum is now taken over all admissible control values from the control signal distribution and the expected value over the stochastic component \( \bar{v} \). Assuming that the probability distribution of the stochastic component is known

\[
J(k) = \min_{u \in U} \left( \mathbb{E}_{\bar{v}} \left[ (\hat{y}(u(k), x(k), \bar{v}(k)) - y_{ref}(k + d))^2 \right] \right),
\]

\[
= \min_{u \in U} \left( \int \left( (\hat{y}(u(k), x(k), \bar{v}(k)) - y_{ref}(k + d))^2 \right) p(\bar{v}) d\bar{v} \right).
\]  

(4.21)

An approximation method can be used to evaluate the quantity inside the brackets in Eq. (4.21). Since the true distribution of the stochastic component is assumed to be known, the integral can be approximated by the following finite sum

\[
\int \left( (\hat{y}(u(k), x(k), \bar{v}(k)) - y_{ref}(k + d))^2 \right) p(\bar{v}) d\bar{v} = \frac{1}{L} \sum_{l=1}^{L} \left[ (\hat{y}(u_{l}(k), x(k), \bar{v}_{l}(k)) - y_{ref}(k + d))^2 \right],
\]

(4.22)

where \( \bar{v}_{l}(k) \) represents a sample from \( p(\bar{v}) \), and hence Monte Carlo sampling method. Equation (4.22) implies that if the probability distribution for the output of the forward model is given, the expected value of the criterion function could be minimised.

### 4.5.1 Neural network development for incorporating uncertainty

Once properly trained, the inverse model can be used to control the plant since it can create the necessary control signals to cause the desired system output. Despite the fact that neural networks have been accepted as a suitable model for capturing the behaviour of nonlinear dynamical systems, it is also accepted that such models should not be considered exact. The algorithm proposed here circumvents the dynamic programming scaling problem by using the predicted neural network error bars to limit the possible control solutions to consider. Accepting the inaccuracy of neural networks and assuming the output of the inverse control network can be approximated by a Gaussian distribution of control signals, the mean and variances can be obtained as discussed previously. Using just the mean estimate of the control is typically suboptimal in nonlinear systems. Even though the Gaussian assumption used here is an approximation, using the on-line variance estimate of the neural network determines a region around the predicted mean value where sampling can be used to obtain a better estimate of the control signal than the mean. The distribution assumption is Gaussian but the predicted mean and variance are nonlinear functions of previous states, thus allowing for good models of forward and inverse plant behaviour provided the inverse plant is a function. If this is not the case a similar approach, but using Gaussian mixtures (a mixture density network) could be employed. The use of the mixture density network to model general conditional distributions will be discussed in Chapter 6.

Based on estimates of the mean and variance of the distribution of control signal values, we can construct the following algorithm incorporating the uncertainty directly. The block diagram of this algorithm is shown in figure 4.4.

1. Based on the pre-collected input-output data, an accurate model of the process is constructed and trained off-line. It is assumed to be described by the following neural network model:

\[
\hat{y}(k + d) = N_f(y(k), y(k - 1), ..., y(k - q + 1), u(k), ..., u(k - p + 1)).
\]

(4.23)
2. An accurate inverse model of the plant should also be constructed, and trained off-line to approximate the conditional mean of the control vector and the conditional variance. It is assumed to be described by the following neural network

\[ h(k) = N_t^{-1}(y(k + d), y(k), y(k - 1), ..., y(k - q + 1), u(k - 1), ..., u(k - p + 1)), \]  

(4.24)

\[ \hat{u}(k) = h(k)W_1, \]  

(4.25)

\[ \text{var}_{u(k)} = h(k)W_2, \]  

(4.26)

where \( h(k) \) is the predicted hidden variable from the neural network at each instant of time \( k \). \( W_1 \) is the weight of the linear layer estimated to predict the conditioned mean of the control signal. \( W_2 \) is the weight of the linear layer estimated to predict the variance of the predicted control signal.

3. Define the desired response of the plant by defining a suitable reference model, which should be chosen to have the same relative degree as that of the plant.

4. At each instant of time \( k \) the desired output is calculated from the reference model output.

5. Bring the control network on-line and at each time \( k \) estimate the appropriate control signal from the controller and the variance of that control signal. The control signal distribution is then assumed to be Gaussian and given by

\[ p(u(k) \mid y_{\text{ref}}(k + d), x(k)) = \frac{1}{(2\pi\sigma^2(k))^{1/2}} \exp\left(-\frac{(u(k) - \hat{u}(k))^2}{2\sigma^2(k)}\right), \]  

(4.27)

where \( \sigma^2 \) is the variance of the control signal \( \text{var}_{u(k)} \), and \( x(k) = [y(k), y(k - 1), ..., y(k - q + 1), u(k - 1), ..., u(k - p + 1)] \).

6. Generate a vector of samples from the control signal distribution. That vector of samples is considered as the admissible control values at each instant of time. The number of samples is chosen based on the value of the predicted variance of the control signal, number of samples = \( K \times \text{var}_{u(k)} \). This equation determines the number of samples based on the confidence of the controller about the predicted mean value of the control signal. So more samples are generated for larger variance.

7. Feed these samples to the system model and calculate the output from each sample.

8. Based on the effect of each sample on the output of the model, the most likely control value is taken, which is assumed to be the value that minimises the following cost function.

\[ J(k) = \min_{u \in U} \mathbb{E}[(\hat{y}(k + d) - y_{\text{ref}}(k + d))^2], \]  

(4.28)

where \( U \) is a vector containing the sampled values from the control signal distribution, \( \mathbb{E} \) is the expected value of the cost function over the random noise variable \( \hat{v} \). Since a neural network is used in this work to model the system, and because the neural network predicts the mean value for the output of the model averaged over the noise on the data, the above function can be optimised directly.

Figure 4.4: The block diagram of the proposed optimisation method. The input and the output of the plant are passed through a shift register (SR) so as to generate the required past input and output values.

4.5.2 Advantages of proposed method

The classical inverse controller is trained so as to minimise the error between the actual input of the system and the inverse model output \( e = \| u(k) - \hat{u}(k) \|^2 \). In this architecture the inverse model is trained on the data that is coming from the plant. After training the inverse model it should be able to take the desired response as an input and produce the appropriate control value so as to make the output of the plant \( y(k + d) \) approach the desired output \( y_{ref}(k + d) \). However this will work only if the desired output happens to be very close to one of the system outputs that have been used in the training stage.

Therefore, although the training of the inverse model in the direct inverse approach is not goal directed, an estimate for the probability distribution of the inverse of the plant could be made. This means that the distribution of the inverse model \( p(u(k)) \) tells us about a generic unconditional range of possible control values, irrespective of what we want to use it for. This can be compared to the hidden layer of the RBF network. It is only when the final layer is added that the RBF can be specialised to classification, regression or other objectives.

The probability distribution of the control signal which characterises the inverse model of the plant can then be optimised using a utility function which suites the objective of the problem. As an example consider the problem of tracking a given desired trajectory. In this case and according to the proposed method, sampling from the distribution of the control signal can be assumed so as to minimise the error between the system output and the desired trajectory \( J(k) = \min_{u \in \mathcal{U}} \| y(k + d) - y_{ref}(k + d) \|^2 \), with \( \mathcal{U} \) being the set of samples from the distribution of the inverse model. The same distribution can also be used to find the shortest distance path through a maze or finding the most likely path to arrive, but with different utilities.

This is one of the main advantages of the proposed approach where the distribution of control signal \( p(u(k)) \) which characterises the inverse model of the plant is approximated using a neural
network, but this is not optimised using knowledge of how the plant output should be used or what is the operational range of the plant output (since this information is not known a priori).

For situations where the inverse model could be accurate enough to predict output values over the entire operational range, irrespective of what is the objective of the control problem, the proposed sampling approach would have no advantage over the direct inverse approach. This could be easily verified by looking at the values of the predicted uncertainty of the inverse model. If the uncertainty around the predicted value of the inverse model is small, and if the forward model is insensitive to small variations in the input signal then this means that the optimal control value is close to the mean value and little benefit would be obtained from sampling. On the other hand, if the predicted value of the uncertainty around the predicted mean value of the inverse model is large, then a better control value than the mean could be obtained. More details are given in Table 4.1.

Taking samples from the distribution of the inverse model and searching for the value that minimises a utility function rather than using gradient information of a utility function guarantees obtaining the absolute minimum of utility rather than a relative minimum. This has been addressed in Bellman’s book [9]. Restricting the allowable control values at each stage to come from the distribution of the inverse model simplifies the search process and reduces the computing effort.

Finally we come to the point where the forward model is considered to be driven by a random forcing component. In these situations the integral of the utility function over the random variable needs to be carried out. This is not easy to be done analytically. Searching for the optimal control law allows us to approximate this integral by the finite sum as given in Eq. (4.22).

<table>
<thead>
<tr>
<th>Sensitivity of forward model</th>
<th>Variance of inverse model</th>
<th>Sampling benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>sensitive</td>
<td>large</td>
<td>✓</td>
</tr>
<tr>
<td>sensitive</td>
<td>small</td>
<td>✓</td>
</tr>
<tr>
<td>insensitive</td>
<td>large</td>
<td>×</td>
</tr>
<tr>
<td>insensitive</td>
<td>small</td>
<td>×</td>
</tr>
</tbody>
</table>

Table 4.1: Sampling benefit compared to the variance of the inverse model and the sensitivity of the forward model.

4.6 Stability analysis

The problem of dynamical control systems stability is one of the important subjects in real world systems. As an example, when a controller is designed for chemical control processes it should be shown first that this controller cannot destroy the plant and the controller should provide a proof of stability. Lyapunov methods played an important part in proving the stability of dynamical control systems; however in control theory the problem of stability is the problem of whole system stability made up of the unknown system, the controller and the updating rule for both of the controller and the system in certain situations.

According to the Lyapunov method a dynamical control system with the state vector $x$ around a stationary point is said to be stable if one could find a positive definite continuous function of $x$, $V(x)$ called a Lyapunov function such that its time derivative $\partial V(x)/\partial t$ along a system trajectory is non-positive definite [3].
Although the Lyapunov method is shown to be applicable to nonlinear dynamical systems, obtaining successful results, however, may not be an easy task [99].

In control theory partial or complete linearisation for the dynamical systems has been applied to prove stability of nonlinear systems [71]. This means that one can proceed easily by applying the theory of stability analysis of linear systems. However, it has been shown that although linear approximations could be used to prove stability around stationary operating points, nonlinearities should be examined to provide proof for asymptotic stability [110].

One of the successful fields for the theory of linear approximation is the feedback linearisation control methods. In this control area proof of stability has been provided for both the classical feedback linearisation control theory and the neural network. Here, a linear approximation of the system is firstly obtained. The problem of adaptive control is then to find a smooth state feedback control law defined locally around a stationary point, with the property that the corresponding closed loop system is asymptotically stable at that point [52].

Another important subject for the stability of nonlinear control systems is the adaptation procedure. This can be proved by showing the convergence of either: (1) the parameters of the nonlinear adaptive filter (2) the output error. For the objective of this work, the convergence of the output error is more important, which will be shown in the next section.

### 4.6.1 Error convergence

The development of the previous section was based on updating the control signal from its estimated distribution. Here the Lyapunov method is used to determine stability and convergence of the output error for the proposed updating rule of the control signal [40]. The Lyapunov function $V_j$ is defined as

$$ V_j = e_j^2. \quad (4.29) $$

If $V_j$ can be shown to be positive and decreasing when updating the control signal from its distribution, then it can be concluded that the output error converges and the updating process is stable. By definition, $V_j$ is positive.

Therefore, to prove error convergence for the proposed sampling method it is required to find whether $V_j$ is decreasing or not. The variation of the Lyapunov function from iteration $j$ to iteration $j + 1$ is:

$$ \Delta V_j = V_{j+1} - V_j = [e_{j+1}^2 - e_j^2]. \quad (4.30) $$

Assuming that the input, $x$ and the desired output, $y_{\text{ref}}$ remain the same from iteration $j$ to iteration $j + 1$, then

$$ e_{j+1} = f(u_{\text{new}}, x_j) - y_{\text{ref}}, \quad (4.31) $$

$$ e_j = f(u_{\text{old}}, x_j) - y_{\text{ref}}, \quad (4.32) $$

where $u_{\text{old}}$ is initially set to be equal to the predicted mean value of the control signal $\hat{u}$, $u_{\text{new}} = \hat{u}(j)$, and where $U = [u_1, u_2, \ldots, u_N]$ are the admissible control signal values sampled from the control signal distribution where $N$ equals the number of the generated samples.

In order to find the minimum of the performance measure criterion using the value of the performance criterion function only, the updating rule is:

If $e_{j+1}^2 \leq e_j^2$, then $u_{\text{old}} = u_{\text{new}}$.

Otherwise, $u_{\text{old}} = u_{\text{old}}$. \quad (4.33)
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Since $e_{t+1} \leq e_t$, $\Delta V_t$ is always negative and consequently the error is decreased by updating the control signal in this way.

4.7 Single input single output stochastic process

In order to illustrate the validity of the theoretical developments, the liquid-level system described by the following second order equation is considered

\[
y(k) = 0.9722y(k-1) + 0.3578u(k-1) - 0.1295u(k-2) - 0.3103y(k-1)u(k-1) \\
- 0.04228y^2(k-2) + 0.1663y(k-2)u(k-2) - 0.3513y^2(k-1)u(k-2) \\
+ 0.3084y(k-1)y(k-2)u(k-2) + 0.1087y(k-2)u(k-1)u(k-2) \\
- 0.01y^2(k-1)y(k-2).
\]

(4.34)

This model has been used in [1] to illustrate theoretical developments for the direct adaptive controller. Because disturbances play an important part in real world processes, a stochastic component, $\bar{y}$, is added to this model. This component is considered to be a Gaussian random variable with a mean of 0.03259 and a 0.2 variance. The plant has been considered to be described by Eq. (4.34). Given the prior information concerning the order of the plant, a second order input-output model described by the following equation was chosen to identify the plant:

\[
\hat{y}(k) = N_f(y(k-1), y(k-2), u(k-1), u(k-2)),
\]

where $N_f$ is a Gaussian radial basis function network. This neural network model was trained using the scaled conjugate gradient optimisation algorithm, based on noisy input-output data measurements taken from the plant with sampling time of 1s. The input to the plant and the model was a sine function followed by a sine wave in the interval $[-1, 1]$ with additive Gaussian noise $N(0, \sigma^2), (\sigma = 0.3)$. Constructing an excitation signal capable of persistent excitation in nonlinear control systems is a known problem. In example (4.34) we found that the suggested plant input adequately explored the nonlinear control problem across the desired operating range. The single optimal structure for the neural network found by applying the cross-validation method consisted of 6 Gaussian basis functions. If the order of the plant to be controlled is assumed to be unknown, a cross validation method needs to be implemented to find the optimal order of the model.

Similarly an input-output model described by the following second order equation was chosen to find the inverse model of the plant

\[
\hat{u}(k-1) = N_f^{-1}(y(k-1), y(k-2), y(k), u(k-2)),
\]

where $N_f^{-1}$ is a Gaussian radial basis function network. The training data has been the same as in the forward model. A neural network with 6 Gaussian basis functions was found to be the best model.

4.7.1 Identification

After training the forward model off-line, a random input signal generated uniformly in the interval $[-0.4, 0.4]$ is used to test the model. The result is shown in Fig. 4.5. Very good approximation is achieved. The model could capture all of the high frequency peaks of the plant.
Figure 4.5: Actual and model outputs for the SISO stochastic process: (a) The actual and model output values. (b) The identification error for the SISO stochastic process.

4.7.2 Direct adaptive inverse control

After training the inverse controller off-line, the control network is brought on-line and the control signal is calculated at each instant of time from the control neural network and by setting the output value $y(k)$ at time $k$ equal to the desired value $y_{ref}(k)$

$$u(k-1) = f^{-1}(y(k-1), y(k-2), y_{ref}(k), u(k-2)),$$

where $y_{ref}(k) = 0.2 \cdot r(k-1) + 0.8 \cdot y_{ref}(k-1)$ and $r$ is the set point. The predicted mean value from the neural network was forwarded to the plant. After running the process for 600 time steps the output of the system becomes unstable, and the classical inverse controller was unable to force the plant output to follow the reference output, as shown in Fig. 4.6.

4.7.3 Proposed sampling control method

In our new approach, both the mean and the variance of the control signal were estimated. Following the procedure presented earlier, the best control signal was found and forwarded to the plant. This
control signal was obtained from a small number of samples from the Gaussian distribution, typically a maximum of 27 samples. The overall performance of the plant under the proposed method is shown in Fig. 4.7, where it is evident that the system outputs remain stable across the whole region, and that the proposed sampling approach managed to stabilise the plant. The control signal is shown in Fig. 4.7.b, and the variance of this control law is shown in Fig. 4.7.c. The error from the absolute difference between the plant output and the desired output of the classical inverse controller and the proposed sampling approach is shown in Fig. 4.7.d. More specifically Fig. 4.7.d is the plot of 
\[
\text{error} = |y - y_{\text{ref}_{\text{sampling}}} - y - y_{\text{ref}_{\text{classical inverse}}}| 
\]
against the time. y is the actual plant output. From this figure we can see that the sampling approach is no worse than taking the mean in the inverse control, and in addition, the sampling method remains stable in regions where the classical approach diverges.

4.8 Output space

In this section some analysis regarding the distribution of the output of the model which could be evaluated at different samples of the control signals are provided. Since a variable number of samples from the control signal distribution may not provide enough samples to plot the histogram in the output space, a fixed number of samples is used. In this experiment 20000 samples are generated from the control signal distribution. Fig 4.8.a shows the histogram of the model output at time instant 7. At this instant of time the desired value of the output determined from the reference model is 0.2689.

In addition to the histogram this figure shows the value of the desired output plotted as a dashed line, and the value of the model output obtained from the mean value of control signal plotted as a solid line. It is clear from this figure that the desired output value is very near to the output value obtained from the mean of control signal. In addition, a better control value could be obtained to make the probability of the deviation of model output and desired output greater than zero, equal to zero

\[
\text{prob}[|y(k) - y_{\text{ref}}(k)| > 0] = 0. 
\]

The estimated probability density function of the control signal depends on the previous input.
Figure 4.7: Stochastic SISO Control result: (a) The desired and actual output values. (b) The Control Signal. (c) The Control Signal Variance. (d) The Error Difference
and output values in addition to the desired output value, \( p(u(k - 1) \mid y_{\text{ref}}(k), x(k)) \). Searching for the optimal control value which minimises an expected value of the cost function is confined for that estimated density function.

Since the model has been shown to be a good approximator for the actual plant, better control has been obtained. Fig 4.8.b shows the value of the error function \( |\hat{y}(k) - y_{\text{ref}}(k)|^2 \), where \( \hat{y}(k) \) evaluated at different samples of control signal. This figure shows that the minimum value of the cost function could be obtained from the input space \( U \) specified by the distribution of control signal. A similar result has been obtained at different instants of time. This is shown in Fig 4.8.c,d,e, and f.

Although the value of the model output has been very near to the desired output value at most of the operating points, it has been noticed that there is big uncertainty at other operating points. This is demonstrated in Fig 4.8.g. It is clear from this figure that the variability is very large in the output space. In addition, the value of the model output corresponding to the mean value of the control signal was far from the desired value.

The histogram for the output of the forward model shown in Figure 4.8 is constructed by applying different samples from the control signal distribution to the forward model. Taking the general case where the distribution of the system output is assumed to be approximated by a Gaussian distribution function, \( p(y(k) \mid u(k - 1), x(k)) \), the mean and the variance of this distribution can be calculated. However, the assumption of a Gaussian function is conditioned on the input value. Given that different input values are applied to the estimated distribution of the system output, different mean values and different variances are obtained. This is shown in Figure 4.10. The histogram of the system output Figure 4.8 is then constructed by calculating the frequency for the mean values of the forward model, which is a deterministic function of the control values. Given that different mean values are obtained from applying different control signal values to the forward model, the histogram of the forward model is not going to be Gaussian unless the applied control values happened to fall within a linear range of the output model. Since the variance of the predicted mean value from the inverse model is usually small, a linear approximation is expected and the histogram of the forward model is expected to look like a Gaussian function. Moreover, since the control signal distribution is sampled using importance sampling, most of the applied control values to the forward model are expected to be centred around the predicted mean value. This means that the histogram of the forward model is expected to have mean value equal to the output value of the forward model corresponding to the mean value of the control signal.

On the other hand the histogram of the utility function, \( M(k) = \hat{y}(k) - y_{\text{ref}}(k) \) is generated from the output values of the forward model which result from different control values. It is clear that the utility function is a linear function of the forward model. Since the utility function is a linear function of the forward model, the histogram of the utility function will follow the histogram of the forward model. This means that if the histogram of the forward model is found to be Gaussian, the histogram of the utility function will be Gaussian as well. The mean values of the histogram of the utility function are shifted by the value of the reference model, \( y_{\text{ref}} \). The mean value of the histogram of the utility function is expected to be equal to the mean value of the histogram of the forward model minus the reference model value, \( \hat{y}(k) - y_{\text{ref}}(k) \). This result can be derived as follows: Assuming that the resulting distribution of the system output from applying different control values from the control signal distribution is Gaussian

\[
p(y(k) \mid u(k - 1), x(k)) = \frac{1}{(2\pi\sigma^2(k))^{1/2}} \exp \left\{ -\frac{(y(k) - \hat{y}(k))^2}{2\sigma^2(k)} \right\},
\]

(4.35)
where $\hat{y}(k)$ and $\sigma^2(k)$ are the mean and the variance of the system output calculated from applying different control values from the control signal distribution to the forward model. Since the utility function is a linear function of the system output, defined as

$$M(k) = y(k) - y_{ref}(k),$$

(4.36)

the distribution function of the utility can be obtained by substituting $M(k) + y_{ref}(k) = y(k)$ into Eq. (4.35). This yields

$$p(M(k) | y(k)) = \frac{1}{(2\pi\sigma^2(k))^{1/2}} \exp \left\{ - \frac{(M(k) + y_{ref}(k) - \hat{y}(k))^2}{2\sigma^2(k)} \right\}. \tag{4.37}$$

From Eq. (4.37) it is clear that the distribution of the utility function has a mean value equal to $\hat{y}(k) - y_{ref}(k)$ and a variance equal to the calculated variance of the system output.

The results obtained support these equations. Take as an example Figure 4.9.d, the mean on this histogram is shown to be equal to $-0.05$. According to Eq. (4.37), this can be obtained by subtracting the desired value of the system output at this instant of time $-0.6$ which can be taken from Table 4.2 from the mean value of the system output at this instant of time (the mean value shown on the histogram of Figure 4.8.g) which is seen to be $-0.65$. The variance in Figure 4.9.d is seen to be equal to the variance in Figure 4.8.g. This again agrees with the derived equation from the utility distribution function.

<table>
<thead>
<tr>
<th>Time, k</th>
<th>$y_{ref}(k)$</th>
<th>Variance(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.2689</td>
<td>0.0108</td>
</tr>
<tr>
<td>750</td>
<td>0.4</td>
<td>0.0252</td>
</tr>
<tr>
<td>1250</td>
<td>0.3</td>
<td>0.013</td>
</tr>
<tr>
<td>1300</td>
<td>-0.6</td>
<td>0.0373</td>
</tr>
</tbody>
</table>

Table 4.2: The values of desired output and variance at different instants of time.
Figure 4.8: The output model histogram of the Stochastic SISO example: (a) The histogram of the model output resulting from the different samples of control signal at time 7, the desired output value at this time is 0.2689. (b) The value of the error function resulting from different samples of control signal at time 7. (c) The histogram of the model output resulting from the different samples of control signal at time 750, the desired output value at this time is 0.4. (d) The value of the error function resulting from different samples of control signal at time 750. (e) The histogram of the model output resulting from the different samples of control signal at time 1250, the desired output value at this time is 0.3. (f) The value of the error function resulting from different samples of control signal at time 1250. (g) The histogram of the model output resulting from the different samples of control signal at time 1300, the desired output value at this time is -0.6. (h) The value of the error function resulting from different samples of control signal at time 1300.
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Figure 4.9: The error function histogram of the Stochastic SISO example: (a) The histogram of the error values resulting from the different output values at time 7. (b) The histogram of the error values resulting from the different output values at time 750. (c) The histogram of the error values resulting from the different output values at time 1250. (d) The histogram of the error values resulting from the different output values at time 1300.

Figure 4.10: The result of applying different control values from the control signal distribution to the distribution of the system output. For each applied control signal, a different mean value and a different variance are obtained.
4.9 Alternative decision-making criteria

The proposed sampling approach in this work is concerned with finding the minimum of an error function which is defined as the square difference between the model output and the desired output

\[ J(k) = \min_{u \in U} \mathbb{E}[ (\hat{y}(k + d) - y_{\text{ref}}(k + d))^2 ] \]  \hspace{1cm} (4.38)

By contrast, the classical Bayesian approach for this problem requires integration over all possible values of the control signal. The integration over all possible values of the control signal can be evaluated by defining different integrand functions. For the purpose of this work, two integrand functions were chosen:

- The first integrand function is defined to be the forward model function. Here the expected value of the forward model resulting from applying a number of control signals from the control signal distribution is evaluated. In other words the problem is to evaluate the following integral

\[ < \hat{y}(k + d) > = \int p(u(k) \mid s(k)) N_f(u(k), x(k)) du(k), \]  \hspace{1cm} (4.39)

where \( p(u(k) \mid s(k)) \) represents the estimated distribution function of the control signal, and \( N_f(u(k), x(k)) \) is the neural forward model.

Since the conditional distribution function of the control signal can be estimated and is generally directly available, the integral (4.39) can be approximated with the finite sum

\[ < \hat{y}(k + d) > = \frac{1}{L} \sum_{l=1}^{L} N_f(u_l(k), x(k)), \]  \hspace{1cm} (4.40)

where \( u_l(k) \) represents a sample of control signal from the estimated conditional distribution of the control signal \( p(u(k) \mid s(k)) \).

Given that the integral (4.40) has been evaluated, the optimal control value can then be taken as the value of control signal from the set of generated samples which minimises a prespecified distortion function

\[ \min_{u \in U} [D(< \hat{y}(k + d) >, N_f(u(k), x(k))]). \]  \hspace{1cm} (4.41)

One of the possible definitions for the distortion function \( D \), is the square difference between the evaluated expected value of the forward model and the value of the forward model resulting from each sample of control signals

\[ D = [(< \hat{y}(k + d) > - N_f(u(k), x(k)))^2]. \]  \hspace{1cm} (4.42)

This however, does not contain information about the desired trajectory to be followed by the real world process. Therefore, defining the distortion function as in (4.42) or more precisely evaluating the expected value of the forward model can be seen to be not goal directed and may lead to a bad tracking performance.

To test the validity of this control method, the SISO stochastic control problem described in Equation (4.34) has been used. The forward model is firstly estimated in addition to the conditional distribution of the control signal. The expected value of the forward model is then calculated as defined in (4.40). The optimal control value is taken to be the control value which
minimises the square difference between the expected value of the forward model and the forward model value resulting from 1000 samples from the control signal distribution \((4.42)\). The performance of this control method is shown in Fig 4.11. As expected the performance of the controller derived from this method was found to be unacceptable. Indeed, the performance of this controller can be seen to be very similar to the performance of the controller derived by applying the mean value of the control signal to the real plant.

- To avoid the lack of information about the desired trajectory found in the first method, the integrand in the Bayesian approach is taken to be the error function rather than the forward model function. Therefore, instead of evaluating the expected value of the forward model, the expected value of the cost function is evaluated in this method

\[
< E[\hat{y}(k+d), y_{ref}(k+d)] >= \int p(u(k) | s(k)) E[\hat{y}(k+d), y_{ref}(k+d)] du(k),
\]

where \(E[\hat{y}(k+d), y_{ref}(k+d)] = [\hat{y}(k+d) - y_{ref}(k+d)]^2\) and where \(p(u(k) | s(k))\) represents the estimated distribution of the control signal.

In the same way the integral \((4.43)\) can be approximated with the finite sum

\[
< E[\hat{y}(k+d), y_{ref}(k+d)] >= \frac{1}{L} \sum_{i=1}^{L} E[N_f(u_i(k), x(k)), y_{ref}(k+d)],
\]

Once the expected value of the cost function has been evaluated, the optimal control value can be taken as the control signal from the set of generated samples from the control signal distribution which minimises a prespecified distortion function

\[
\min_{u \in U} D(< E[\hat{y}(k+d), y_{ref}(k+d)] >, E[\hat{y}(k+d), y_{ref}(k+d)]).
\]

Equation \((4.45)\) states that the distortion function is a general function of the expected value of the error function and the error function itself. Therefore, it can be defined as the square difference between the expected value of the error function and the error function

\[
D = [ [< E[\hat{y}(k+d), y_{ref}(k+d)] > - E[\hat{y}(k+d), y_{ref}(k+d)] ]^2].
\]

Comparing the distortion function defined in \((4.46)\) and \((4.42)\), it can be seen that more information is included in the former function.

The same SISO stochastic control problem is used here to demonstrate the performance of this Bayesian method. The forward model and the conditional distribution of the inverse model are firstly estimated, and indeed they are taken to be the same structure defined in Section 4.7. The number of samples to calculate the expected value of the cost function and to find the minimum of the distortion function is taken to be 5000 samples. The performance of this controller is shown in Fig 4.12. Significant overshoots in the process output can be seen, which indicates bad controller performance.

The experiments of the two Bayesian methods, by minimising the square difference between the average model output and the model output and by minimising the square difference between the average cost function and the cost function, have been repeated with different sample sizes. It is found that no matter what is the number of generated samples from the control signal
Figure 4.11: The desired and actual output values of the controller derived by calculating the average of the forward model output and minimising the distortion function, $D = [\langle \hat{y}(k + d) \rangle - N_f(u(k), x(k)))]^2$.

Figure 4.12: The desired and actual output values of the controller derived by calculating the average of the forward model output and minimising the distortion function, $D = [\langle E(\hat{y}(k + d), \hat{y}_{ref}(k + d)) \rangle - E(\hat{y}(k + d), y_{ref}(k + d))]^2$.
distribution the first Bayesian method, by evaluating the average of the forward model output, can not stabilise the process output. On the other hand, the second Bayesian method where the average of the error function is evaluated was found to be sensitive to the number of samples. For example, when the number of samples from the control signal distribution is taken to be less than 5000 samples this method could not stabilise the process output. In contrast, for larger number of samples the method is found to be able to stabilise the process output, but still with significant overshoots.

In the Bayesian method the expected value of either the forward model or the cost function is calculated in terms of the significance of each control signal to this function. The estimated distribution of the control signal can be seen as a weighting factor for the control signal. After all, only one control value from the conditional distribution of the control signal, the value which minimises the distortion function in either method, is chosen. This is different from the proposed method in this work in that the average value of either the forward model or the cost function is firstly calculated. The optimal control value is then taken to be the control value which makes the output of the forward model or the error function follow the evaluated average forward output value or the average cost function value respectively.

The sampling approach on the other hand, takes the control value which makes the output of the forward model, assumed to be close to the actual output value, follow a prespecified desired output value. The proposed sampling method logically derives the optimal control law for adaptive control problems, since the objective in adaptive control problems is to make the system output follow the desired output rather than to make the cost function follow the average cost function or to make the forward model output follow the model average output.

In conclusion the proposed sampling method is found to be more appropriate for the purpose of this work, and therefore the two Bayesian methods will not be considered further in the rest of this work.

4.10 Discussion

This chapter focused on modelling the conditional distribution of the control signal. The estimation of the distribution function is based on the use of neural networks as an approximation method to approximate the inverse model of the plant.

Since the use of the predicted mean value of the control signal may not be optimal for any given performance function, a new method that uses the uncertainty measure around the predicted mean value of the control signal was proposed. The new proposed method allows for the control signal to be adapted from its distribution, to obtain a better estimate of the control signal than the mean. Convergence of the output error from updating the control signal was verified by using a proper Lyapunov function. The proposed control strategy in this work chooses the optimal control value almost in the same way as in the dynamic programming as mentioned in the introduction. However, the proposed method is computationally more efficient and is not based on the use of the recurrence relation as in dynamic programming. This is because the estimated mean and variance are predicted from a neural network which optimised on the entire range of the input output data. By predicting the mean and the variance of the control signal from the neural network, searching for a better value of the control signal than the mean can be restricted to this region in which the optimal trajectory is
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expected to lie.

Simulation experiments demonstrated the successful application of the proposed strategy to improve the controller performance and to stabilise a class of nonlinear control systems with large uncertainties. Since we are sampling our control signal from the estimated distribution and choosing which one better fits the model, the predicted mean value of the control signal in the next time step should be more accurate. By feeding back a better value of the control signal, another benefit is that there should be no need to change the controller parameters as long as we are dealing with stationary processes.

The example given in this chapter is perhaps the simplest representative of a whole class of density-estimating neural networks (such as the Mixture Density Network) and also points out a fruitful direction for control research: that of sampling control signals from estimated distribution functions which can incorporate even more information on the full distribution such as higher order moments beyond just the first two, representing the mean and the uncertainty around the mean. This more general approach is not constrained by assumptions of invertibility and can deal with hysteretic processes as well.
Chapter 5

Multi-variable Control Problems

Recently, several authors have used neural networks for the identification and control of unknown nonlinear multi-variable processes [94; 93]. Because of the nonlinearity of the plant, and the fact that the delays between input-output pairs can be different, the identification and control of multi-variable systems is substantially more complex than that of SISO systems.

When the parameters of the plant are unknown, adaptive control is assumed. Indirect control architectures for multi-variable systems, have been proposed in [94; 93], assuming exact models for identifier and controller. The most recent research interest is now to go beyond the classical methods for identification and control by accounting for model uncertainty. In [14] a systematic procedure that accounts for the structured uncertainty in the neural network model has been developed. It has been shown in this work that for the overall linear closed loop system, the propagation through the control loop of the structured uncertainty from the neural network parameters enables the construction of a polytopic uncertainty description. This in turn can provide a Lyapunov function for the uncertain system, and therefore proving robust stability of the overall control system. A new approach for adaptive output feedback control of uncertain nonlinear MIMO system has been introduced in [47]. In this approach an observer for the output tracking error rather than a state observer in the classical approaches has been proposed under the assumption that the system is feedback linearisable. A simple linear observer is used for the tracking error and a multi-layer neural network is used to cancel the modelling errors. Ultimate boundness of error signals is shown through Lyapunov stability analysis.

An inversion based neurocontroller for solving control problems of uncertain nonlinear SISO systems has been presented in Chapter 4. The controller is designed to predict conditional distributions of control signals. A sampling approach is then used to search for a better value of control. The stability analysis for the updating rule of the control law has been given in Section 4.6. The approach in Chapter 4 is based on the assumption that the estimated distributions of control signals are Gaussian.

In this chapter we extend the approach of Chapter 4 to MIMO systems, which have different delays between every input-output pair. We show that the same computational procedure can be used except that the samples for searching for better control laws need to be generated from the estimated distribution of control signals in each dimension. This means that the number of samples grows exponentially with the dimension of control variables.

The chapter starts in section 5.1 by discussing the application of the sampling approach to the MIMO control systems. The curse of dimensionality problem which occurs when the dimension of the input space increases is discussed in section 5.2. Section 5.3 discusses the preprocessing for the
training data. A MISO stochastic control problem is given in section 5.4 which verifies the successful application of the sampling method. In section 5.5 a highly nonlinear MIMO control problem is used to demonstrate the successful application of the sampling method to high dimensional problems. The discussion is presented in section 5.6.

5.1 Proposed control method

The same sampling procedure used for the SISO problems can be used to obtain an optimal control law for MISO and MIMO problems. The only difference here is that the sampled values need to be generated from the control signal distributions. Although the predictive error bar method for estimating predicted output variances can provide a general stochastic model for the output variances, it is assumed in this work that the error matrix \( \mathbf{c} \mathbf{c}^T \) of the predicted outputs is diagonal, and consequently a Gaussian distribution for the random variables. Therefore, the samples have to be generated independently from the estimated Gaussian distribution of each control signal.

For example, for a two-dimensional problem a vector of samples needs to be generated from the distribution of the first control signal and of the second control signal independently. The admissible control values at each instant of time are then generated using a two dimensional grid so as to represent the surface of the model output. The state or the output however, does not need to be tracked since the neural network has been optimised off-line to predict the control values and the uncertainty of the control values at each instant of time. This gives an advantage over the dynamic programming approach.

The sampling procedure can then be summarised as follows: since local conditional distributions for the inverse model and the forward model are estimated off-line, and according to the proposed sampling method, a vector of samples has to be generated from the inverse model distribution. These samples can then be propagated forward through the forward model of the plant. The resulting vector of outputs is then compared with the desired trajectory specified for the plant to follow. The control signal that is responsible for the output value which is the nearest to the desired value is then taken as the optimal control value. The optimal control values can then be forwarded to the real plant. These steps should be repeated at each instant of time. The full architecture for sampling from the Gaussian distribution is shown in Figure 5.1.

5.2 Problems with increasing the dimensionality of the input

In the proposed sampling method, samples need to be generated from the control signal distribution. Those sampled values are then used to calculate the state or the output values of the system model. Consider for example the problem of minimising the following general vector performance measure by taking samples from the distribution of control signals

\[
J(k) = \min_{u \in U} \mathbb{E}[(\hat{y}(u(k), x(k), W) - y_{ref}(k + d))^2],
\]

where

\[
\hat{y}(k + d) = \hat{y}(u(k), x(k), W),
\]

and where \( x(k) = [x(k), \ldots, x(k - q + 1), u(k - 1), \ldots, u(k - p + 1)] \), \( x(k) \) is an \( N \)-dimensional vector, \( y(k) \) is an \( m \)-dimensional vector, and \( u(k) \) is an \( n \)-dimensional vector.
As discussed in the previous section the same algorithm can be used regardless of the dimension of \( u(k) \) or the dimension of \( y(k) \). But the question to be asked is what may happen to the computational feasibility, and consequently to the computational time?

Since the number of samples from the distribution of control signals determines the size of the output space vector, for a single input function the number of output values to be considered at each stage can be seen to be equal to the number of samples from the input distribution. This is because a function of one variable \( R = R(v) \), can be visualised as a curve in the plane.

However a function of two variables \( R = R(v,w) \) is a surface in three dimensions. This means that, for a two dimensional problem a vector of samples need to be generated from the distribution of each control signal, the admissible control values at each instant of time are then generated using a two input dimensional grid as shown in Fig. 5.2 to represent the output surface, and consequently the error function. The size of the output space vector to be monitored is then determined from the number of samples generated from the two dimensional grid.

If \( R = R(v) \) is specified over 100 samples of \( v \), then 100 values of \( R \) need to be monitored at each stage. If \( R = R(v,w) \) is specified over a two dimensional grid of 100 samples of \( v \), and 100 samples of \( w \), then \( 100 \times 100 = 10^4 \) values in the \( R \) space are required now to be monitored. The problem becomes more troublesome in the computational time for higher input dimensionality.

The time required to search for better control values from the distribution of control signals increases with the dimensionality of the control signals. Despite this, it has been noticed that a small number of samples from the control signal distribution is enough to find a better control value than the mean value. Therefore, only a small number of samples need to be generated from the control
signal distribution. Increasing the number of samples does not improve the accuracy of the proposed sampling method significantly. This means that the proposed sampling method can be implemented in real time.

The state of the output however, does not need to be tracked since the neural network has been optimised off-line to predict the control values and the uncertainty of the control values at each instant of time (local conditional distributions were estimated off-line). This gives an advantage over the dynamic programming approach, where the state of the system needs to be tracked and where the optimal control sequence can be found by working backward in time using the recurrence relation.

![Diagram](image)

**Figure 5.2:** The generated samples from a two-dimensional control signal.

### 5.3 Preprocessing the training data

For training data, where the input and output ranges have significantly different magnitudes, some kind of normalisation for the input and output data sets is required. This normalisation is very important, since some variables may be given more significance because of the differences in the magnitude. Take as an example an input variable 1 with a magnitude of 20000, and an input variable 2 with a magnitude of 20. In order for input 2 to have any significance the assigned weight from the second input to any node in the hidden layer must be much greater than that of the first input weight. Moreover, the nonlinear functions of the hidden layers are usually of exponential type. Since there are limitations on the computational processing of computers, these functions cannot distinguish between two different input values when both are very large, because both will yield identical threshold values.

The same thing can be said about the RBF network, except that the problem becomes worse since the values of the variances need to be chosen carefully if they are chosen beforehand, and the convergence will almost be impossible if the variances need to be updated using the gradient information of the error function.

To avoid such problems all the input and output variables have been normalised for training purposes. The method taken in this work is to divide each variable in the training set \( u_i \) by its maximum value

\[
    u_{i, \text{norm}} = \frac{u_i}{u_{i, \text{max}}} \tag{5.3}
\]
where $u_{i,norm}$ is the normalised variable and $u_{i,max}$ is a normalisation factor.

This method is simple, but is an adequate method for the simulations considered in this work. The transformation of the input and output variables given by Eq. (5.3) can be considered as a reduction in the magnitude of these variables. In addition all information in the input output sets will be reserved. For other normalisation methods the reader is referred to [7].

5.4 Multiple input single output stochastic process

In this simulation a MISO experiment is conducted to illustrate the applicability of the proposed sampling method to multivariate control problems. A two input one output nonlinear process described by the following equation is taken

$$y(k+1) = y(k) \sin(u_1(k)) + u_2(k) - 0.1u_1(k-1)y(k-1) + 0.5u_2^2(k-1) + \bar{v}(k).$$  (5.4)

The output tracking ability and robustness of the proposed method is tested in this simulation. This simulation experiment is used in [30] to illustrate the theoretical development of the diagonal recurrent neural network (DRNN). A noise term has been added to the equation used in [30]. This noise is considered to be a Gaussian random variable $\mathcal{N}(0,0.1)$, with zero mean and 0.1 variance. The noise component presented to the system equation is an additive noise component. The system given by Eq. (5.4) is a strongly nonlinear system since the dynamic gain between the output $y(k+1)$ and the first input $u_1(k)$ changes in both the amplitude and sign. The manipulated variables in this experiment are $u_1(k)$ and $u_2(k)$.

In the training stage the first input to the plant and the model $u_1$ is taken to be a sinc function with an additive Gaussian noise $\mathcal{N}(0,\bar{\sigma}^2)(\bar{\sigma} = 0.3)$. The range of this input is $[-1.0$ to $2.5]$. The second input to the plant and the model however, is taken to be a sine function with an additive Gaussian noise $\mathcal{N}(0,\bar{\sigma}^2)(\bar{\sigma} = 0.3)$. The range of this input is $[-1.8$ to $1.8]$. Using these input values the output values are ranged between $[-3$ to $9]$.

In this system the delay from the first and the second inputs is 1. Therefore, the relative degree of this system is 1. The plant is considered to be described by Eq. (5.4). For the proposed sampling method an accurate model for the plant is required. The inverse model of the plant is also required to calculate the control signals. Nonlinear models described by neural network models are taken to find the inverse and the forward models of the plant as described in the next sections.

5.4.1 Identification

Since an accurate forward model is required for the proposed sampling approach, a nonlinear neural network model described by the following input-output model

$$\hat{y}(k+1) = N_\tau(y(k), y(k-1), u(k), u(k-1)),$$

is taken to represent the actual system given by Eq. (5.4). Here $u(k)$ is the vector of both the inputs, $u(k) = [u_1(k), u_2(k)]$, and $N_\tau$ is an RBF neural network. This neural network model was trained using the scaled conjugate gradient optimisation algorithm based on input output data taken from the plant and sampled every 1s. Using the cross validation method (based on the error between the model predicted output and the actual output, $||y(k+1) - \hat{y}(k+1)||^2$) it is found that the best optimal structure for the forward model is an RBF network with 18 Gaussian basis functions. In the validation
stage the data used to validate the model has been taken to be not seen in the training stage. For that purpose the first input and the second input are generated from a uniform distribution.

After training the forward model and choosing the best model structure, the model is tested on new data. The first and the second inputs were generated uniformly with additive Gaussian noise $\mathcal{N}(0, \sigma^2) (\sigma = 0.3)$. The first input has been generated from a uniform distribution defined on the interval $[-0.4 \text{ to } 0.4]$, while the second input has been generated from a uniform distribution defined on the interval $[-0.8 \text{ to } 0.8]$. The result is shown in Fig 5.3. Very good approximation is achieved. From the figure one can see that the predicted output of the model is the conditional average of the actual output, averaged over the noise.

5.4.2 Direct adaptive inverse control

An input output model described by

$$\hat{u}(k) = N_f(y(k), y(k-1), y(k+1), u(k-1)),$$

is taken to find the inverse model of the plant. The same input output data used for training the forward mode is used to train the inverse model. The optimal structure for the inverse model is found using the cross validation method (based on the error between the model predicted output $\hat{u}(k)$ and the actual output $u(k)$, $\|u(k) - \hat{u}(k)\|^2$) to be a RBF network with 7 Gaussian basis functions. Here the same validation data used in the validation stage for the forward model is used to validate the inverse model.

After training the inverse model off-line and choosing the best structure, the inverse model is brought on-line and the control signal is obtained at each instant of time from the predicted output of the inverse model. In this stage the system output $y(k+1)$ is replaced by the desired output value $y_{ref}(k+1) = r(k)$, where the reference signal $r(k)$ is taken to be a sinusoidal signal given by

$$r(k) = 1.5 \sin \left( \frac{\pi}{40} k \right).$$

In the direct inverse control the predicted mean value from the inverse model is forwarded to the plant. The control result is shown in Fig 5.4. From this figure one can see that a bad tracking performance was obtained from the inverse controller. This bad tracking ability is clear especially at the negative part of the desired trajectory.

5.4.3 Proposed sampling control method

In the proposed sampling approach, both the predicted mean and the variance from the inverse model have been used to search for the optimal control values. Since the considered system in this simulation is two inputs single output, the variance of each control signal is estimated independently as presented earlier in Section 3.5. In the control stage 21 samples are taken from the distribution of each control signal. This makes the total number of samples sum to $21^2$.

The performance of the sampling method is given in Fig 5.5. It is clear from Fig 5.5 that the controlled output of the proposed sampling method tracks the reference signal in a better way. This indicates that a better tracking ability could be obtained using the proposed sampling method. The overall average error from the sampling method and the direct inverse method is given in Table 5.1. Table 5.1 shows that the overall average error for the proposed sampling method is less than that of
Figure 5.3: The actual and the model outputs of the MISO system: (a) the actual and model outputs for the MISO stochastic process. (b) the system output for the MISO stochastic process. (c) the identification error for the MISO stochastic process.
Figure 5.4: The performance of the classical control approach of the MISO system: (a) the actual and reference model outputs for the MISO stochastic process. (b) the reference model output for the MISO stochastic process. (c) the tracking error of the classical control approach for the MISO stochastic process.
the direct inverse approach. The error difference between the absolute tracking error of the proposed sampling method and the absolute tracking error of the direct inverse control is shown in Fig 5.6. It is clear from Fig 5.6 that the error difference between the absolute tracking errors of the proposed sampling method and the direct inverse approach is like a Gaussian noise. Although the error difference between the tracking ability of the sampling and direct inverse approaches looked like Gaussian noise, a better tracking performance was obtained from the sampling approach by comparing between Fig 5.5 and Fig 5.4.

<table>
<thead>
<tr>
<th>Tracking error</th>
<th>Direct inverse</th>
<th>Sampling method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1559</td>
<td>0.1298</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: The average tracking error of both the direct inverse control and the proposed sampling method.

5.5 Multiple-input multiple-output process

In order to illustrate the validity of the theoretical developments for MIMO systems, we consider a third order system with two inputs and two outputs described by the following state equation:

\[
\begin{align*}
x_1(k+1) &= 0.9x_1(k)\sin(x_2(k)) + \left[2 + 1.5 - \frac{x_1(k)u_1(k)}{1 + x_1^2(k)u_1^2(k)}\right]u_1(k) + \left[\frac{x_1(k) + 2x_1(k)}{1 + x_1^2(k)}\right]u_2(k), \\
x_2(k+1) &= x_3(k)[1 + \sin(4x_3(k))] + \frac{x_3(k)}{1 + x_2^2(k)}, \\
x_3(k+1) &= (3 + \sin(2x_1(k)))u_2(k), \\
y_1(k) &= x_1(k), \\
y_2(k) &= x_2(k),
\end{align*}
\]

(5.5)

where \( \mathbf{x}(k) = [x_1(k), x_2(k), x_3(k)] \) is the state, \( \mathbf{u}(k) = [u_1(k), u_2(k)] \) is the control variable, and \( \mathbf{y}(k) = [y_1(k), y_2(k)] \) is the output. This model has been used in [93] to illustrate theoretical developments for the indirect adaptive controller. In this system the delay from the inputs \( u_1 \) and \( u_2 \) to \( y_1 \) is unity, and the delay to \( y_2 \) is three from \( u_1 \), while it is two from \( u_2 \). The plant has been considered to be described by Eq.(5.5). Although one neural network could be sufficient to identify the outputs of the plant, two neural networks have been used in this work following the procedure used in Narendra's, one model for each output [93]. An input-output model described by the following two equations was chosen.

\[
\begin{align*}
\dot{y}_1(k+1) &= N_{r1}(\mathbf{y}(k), y(k-1), y(k-2), \mathbf{u}(k), \mathbf{u}(k-1), \mathbf{u}(k-2)), \\
\dot{y}_2(k+2) &= N_{r2}(\mathbf{y}(k), y(k-1), y(k-2), \mathbf{u}(k), \mathbf{u}(k-1), \mathbf{u}(k-2)),
\end{align*}
\]

where \( N_{r1} \) and \( N_{r2} \) are multi-layer neural networks. This neural network model was trained using the scaled conjugate gradient optimisation algorithm, based on input output data measurements taken from the plant with sampling time of 1s. The inputs \( u_1 \) and \( u_2 \) to the plant and the model were generated uniformly over the intervals \([-1.5, 1.5]\) and \([-0.5, 0.5]\) respectively. The single optimal structure for the neural networks found by applying the cross validation method consisted of 21 hidden units for the first model and 17 hidden units for the second model. In the cross validation method both of the forward models have been tested on new data that has not been seen in the training stage.
Figure 5.5: The performance of the proposed control approach of the MISO system: (a) the actual and reference model outputs for the MISO stochastic process. (b) the tracking error of the proposed control approach for the MISO stochastic process.

Figure 5.6: The error difference between the absolute tracking error of the proposed sampling method and the absolute tracking error of the direct inverse control for the MISO stochastic control problem.
The error function between the actual output and the model output, \( e = \| y_t(k+d) - \hat{y}_t(k+d) \|^2 \), was calculated for different model structures with different number of neurons in the hidden layer. The best optimal structure is then taken to be the model with the minimum error value in the validation stage. Similarly an input output model described by

\[
\hat{u}(k) = N_\lambda(y(k), y(k-1), y(k-2), u(k-1), u(k-2), [y_1(k+1), y_2(k+2)]),
\]

was chosen to find the inverse model of the plant, where \( N_\lambda \) is a multi-layer neural network. The training data was the same as in the forward model. A neural network with 7 hidden units was found to be the best model by cross validation. Here the same data used to validate the forward models is used to validate the inverse model. In the validation stage the model with the minimum error between the actual control value and the inverse model value, \( e = \| u(k) - \hat{u}(k) \|^2 \) is taken to be the best model.

### 5.5.1 Identification

After training the forward models of the system described by Eq. (5.5) and choosing the structure of the neural network for both of the models, the models are tested on new input values. Here the first and the second inputs \( u_1(k), u_2(k) \), are taken to be sine and cosine functions respectively

\[
u_1(k) = 0.5 \sin \left( \frac{2\pi k}{25} \right), \tag{5.6}\]

\[
u_2(k) = 0.3 \cos \left( \frac{2\pi k}{25} \right). \tag{5.7}\]

The actual output and the model output of the first and second models are shown in Fig 5.7. From this figure it can be seen that a better model has been obtained for the first output. The model of the second output could not capture the high frequency component. Although the second model could not capture the high frequency component, it can be seen from Fig 5.7.b that the second model could model the average output values for the second output.

### 5.5.2 Direct adaptive inverse control

After training the inverse controller off-line, the control network is brought on-line and the control signal is calculated at each instant of time from the control neural network and by setting the two outputs \( y_1(k+1), y_2(k+2) \) equal to the desired values \( y_{ref1}(k+1) = r_1(k) \), and \( y_{ref2}(k+2) = r_2(k) \) respectively, where

\[
r_1(k) = 0.65 \sin \left( \frac{2\pi k}{50} \right) + 0.65 \sin \left[ \frac{2\pi k}{10} \right],
\]

\[
r_2(k) = 0.65 \sin \left( \frac{2\pi k}{30} \right) + 0.65 \sin \left[ \frac{2\pi k}{20} \right].
\]

The predicted mean value from the neural network was forwarded to the plant. The control result is shown in Fig. 5.8. The performance of the classic controller was seen to be poor with large over shoots around the desired response in the second output \( y_2(k) \).

### 5.5.3 Proposed sampling control method

In our new approach, both the mean and the variance of the control signal were estimated. Following the procedure presented earlier, the best control signal was found and forwarded to the plant. Firstly
Figure 5.7: The actual and the model outputs for the first and second output of the MIMO system: (a) the actual and model outputs for the first output of the plant. (b) the actual and model outputs for the second output of the plant. (c) the first output of the plant. (d) the second output of the plant. (e) the identification error of the first output of the plant. (f) the identification error of the second output of the plant.
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20 samples have been generated from the Gaussian distribution of each control signal. However the number of samples used to search for the optimal control law was $21^2$, including the mean value from each distribution. The overall performance of the plant under the proposed method is shown in Fig. 5.9. The performance of the proposed controller is seen to be significantly better than the classic controller. However, because the model of the second output was found to be more inaccurate than for the first output, larger errors in the second output can be seen.

5.6 Discussion

Incorporating uncertainty estimation to improve the performance of controllers for multi-variable control problems was considered in this chapter. A method that uses uncertainty around the predicted mean value of the control signal was proposed by modelling the distributions of control signals, assumed to be Gaussian. The proposed method allows for the control signal to be adapted from its distribution, to obtain a better estimate of the control signal than the mean. The proposed control strategy in this work chooses the optimal control value almost in the same way as in dynamic programming. However, the proposed method is computationally more efficient and is not based on the use of the recurrence relation as in dynamic programming. This is because the estimated mean and variance are predicted from a neural network which is supposed to be optimised on the input output data and so constrains the sampling space just to the feasible region. By predicting the mean and the variance of the control signal from the neural network, searching for a better value of the control signal than the mean can be performed only in this region in which the optimal solution is expected to lie. Simulation experiments demonstrated the successful application of the proposed strategy to improve the controller performance for multi-variable problems.
Figure 5.8: Performance of the classical control approach: (a) the actual and reference model outputs for the first output of the plant. (b) the actual and reference model output for the second output of the plant. (c) the reference model output for the first output of the plant. (d) the reference model output for the second output of the plant. (e) the tracking error of the first output of the plant from the direct inverse control. (f) the tracking error of the second output of the plant from the direct inverse control.
Figure 5.9: Performance of the proposed control approach: (a) the actual and reference model outputs for the first output of the plant. (b) the actual and reference model output for the second output of the plant. (c) the tracking error of the first output of the plant from the proposed control method. (d) the tracking error of the second output of the plant from the proposed control method.
Chapter 6

Multi-valued Control Problems

Although neural networks are accepted to be capable of representing complex nonlinear control systems, complex networks are also characterised by slow learning and poor generalisation. Nevertheless, in order to be able to represent more complex systems and to treat higher uncertainty levels, neural networks should be accompanied by a number of complementary techniques.

In practice there exist a number of processes that can not be represented by a single model. In fact these processes are characterised by a number of distinct modes of behaviour during their operation. This type of plant complexity is called multi-modality [27].

In the control literature, three types of multi-modality are considered. The first one is temporal multi-modality: this situation occurs when the plant operates in suddenly changing environment or when a fault condition occurs. The second type of multi-modality is called spatial multi-modality: it occurs when the plant is characterised by a highly nonlinear complex function, which exhibits different characteristics over different operating zones or operating spaces. The third type of multi-modality which will be considered in this work occurs when one tries to acquire the inverse dynamics of the plant using supervised learning. This is an ill posed problem, where there is a well defined forward solution, but the solutions to the inverse problem are not unique. Most motor control problems are ill-posed in the sense that there is a well defined forward solution, but the inverse solution is not unique.

Take as an example, the two link robot arm shown in Fig 6.1.a. The forward problem in this case is to map the joint angles \((\theta_1, \theta_2)\) to the Cartesian coordinates \((x_1, x_2)\). This mapping is a single valued mapping. However in the inverse problem, one is interested in calculating the joint angles \((\theta_1, \theta_2)\) such that end effector of the arm can move to a desired location in the Cartesian coordinate. In general, this inverse problem is not a single valued problem, this is shown in Fig 6.1.b. Figure 6.1.b shows that the same end effector position can be reached from two configurations of the joint angles, elbow up and elbow down.

As mentioned in the previous chapters, training the inverse controller based on the assumption that the actual control commands are known is called the direct inverse control. This approach leads to extremely poor performance when applied to inverse problems in which the mapping to be learned is multi-valued or involves hysteretic transfer characteristics [87] as in the case of the two link robot arm. This is due to the fact that when a least square approach is applied to an inverse problem, it will then approximate the conditional average of the target data. However, the average of several solutions is not necessarily a correct solution.
In [87; 26] a new class of network models obtained by combining a conventional neural network with a mixture density model, has been used to model the conditional probability distribution for problems in which the mapping to be learned is multi-valued. Other computational approaches, namely forward and inverse modelling, and feedback error learning have been suggested in [84; 125] for acquiring the inverse dynamics model of multi-valued functions. However the output from the above mentioned approaches has been an estimation for the control value only.

Although a mixture density network models the conditional probability distribution, it uses only a single control value when used as a controller in the control loop. This value is the mean value of one of the kernel functions corresponding to the most probable branch. Recently growing interest in robust control by accounting for model and system uncertainty has produced new results. For example, in [14] a systematic procedure that accounts for the structured uncertainty when a neural network model is integrated in an approximate feedback linearisation control scheme has been developed.

In this work a different way for accounting for the uncertainty around the predicted output of the inverse controller has been proposed and presented in Chapters 4, and 5 and published in [41; 40]. The controller is designed to predict both the control law and the uncertainty around that control law, which leads to the assumption that the inverse controller can be approximated by a Gaussian function. A sampling approach is used to search for a better value of the control signal than the mean in this region where the optimal solution is expected to lie. The stability for the updating rule of the control law has been proved in Section 4.6.1, see [40] as well.

However the Gaussian assumption is not always possible, as for example problems where the inverse mapping can be multi-valued. This chapter will go beyond the Gaussian description of the distribution of the inverse controller. The main idea is to use the mixture density network to model the multicomponent distributions of the inverse model of the plant. The idea of the mixture density network is not new [13; 87; 26; 25], but it has not been exploited in a control context before. The work presented here differs from [87] in that we consider the multicomponent distribution to search for the optimal control law, rather than taking a single estimate value corresponding to the most probable value. In Chapters 4, and 5 only the Gaussian distribution is considered. We extend this work by considering more general distributions, which create a general framework for searching for the optimal control law from an arbitrary probability distribution [42; 44].

The use of the mixture density network to obtain the inverse mapping will be compared with that of the direct inverse control. Furthermore, a comparison study for sampling from different conditional distributions [43] will be provided. It will be shown that sampling from the right distribution of the generator of the data, provides the best and the fastest result. This implies that sampling can be used in real time control to obtain a better control law, in situations where the predicted output of the neural network is uncertain.

Section 6.1 provides a general overview of the current methods in the control field which deal with the multi-modality problem. The theory of the mixture density network as an alternative method to find the control law for ill-posed problems is discussed in section 6.2. The extension of the proposed sampling method to the mixture density network is discussed in section 6.3. A synthetic example to demonstrate the successful application of sampling from an arbitrary distribution function, by sampling from the distribution function modelled using a mixture density network is given in section 6.4. Section 6.5 provides a general discussion about the probability density function modelled for the synthetic example in addition to a general discussion about the prior values from the mixture density network. In section 6.6 the application of the mixture density network to a highly nonlinear MIMO
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\[ x_1, x_2 = g(\theta_1, \theta_2) \]
\[ \theta_1, \theta_2 = g^{-1}(x_1, x_2) \]

Figure 6.1: The ill-posed problem of motor control: (a) the schematic diagram of a two link robot arm, the forward kinematic problem is the mapping from the joint angle \((\theta_1, \theta_2)\) to the Cartesian coordinates \((x_1, x_2)\), which is a single valued mapping. The mapping from the Cartesian coordinates \((x_1, x_2)\) to the joint angles is the inverse kinematic problem, and is usually a multi-valued problem. (b) This figure shows the two possible configurations for the joint angles (elbow up and elbow down), which can move the end effector of the arm to the position \((x_1, x_2)\).

A dynamical system together with the application of the proposed sampling method from the modelled distribution of the mixture density network is demonstrated. Section 6.7 provides a general discussion about the probability density function of the mixture density network for the MIMO dynamical system. Sampling from other conditional distribution such as the uniform distribution is presented in section 6.8. The chapter discussion is given in section 6.9.

6.1 Current methods for multi-modal systems

One way of treating the systems that are subject to multi-modal complexity is to use several models plus a gating network that is responsible for taking the decision of which model should be used for the different modes of operation. This leads to the use of multiple model techniques. Multiple model techniques have been used in the control field to handle spatial multi-modality, temporal multi-modality and ill-posed problems [27].

6.1.1 Temporal multi-modality

Adaptive control is one of the most efficient methods which can be used to design satisfactory controllers for dynamical systems possessing a high degree of uncertainty. On the other hand standard adaptive control methods are not suitable to handle the problem of temporal multi-modality even if on line adaptation is conducted. This is because of the abrupt nature of temporal multi-modality which slows the adaptation procedure and makes it difficult to reach the required state value in short time.

One of the possible solutions to handle temporal multi-modality is through the use of multiple models. The multiple model control approach has been developed from the partitioning theory of adaptive control [68]. The successful use of multiple models in real time applications for control reconfiguration has been widely reported in the literature [108; 36; 80]. Control reconfiguration is
the control technique in which the component of failure is first detected and then switching to the controller which has been designed for that particular failure.

The multiple model for control reconfiguration consists of one model representing the no fault condition in addition to several models, one for each particular fault condition. For such uncertain systems it is assumed that the actual system under consideration can adequately be represented by a stochastic model, with an uncertain (either due to failure or due to noise component affecting the dynamic of the system) parameter vector affecting the parameters defining the structure of the system model. A finite number of parameters \( \Omega_i \) for \( i = 1, \ldots, N \) are then defined by discretising the parameters of the system model \( \Omega \). Then an estimation procedure (Kalman filter has been used in all the reference papers used above in this section) is designed for each choice of parameter value, which provides an estimate for the state under the assumption that the parameter has value \( \Omega_i \). In addition to providing an estimate for the state value, each Kalman filter provides an estimate for the residual. The residual value of each filter is then used to calculate the conditional probability that the \( i \)th model is correct. Based on the parameter value \( \Omega_i \) of each filter, a feedback controller is designed and cascaded with the corresponding Kalman filter.

Using multiple models for control reconfiguration allows the determination of a new plant model from a set of candidate models very quickly if the plant parameters have suddenly changed. This assumes that at least one of the set of estimated models is close to the new plant mode. For the new plant mode, two methods have been suggested for calculating the control signal. In the first method the new control signal is taken to be the output of the controller with the highest conditional probability. In the second method, the new control signal is taken to be the probability weighted average of the outputs of all controllers.

The advantage of this method over the standard adaptive control method is that one model from a set of candidate models can be determined to represent the new mode of the system once change in plant parameters occurs. This ensures better transient response than the standard adaptive control method. The multiple model control approach as discussed previously can be seen as a model selection process rather than model estimation process. The disadvantage of the multiple model approach is that a large number of models are required especially if the discretisation process is required to be done at a high resolution.

To make use of the advantages of both the standard adaptive control method and the multiple control method, Narendra [92] suggested combining the two approaches. In this case, once the switching to a particular model which best represents the current plant mode occurs, adaptation for the plant and the corresponding controller can be initiated if the system mode is not accurately represented by the chosen model. In this way, a good performance is achieved even if the parameter discretisation has been done at a high granularity. Moreover, a more accurate control result has been achieved by allowing the candidate models to grow in time. In this case, in addition to the set of prelearned candidate models with parameter vectors \( \Omega_i \) for \( i = 1, \ldots, N \), corresponding to \( N \) different environments, a new identification model \( I_{N+1} \) described by the parameter \( \Omega_{N+1} \) and corresponding to the new environment can be learned on-line. Once a certain steady state error value has been reached and \( \Omega_{N+1} \) is determined, the new model is added to the set of candidate models and is used for all the future performance of the system. Similar approach has been used in the context of model reference adaptive control to improve the transient response of linear time invariant systems for which a stability proof is also provided [91; 90].
6.1.2 Spatial multi-modality

Some functions of real world problems exhibit spatial multi-modality. For these situations, it is usually very difficult to use a single neural network to identify the nonlinear dynamics of the system over the full range of operating space. For functions with spatial multi-modality, the principle of divide and conquer has been used [27]. The main idea is to divide the operating space into a number of regions and different local models can then be used to identify each region over which the dynamics exhibit similar features. In addition to the local models a validity function (one for each local model) which is responsible for dividing experience between the different models is also required. A global model is then taken to be the weighted average of the outputs of all the local models. This method has been given different names; in [53] it is called a mixture of experts, and in [54] it is called regime decomposition.

6.1.3 ill-posed problems

Previous studies of adaptive control using neural networks [106; 2; 51], addressed the problem of how to calculate the error signal for a neural network to be used as a feed-forward controller. In supervised learning Barto [6] has shown that a neural network feed-forward controller can be trained using actual outputs and inputs data from the plant. This implies that the error for adapting the feed-forward controller should be command error rather than trajectory error (plant performance error).

Problems with inverse identification have been discussed in [6; 51; 106]. It has been shown that the major problem with the inverse identification is that they can be ill-posed in the sense that the solutions for these problems are not unique solutions. In this case, the output from the network feed-forward controller will be the conditional average of the target data, which is not necessarily an inverse.

Different neural network models have been proposed for solving ill-posed problems. In [106; 51; 60] forward and inverse modelling is suggested. In this method the forward model of the plant is firstly acquired. The feed-forward controller is then trained so as to minimise a utility function, which is taken to be the difference between the model output and the desired output of the system, \( || y - y_{ref} ||^2 \). Another method which has been suggested in [60] is called feedback error learning. In feedback error learning the output of a feedback controller is used as the error for training the feed-forward controller.

However, if the conventional neural networks were unable to cope with redundant systems, they will need to be adapted every instant of time before they could produce the appropriate control command. This in turn, would produce large transient and tracking errors [34; 131].

Consequently, the use of the multiple neural network models have been suggested in the literature. Based on the principle of divide and conquer a general methodology for learning multiple models to handle complex problems has been developed. This methodology has been introduced in the architecture for supervised learning, and is called mixture of experts [53; 57; 56; 13]. The mixture of expert architecture consists of a set of function approximators called expert networks, and a gating network to specify which expert network should be activated at certain times. Each expert network is assumed to be responsible for a Gaussian region of the input space. There is one output from the gating network corresponding to each expert network. The gating network uses soft clustering of the input data and therefore, allows data to be processed by multiple experts. Training the mixture of experts is achieved by minimising the negative logarithm of the likelihood function,
\[ E = - \sum_{n} \ln \left\{ \sum_{l=1}^{M} \alpha_l(x^n) \phi_l(t^n | x^n) \right\}, \]

simultaneously with respect to the parameters of the expert networks and the gating network. Here \( \phi_l(t | x) \) are assumed to be Gaussian functions with mean \( \mu_l(x) \) and unit covariance matrices. The output of the expert network is a vector representing the mean of the Gaussian function \( \mu_l(x) \), where \( x \) is the input vector. The mixing coefficients \( \alpha_l(x) \) are taken to be the softmax transforms of the output of the gating network. During the training procedure the gating network learns how to split the input space into regions, where particular expert networks are specialised such that each expert network generates the outputs for input vectors falling within each region.

The mixture of experts approach has been applied to a vowel discrimination task [53] and proposed for the basal ganglia and adaptive motor control [35], where the basal ganglia are neural structures within the motor and cognitive control circuits in the mammalian forebrain and are interconnected with the neocortex by multiple loops. The mixture of experts approach has been extended to a recursively defined hierarchical mixture of experts (HME) and presented in a robotics application [56]. A set of expert networks defined over a relatively small region of input space is the result of the splitting procedure. This allows fitting a simple linear function to the data. Based on the expectation maximisation (EM) principle, a maximum likelihood learning algorithm for the HME architecture has been derived [56]. A theoretical analysis for the EM algorithm in addition to the convergence proof of the algorithm is provided in [57].

In [131], a theoretical development has been established for the use of multiple paired forward and inverse models for motor control. The forward model is assumed to make a prediction for the state based on the current state and the control command. The controller is assumed to predict the control command based on the desired state value. Nonlinear function approximators have been used to estimate the forward and inverse models. A set of forward models have been assumed and trained to learn how to partition experience by supervised learning. This means that the predictions from the \( n \) forward models are compared to the actual state value. The training of each forward model is then gated by a responsibility signal \( \lambda_i \). The responsibility signal has been defined as the softmax transform of the errors. The same responsibility signal \( \lambda_i \) has been used to weight the learning of each controller. Two control architectures have been used to train the controller, direct inverse control in which supervised learning has been assumed and feedback error learning. A modification for the switching procedure between controllers has been proposed. This is done by allowing the controllers to switch based on purely contextual information. To achieve this purpose a third model which predicts the responsibility signal is proposed. The input to this model is taken to be the contextual and sensory feedback signals.

### 6.2 Conditional distribution modelling

Training a feed-forward neural network using the sum-of-squares error function leads to modelling the conditional distribution of the target data, \( p(t | x) \), in terms of a Gaussian distribution with an input-dependent mean and an input-dependent variance as discussed in Chapter 3. However for processes with multi-modal complexity, Gaussian distributions can lead to a very poor representation of the data.

A more general network called the mixture density network has been used for representing general probability density functions \( p(t | x) \) in parameterised form. This is achieved through a weighted sum
of density kernels \( \beta_j(t \mid x) \) in the following form
\[
p(t \mid x) = \sum_{j=1}^{M} \alpha_j(x) \beta_j(t \mid x),
\]
(6.1)
where the parameters \( \alpha_j \) are called mixing coefficients and the density kernels \( \beta_j \) are usually taken to be Gaussian. The mixture density network architecture is the combined structure of density model and neural network.

In its original formulation, the mixture density network was specified in terms of static systems for solving regression problems. However, the formulation of the density network could easily be extended to the dynamic case. This will be presented in the next section for the purpose of this work.

### 6.2.1 Theory of mixture density network

For multi-valued functions, Mixture Density Networks (MDNs) [13; 74; 12; 98] provide a general framework for modelling conditional probability density functions \( p(u(k) \mid s(k)) \) for the inverse mapping. Here \( s(k) = [y(k + 1), \ldots, y(k + q + 1), u(k - 1), \ldots, u(k - p + 1)] \). The distribution of the outputs, \( u(k) \), is described by a parametric model whose parameters are determined by the output of a neural network, which takes \( s(k) \) as inputs. The general conditional distribution function is given by
\[
p(u(k) \mid s(k)) = \sum_{j=1}^{M} \alpha_j(s(k)) \phi_j(u(k) \mid s(k)),
\]
(6.2)
where \( \alpha_j(s(k)) \) represents the mixing coefficients, and can be regarded as prior probabilities (which depend on \( s(k) \)), \( \phi_j(u(k) \mid s(k)) \) are the kernel distributions of the mixture model (whose parameters are also conditioned on \( s(k) \)), and \( M \) is the number of kernels in the mixture model. Various choices are available for the kernel functions, but in this work the choice will be restricted to spherical Gaussians of the form
\[
\phi_j(u(k) \mid s(k)) = \frac{1}{(2\pi)^{c/2} \sigma^2_j(s(k))} \exp \left( -\frac{\| u(k) - \mu_j(s(k)) \|^2}{2\sigma^2_j(s(k))} \right),
\]
(6.3)
where \( c \) is the dimensionality of the target data \( u(k) \), \( \mu_j(s(k)) \) represents the centre of the \( j \)th kernel, with components \( \mu_{jk} \). A spherical Gaussian assumption can be relaxed in a very straightforward way, by using a full covariance matrix for each Gaussian kernel. However, using full covariance Gaussian is not necessary, because in principle a Gaussian Mixture Model (GMM) with sufficiently many kernels of the type given by 6.3 can approximate any given density function arbitrarily accurately providing that the mixing coefficients and the Gaussian parameters are correctly chosen [13]. It follows then that for any given value of \( s(k) \), the mixture model (6.2) provides a general formalism for modelling the conditional density function \( p(u(k) \mid s(k)) \). To achieve this the parameters of the mixture model, namely the mixing coefficients \( \alpha_j(s(k)) \), the means \( \mu_j(s(k)) \) and the variances \( \sigma^2_j(s(k)) \) are taken to be general continuous functions of \( s(k) \). These functions are modelled by the outputs of a feed-forward neural network that takes \( s(k) \) as input. This combination of a density model and a feed-forward neural network is represented schematically in Fig 6.2.

The neural network element of the MDN is implemented with a standard radial basis function network RBF of thin plate spline basis functions, or a multi-layer perceptron network for high dimensional problems. The output vector from the RBF, \( Z \), holds the parameters that define the Gaussian
Figure 6.2: The architecture of the mixture density network.

A mixture model. For M components in the mixture model, the network will have \((c+2) \times M\) outputs. Namely, M outputs denoted by \(z_j^\alpha\) which determine the mixing coefficients \(\alpha_j\), M outputs denoted by \(z_j^\sigma\) which determine the kernel variance \(\sigma_j^2\), and \(M \times c\) outputs denoted by \(z_j^\mu\) which determine the components \(\mu_{jk}\) of the kernel centres \(\mu_j\). This is compared with the usual c outputs for a RBF or a MLP network used with a sum-of-squares error function. The outputs of the MDN undergo some transformations to satisfy the constraints of the mixture model. The constraints are such that

\[
\sum_{j=1}^{M} \alpha_j(s(k)) = 1, \tag{6.4}
\]

\[
0 \leq \alpha_j(s(k)) \leq 1. \tag{6.5}
\]

The first constraint ensures that the distribution is correctly normalised, so that \(\int p(u(k)|s(k)) du(k) = 1\). These constraints can be satisfied by choosing \(\alpha_j(s(k))\) to be related to the network’s outputs by a ‘softmax’ function.

\[
\alpha_j(s(k)) = \frac{\exp(z_j^\alpha)}{\sum_{l=1}^{M} \exp(z_l^\alpha)}. \tag{6.6}
\]

The variances of the kernel represent scale parameters and always take positive values, so it is convenient to represent them in terms of the exponentials of the corresponding outputs of the neural network, \(z_j^\sigma\)

\[
\sigma_j^2 = \exp(z_j^\sigma). \tag{6.7}
\]

The centres \(\mu_j\) of the Gaussians represent a location in the target space and can take any value within that space. Therefore they are taken directly from the corresponding outputs of the network, \(z_j^\mu\)

\[
\mu_{jk} = z_j^\mu_{jk}. \tag{6.8}
\]

In order to optimise the parameters in a MDN, an error function is required that provides an indication of how well the model represents the underlying generating function of the training data. The error function of the mixture density network is motivated from the principle of maximum likelihood [13].
The likelihood of the training data set, \( \{s(k), u(k)\} \), can be written as
\[
\mathcal{L} = \prod_n p(s_n(k), u_n(k)),
\]
\[
= \prod_n p(u_n(k)|s_n(k))p(s_n(k)),
\]
(6.9)

where here the assumption has been made that each data point has been drawn independently from the same distribution, and so the likelihood is a product of probabilities. Generally one wishes to maximise the likelihood function. However, in practice, it is often more convenient to consider the negative logarithm of the likelihood function. These are equivalent procedures, since the negative logarithm is a monotonically decreasing function. The negative log likelihood can be regarded as an error function, \( \mathcal{E} \)
\[
\mathcal{E} = -\ln \mathcal{L} = -\sum_n \ln p(u_n(k)|s_n(k)) - \sum_n \ln p(s_n(k)).
\]
(6.10)

The second term in (6.10) is constant because it is independent of the network parameters, so it can be removed from the error function. The error function becomes
\[
\mathcal{E} = -\ln \mathcal{L} = -\sum_n \ln p(u_n(k)|s_n(k)).
\]
(6.11)

Next we substitute (6.2) into (6.11) and derive the negative log likelihood error function for the mixture density network
\[
\mathcal{E} = -\sum_n \ln \left\{ \sum_{i=1}^M \alpha_i(s_n(k))\psi_i(u_n(k)|s_n(k)) \right\}.
\]
(6.12)

In order to minimise the error function, the derivatives of the error \( \mathcal{E} \) with respect to the weights in the neural networks must be calculated. Providing that the derivatives can be computed with respect to the outputs of the network, the errors at the network inputs may be calculated using the back-propagation procedure [13]. By first defining the posterior probability of the \( j \)th kernel, using Bayes theorem
\[
\pi_j(s(k), u(k)) = \frac{\alpha_j\psi_j}{\sum_{i=1}^M \alpha_i\psi_i},
\]
(6.13)

the analysis of the error derivatives with respect to the network outputs is simplified. From (6.13) one can note that the posterior probabilities sum to unity
\[
\sum_{i=1}^M \pi_i = 1.
\]
(6.14)

Since the error function (6.12) is composed of a sum of terms \( \mathcal{E} = \sum_n \mathcal{E}^n \), the computation of the error derivative can further be simplified by considering the error derivative with respect to each training pattern, \( n \). The total error \( \mathcal{E} \) is then defined as a sum of the error, \( \mathcal{E}^n \), for each training pattern
\[
\mathcal{E} = \sum_{n=1}^N \mathcal{E}^n.
\]
(6.15)

Each of the derivatives of \( \mathcal{E}^n \) are considered with respect to the outputs of the networks and their respective labels for the mixing coefficients, \( z^n_m \), variance parameters, \( z^n_n \) and centres or position
parameters $x_{jk}$. The derivatives are as follows

$$\frac{\partial E}{\partial z_j^\alpha} = \alpha_j - \pi_j,$$

$$\frac{\partial E}{\partial z_j^\sigma} = -\frac{\pi_j}{2} \left\{ \frac{||u_{\alpha}(k) - \mu_j||^2}{\sigma_j^2} - c \right\},$$

$$\frac{\partial E}{\partial z_{jk}^\mu} = \pi_j \left\{ \frac{\mu_{jk} - u_k(k)}{\sigma_j^2} \right\}.$$

The full derivation is presented in Appendix E. Once the network has been trained it can predict the conditional density function of the target data for any given value of the input vector. This conditional density represents a complete description of the generator of the data. More specific quantities can be calculated from this density function which may be of interest in different applications. One of the simplest statistics is the mean, corresponding to the conditional average of the target data. This is equivalent to the mean computed by a standard network trained by least squares. However, in control applications where unique solutions cannot be found, and where the distribution of the target data will consist of different numbers of distinct branches, one specific branch from the estimated conditional density of the MDN needs to be selected. Two examples of how to select a specific branch are the most likely, and the most probable output values. Assuming that the component kernels of the density function are not too strongly overlapping, then to a very good approximation the most likely output value in an MDN is given by the centre $\mu_i$ of the component with largest central value. The component of the largest central value is given by $\max_i (\alpha_i(s(k))/\sigma_i^2(s(k)))$. Otherwise, the maximum of the conditional density $p(u(k) | s(k))$ needs to be computed by a nonlinear optimisation method. Alternatively, the most probable output value corresponding to the most probable branch can be calculated, since each component of the mixture model is normalised, $\int \phi_i(u(k) | s(k))du(k) = 1$. Therefore, the most probable branch is given by

$$\arg \max_j (\alpha_j(s(k))).$$

The required value of $u(k)$ is then given by the corresponding centre $\mu_j$. In this work the MDN with the most probable output value will be used to model the conditional density function to allow for the possibility of a multi-valued function.

### 6.3 Neural network developments for incorporating uncertainty for non-Gaussian distributions

Since the proposed sampling algorithm for the Gaussian function has been covered in Chapters 4, and 5, we summarise here the main steps to apply the same algorithm considering sampling from a more general distribution. The full architecture of the proposed sampling method is shown in Figure 6.3

1. An accurate model of the process needs to be constructed based on the pre-collected input-output data, and to be trained off-line. In the general case, it is assumed to be described by the following neural network model:

$$\hat{y}(k+d) = N_r(u(k), x(k)).$$

2. The conditional distribution of the inverse model of the plant should also be constructed. It is assumed to be described by a mixture density network given by Eq. (6.2).
3. For the non-sampling case, in the mixture density network the value of the control signal is assumed to be given by the centre $\mu_i$ of the most probable branch, where the most probable branch is given by

$$\arg \max[\alpha_i(s(k))].$$  \hspace{1cm} (6.21)

4. For the sampling approach the following steps need to be carried out at each instant of time, $k$:

(a) The desired output is calculated from the reference model output, which should be chosen to have the same relative degree as that of the plant.

(b) Calculate the components $\mu_{jk}$ of the kernel centres $\mu_i$, and the kernel width $\sigma_i$ of each kernel function, based on the desired output value.

(c) The admissible values of the control signal for the mixture density network, are then assumed to be sampled from a mixture density network. Since Gaussian kernel functions are used, the samples can be generated from each kernel function randomly using the retrieved components $\mu_{jk}$ of the kernel centres $\mu_i$, and the kernel width $\sigma_i$ of each kernel function. A component to generate samples from is firstly chosen. The covariance matrix for that component is then constructed using the retrieved component parameters. Finally the samples are generated using a random number generator. The number of samples from each component is determined randomly with more samples generated from the component with larger prior. For more details see [87].

(d) Based on the effect of each sample on the output of the model, the most likely control value is taken, which is assumed to be the value that minimises the following cost function.

$$J(k) = \min_{u \in U} \mathsf{E}[y(k + d) - y_{ref}(k + d)]^2],$$ \hspace{1cm} (6.22)

where $U$ is a vector containing the sampled values from the control signal distribution, $E$ is the expected value of the cost function over the random noise variable $\tilde{v}$. Because we are using a neural network to model the system, and because the neural network predicts the mean value for the output of the model averaged over the noise on the data, the above function can be optimised directly.

### 6.4 Synthetic example

For inverse problems, the mapping can often be multi-valued and a unique solution cannot be found. If the Gaussian distribution approximates the inverse model, it will approximate the conditional average of the target data, and this will frequently lead to extremely poor performance. Here we will overcome this problem by appropriate use of a Mixture Density Network instead. In order to illustrate the application of the MDN with the proposed control approach we consider a simple example of single input single output given by the following equation

$$y(k) = u(k) + 0.3 \sin(2\pi u(k)) + \epsilon,$$ \hspace{1cm} (6.23)

where $\epsilon$ is a random variable with uniform distribution in the interval $(-0.1, 0.1)$, $y(k)$ is the output variable, and $u(k)$ is the input variable. This example has been used in [87; 13] to demonstrate the use of the Mixture Density Network. Equation (6.23) represents a static system, since no delay exists.
between the input and the output variables. The plant has been considered to be given by Eq. (6.23).
In order to identify the plant, an input-output model described by $\hat{y}(k) = f(u(k))$ was chosen, where $f$ is a thin plate spline radial basis function network. Figure 6.4 shows a data set of 300 points generated by sampling Eq. (6.23). Also shown is the mapping represented by a thin plate spline radial basis function network after training using this data. The optimal structure for the neural network found by applying the cross validation method consisted of 5 thin plate spline basis functions. In the cross validation the model with the minimum difference between the actual output of the system and the neural network output, $e = || y(k) - \hat{y}(k) ||^2$, is taken to be the best model. It was trained using the scaled conjugate gradient method. The error values in the cross validation stage are given in Table 6.1.

It can be seen that the network which is approximating the conditional average of the target data, gives an excellent representation of the underlying generator of the data.

<table>
<thead>
<tr>
<th>Number of hidden units</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error value</td>
<td>0.0178</td>
<td>0.0170</td>
<td>1.4699×10⁻⁴</td>
<td>3.6338×10⁻⁴</td>
<td>7.0120×10⁻⁵</td>
</tr>
<tr>
<td>Number of hidden units</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Error value</td>
<td>1.474×10⁻⁴</td>
<td>2.6237×10⁻⁴</td>
<td>1.4149×10⁻⁴</td>
<td>4.3071×10⁻⁴</td>
<td>1.9413×10⁻⁴</td>
</tr>
</tbody>
</table>

Table 6.1: Error values of the cross validation for the forward model of the sine function.
Figure 6.4: The forward model of the function \( y(k) = u(k) + 0.3 \sin(2\pi u(k)) + \epsilon \). The circles represent the samples generated from that function. The solid curve shows the result of training a thin plate spline radial basis function with 5 basis functions using a sum of square error function.

Figure 6.5: The inverse model of the function \( y(k) = u(k) + 0.3 \sin(2\pi u(k)) + \epsilon \). The circles represent the same data as in Fig 6.4. The solid curve shows the result of training a thin plate spline radial basis function with 15 basis functions using a sum of square error function.

6.4.1 Gaussian distribution model

We consider acquiring the inverse mapping of the same problem and using the same training data as in the forward model by training a thin plate spline radial basis function network using least squares. Similarly an input-output model described by \( \hat{u}(k) = f^{-1}(y(k)) \) was chosen to find the inverse model of the plant. The network tries to approximate the conditional average of the target data, but this corresponds to a very poor representation of the process as can be seen from Fig 6.5. The network in this case had 15 thin plate spline basis functions and was trained using the scaled conjugate gradient optimisation method. This network has been connected in series with the plant to generate the control signal required to cause the plant to follow the desired output. The desired output has been considered to be given by \( y_{\text{ref}}(k) = r(k) + 0.3 \sin(2\pi r(k)) \), where the input \( r(k) \) has been chosen in such a way to generate data that have not been used in the training stage. The result is shown in Fig 6.6, where it can be seen that there is a large error between the desired output and the plant output.
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Figure 6.6: The control result from using the classical inverse controller, showing poor performance.

6.4.2 Mixture density network

In this section an MDN is applied to the same inverse problem, using the same data set as before. The appropriate number of kernel functions and the complexity of the neural network has been decided by applying the cross validation method. It was found that the best structure for the MDN consists of 7 thin plate spline basis functions with 9 outputs corresponding to 3 kernel functions. This best structure for the mixture density network is taken to be the structure which gives the minimum negative log likelihood value in the validation stage.

\[
E = - \sum \ln \left\{ \sum_{i=1}^{M} \alpha_i(s_n(k))\phi_i(u_n(k)\|s_n(k)) \right\}
\]

The MDN was trained using the scaled conjugate gradient optimisation method. The negative log likelihood values are given in Table 6.2. Once trained the MDN predicts the conditional probability density of the target data (regarded as the input to the plant \(u(k)\) in the inverse model) for each value of the input to the network (regarded as the output to the plant \(y(k)\) in the inverse model). Having obtained a good representation for the conditional density of the target data, we can in principle calculate any desired statistics from that distribution. In our control problem, since the conditional mean of the target data is a very poor result, we are interested in the evaluation of the centre of the most probable kernel according to Eq. (6.19), which gives the result shown in Fig 6.7. Again this network has been connected in series with the plant to generate the control signal required to cause the plant to follow the same desired output as before. The result is shown in Fig 6.8, where it can be seen that using the most probable value of the kernel functions has improved the performance of the controller significantly.
Figure 6.7: Plot of the central value of the most probable kernel as a function of $y(k)$ from the Mixture Density Network.

Figure 6.8: The control result from using most probable value of the Mixture Density Network as a control law, demonstrating improved performance.

<table>
<thead>
<tr>
<th>One hidden unit</th>
<th>One component</th>
<th>Two components</th>
<th>Three components</th>
<th>Four components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two hidden units</td>
<td>-51.4993</td>
<td>-152.7491</td>
<td>-243.9469</td>
<td>-251.0456</td>
</tr>
<tr>
<td>Three hidden units</td>
<td>-7.2206</td>
<td>-143.0328</td>
<td>-244.6030</td>
<td>-230.1617</td>
</tr>
<tr>
<td>Four hidden units</td>
<td>-57.5423</td>
<td>-163.9040</td>
<td>-250.1389</td>
<td>-240.9337</td>
</tr>
<tr>
<td>Five hidden units</td>
<td>-59.3630</td>
<td>-154.7906</td>
<td>-244.1513</td>
<td>-250.9633</td>
</tr>
<tr>
<td>Six hidden units</td>
<td>-62.9161</td>
<td>-132.0105</td>
<td>-249.7488</td>
<td>-245.4352</td>
</tr>
<tr>
<td>Seven hidden units</td>
<td>-69.0000</td>
<td>-167.9405</td>
<td>-255.1973</td>
<td>-247.6708</td>
</tr>
<tr>
<td>Eight hidden units</td>
<td>-21.8316</td>
<td>-180.4569</td>
<td>-244.5906</td>
<td>-250.0194</td>
</tr>
<tr>
<td>Nine hidden units</td>
<td>-57.8991</td>
<td>-196.0582</td>
<td>-249.2017</td>
<td>-242.3674</td>
</tr>
<tr>
<td>Ten hidden units</td>
<td>-67.3336</td>
<td>-179.9004</td>
<td>-248.6118</td>
<td>-247.6496</td>
</tr>
</tbody>
</table>

Table 6.2: The negative log likelihood values of the cross validation for the inverse model of the sine function.
6.4.3 Proposed control approach

The final experiment that we have performed, is to sample from the control signal distribution (from the mixture density distribution). In the new proposed control approach the best control signal was found and forwarded to the plant, following the procedure presented earlier. Again the control signal was obtained from a small number of samples, typically 20 samples in this case. The overall performance of the plant under the proposed control approach is shown in Fig 6.9. It can be seen from this figure that the proposed sampling approach performs even better than finding the most probable centre value of the kernel function. The error from the absolute difference between the plant output and the desired output of the proposed sampling approach, and the most probable value of the kernel function in the mixture density network is shown in Fig 6.10. From this figure one can see that the sampling approach has reduced the error significantly.
Figure 6.11: Plot of the priors $\alpha_j(s(k))$ as a function of the input, $s(k)$ for the three kernel function used in modeling the conditional distribution of the inverse of the sine function.

6.5 Outputs of the neural network in mixture density network architecture

It has been shown in Section 6.2.1 that the outputs of the neural network (the parameters of the kernel functions), are continuous single valued functions of the input variables. Although the mixture density network provides an estimation for the conditional distribution of the target data for problems where the mapping is multi-valued, the mixture density network is also able to produce a conditional density which is unimodal for some values of the input and multi-valued for other values. This can be achieved in the mixture density network by modulating the amplitudes of the mixing coefficients $\alpha_j(s(k))$. This is demonstrated in Fig 6.11 which shows the plot for the three mixing coefficients as a function of the input for the static SISO sine function.

It can be seen that there is one significant kernel function at the input values $u(k) \leq 0.2$ and $u(k) \geq 0.8$. However, all three kernels have significant priors for input value equals to 0.5.

Moreover, the probability density function for the target data of the SISO sine function at different instant of times is shown in Fig 6.12. Figure 6.12.a shows the probability density function of the local models at time instant equals to 10s. It can be seen that two of the components in the mixture model have significant prior values. According to the mixture density network the centre of the component with the highest prior is taken to represent the output from the mixture density network; this is denoted by the $\times$ mark with an arrow points toward it in the figure. It is clear that a good estimation for the control signal could be obtained at this particular instant of time.

<table>
<thead>
<tr>
<th>Time</th>
<th>prior1</th>
<th>prior2</th>
<th>prior3</th>
<th>centre1</th>
<th>centre2</th>
<th>centre3</th>
<th>$\sigma_1^2$</th>
<th>$\sigma_2^2$</th>
<th>$\sigma_3^2$</th>
<th>control signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0709</td>
<td>0.247</td>
<td>0.6821</td>
<td>0.6507</td>
<td>0.7369</td>
<td>0.0925</td>
<td>0.0038</td>
<td>0.0047</td>
<td>0.0005</td>
<td>0.09</td>
</tr>
<tr>
<td>30</td>
<td>0.3434</td>
<td>0.4655</td>
<td>0.1912</td>
<td>0.8219</td>
<td>0.4163</td>
<td>0.2630</td>
<td>0.0011</td>
<td>0.0045</td>
<td>0.0017</td>
<td>0.2900</td>
</tr>
<tr>
<td>70</td>
<td>0.1473</td>
<td>0.4743</td>
<td>0.3783</td>
<td>0.7209</td>
<td>0.5962</td>
<td>0.1677</td>
<td>0.0022</td>
<td>0.0048</td>
<td>0.0010</td>
<td>0.6900</td>
</tr>
<tr>
<td>100</td>
<td>0.9921</td>
<td>0.0049</td>
<td>0.0031</td>
<td>0.9821</td>
<td>-0.1024</td>
<td>0.3602</td>
<td>0.0003</td>
<td>0.0073</td>
<td>0.0339</td>
<td>0.9900</td>
</tr>
</tbody>
</table>

Table 6.3: Parameters of the kernel functions in the mixture density network for the SISO static sine function at different instants of time.

The centres of the kernel functions at time instant 30s is shown in Fig 6.12.b. Here the three
Figure 6.12: The plot of the conditional probability distribution at different instants of time for the SISO static sine function (shown by the solid curve). The centre of the component with the highest prior is plotted as the $\times$ with an arrow points toward it. The centres of the two other components are plotted by a line terminated with a circle. The actual value of the control signal however, is plotted as a dashed line terminated with $\circ$. These plots are for a mixture density network with 3 kernels and 7 hidden units in the RBF network: (a) Probability density function at 10s instant of time. (b) Probability density function at 30s instant of time. (c) Probability density function at 70s instant of time. (d) Probability density function at 100s instant of time.

Kernel functions have shown a contribution towards the output of the mixture model. The component with the highest prior value is found to be component 2 and its centre is plotted as $\times$ with an arrow points toward it in the figure. The actual value of the control signal is found to be slightly far from the predicted value of the mixture model. The same can be said about the density function at time instant 70s. Here also the three components of the mixture model are found to have significant prior values. A good prediction for the control signal could be produced from the mixture model at this time.

At time 100s only one component of the mixture model was found to have a significant prior value. A very accurate prediction from the mixture model could also be produced. To summarise and for easy comparison, the parameters of the kernel functions, in addition to the actual control signal are given in Table 6.3.
6.6 Probability distribution modelling for MIMO dynamical system

In this section, the MIMO dynamical system of Section 5.5 described by the state equations

\[
\begin{align*}
x_1(k+1) &= 0.9x_1(k)\sin[x_2(k)] + \left[ 2 + 1.5 + \frac{x_1(k)u_1(k)}{1 + x_1^2(k)u_1^2(k)} \right] u_1(k) + \left[ x_1(k) + \frac{2x_1(k)}{1 + x_1^2(k)} \right] u_2(k), \\
x_2(k+1) &= x_3(k)[1 + \sin(4x_3(k))] + \frac{x_3(k)}{1 + x_3^2(k)}, \\
x_3(k+1) &= (3 + \sin[2x_1(k)])u_2(k), \\
y_1(k) &= x_1(k), \\
y_2(k) &= x_2(k),
\end{align*}
\]

is reworked using the idea of mixture density networks to model the conditional distributions of control signals. The conditional distribution of control signals for this example is calculated using input output data as follows

\[
p(u(k) | s(k)) = \sum_{j=1}^{M} \alpha_j(s(k)) \phi_j(u(k)|s(k)),
\]

where \( s(k) = [y(k+d), x(k)] \), and \( x(k) = [y(k), y(k-1), y(k-2), u(k-2)] \) is the same input vector as in Section 5.5. The same training data as for the Gaussian case in Section 5.5 is also used for training the mixture density network.

Similarly to test the validity of the mixture density network model, the different model structures have been tested in the validation stage, using the same validation data. The error between the actual control value and the mixture density network, \( e = \| u(k) - \hat{u}(k) \|^2 \), has been used in this example to find the best model. It was found that the optimal structure for the inverse model is a mixture density network with 2 components and 7 hidden units in the multi-layer perceptron network.

However, the forward models for the first and the second outputs of the plant remain as before, modelled with a standard multi-layer perceptron network.

6.6.1 Mixture density network for MIMO system

Once the mixture density network is trained off-line, its output can be used on-line to calculate the control signals that are required to make the output of the system follows the desired output. The same reference signals, \( r_1(k) \) and \( r_2(k) \), that are used in Section 5.5.2 are used here

\[
\begin{align*}
r_1(k) &= 0.65 \sin \left[ \frac{2\pi k}{50} \right] + 0.65 \sin \left[ \frac{2\pi k}{10} \right], \\
r_2(k) &= 0.65 \sin \left[ \frac{2\pi k}{30} \right] + 0.65 \sin \left[ \frac{2\pi k}{20} \right].
\end{align*}
\]

The control signal, \( u(k) \), from the mixture density network is taken to be the mean, \( \mu_j(s(k)) \), of the kernel function with the highest prior value, \( \alpha_j(s(k)) \). The result of using the mixture density network as a controller in the MIMO system was found to be slightly better than using a standard network, this is shown in Fig 6.13. The average tracking error of the standard inverse control and the mixture density network is given in Table 6.4.
Figure 6.13: Control result using the most likely output of the mixture density network: (a) the actual and reference model outputs of the first output of the plant. (b) the actual and reference model outputs of the second output of the plant. (c) the reference model output for the first output of the plant. (d) the reference model output for the second output of the plant. (e) the tracking error of the first output of the plant. (f) the tracking error of the second output of the plant.
6.6.2 Sampling from conditional distribution of MIMO system

In this section the sampling method from an mixture density network for the MIMO control system is presented. Here the variances of the kernel functions in addition to the means are retrieved and used in the sampling method. Since each kernel is a Gaussian function, the random number generator is used to sample each kernel with more samples taken from the kernel with the highest prior value.

The control result from sampling the mixture density network is shown in Fig 6.14. The number of samples used to search for the optimal control signal is taken to be 400. Again the performance of the controller by sampling the mixture density network is found to be slightly better than that of sampling the Gaussian function. The overall average tracking error values is given in Table 6.4 for comparison.

<table>
<thead>
<tr>
<th></th>
<th>Standard inverse</th>
<th>Gaussian function and sampling</th>
<th>Mixture density</th>
<th>Mixture density and sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5711</td>
<td>0.906</td>
<td>0.5350</td>
<td>0.0759</td>
</tr>
</tbody>
</table>

Table 6.4: The tracking error of the MIMO control system from the standard inverse and the mixture density networks.

6.7 Probability density function for the MIMO dynamical system

The mixture density network model can usually produce a conditional density which is unimodal for some values of the input, in which case only one of the kernels in the mixture density network will have a prior probability which differs significantly from zero, and multi-valued for other values of the input, here the kernels in the mixture density network will have comparable prior values [13].

In this section the prior values, the variances and the centres of each kernel function in the mixture density network of the MIMO dynamical system will be given at different instants of time to analyse whether the control signals distribution is multi-modal or not. In addition a plot for the probability densities of the inverse model will be provided at different instants of time.

Figure 6.15 shows the distribution $p(u(k) \mid s(k))$ resulting from using two kernel functions to model the conditional distribution of control signals, at 10, 120, 200, and 275 seconds. The values for the centres, the variances and the priors of each kernel function at these times are given in Table 6.5.

From Fig 6.15.a and Table 6.5, it is clear that the conditional probability density of the target data at time 10s is unimodal. The first component of the mixture density function is the dominant one with prior value equal to 0.9409. At time instant 120s the two components have significant prior values, with the centres of the two kernels being very close to each other. At time instant 200s, the second kernel is shown to be the dominant function with prior value equal to 0.8155. Figure 6.15.c shows the two kernel functions where the first kernel has the peak value centred at $[-0.1955, -0.3681]$ and the second kernel centred at $[-0.2833, -0.5738]$. However, at time instant 275 the system again is seen to be bimodal with the two kernel functions having significant prior values different from zero.

Unfortunately the true values for the target data cannot be provided (the values of the first and the second control signals), since this depends on the previous value of the state and the desired value of the system at each instant of time.
Figure 6.14: Performance of the proposed control approach of mixture density network for the dynamical MIMO system: (a) the actual and reference model outputs of the first output of the plant. (b) the actual and reference model outputs of the second output of the plant. (c) the tracking error of the first output of the plant. (d) the tracking error of the second output of the plant.
CHAPTER 6. MULTI-VALUED CONTROL PROBLEMS

<table>
<thead>
<tr>
<th>Time</th>
<th>prior1</th>
<th>prior2</th>
<th>centre1</th>
<th>centre2</th>
<th>$\sigma_1^2$</th>
<th>$\sigma_2^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.9409</td>
<td>0.0591</td>
<td>[0.1229, 0.4337]</td>
<td>[0.4575, 0.8510]</td>
<td>0.0431</td>
<td>0.0119</td>
</tr>
<tr>
<td>120</td>
<td>0.3295</td>
<td>0.6705</td>
<td>[0.0057, -0.2200]</td>
<td>[0.0511, -0.3229]</td>
<td>0.002</td>
<td>0.0234</td>
</tr>
<tr>
<td>200</td>
<td>0.1845</td>
<td>0.8155</td>
<td>[-0.1955, -0.3681]</td>
<td>[-0.2833, -0.5738]</td>
<td>0.0014</td>
<td>0.0250</td>
</tr>
<tr>
<td>275</td>
<td>0.5296</td>
<td>0.4704</td>
<td>[0.1313, -0.0881]</td>
<td>[0.2657, -0.0797]</td>
<td>0.0038</td>
<td>0.0186</td>
</tr>
</tbody>
</table>

Table 6.5: Parameters of the kernel functions in the mixture density network for the MIMO dynamical system at different instant of times.

6.8 Discussion on sampling

In this section the problem of determining an appropriate number of samples is considered. In addition, a comparison of sampling from different distributions such as Gaussian, non-Gaussians, and moreover uniform will be considered.

Firstly several experiments have been performed with different number of samples from the Gaussian distribution. The dashed curve in Figure 6.16 shows the result. It is clear from this figure that the tracking error has dropped very quickly using only a small number of samples. Increasing the number of samples however, does not help in reducing the tracking error once the minimum has been reached.

The result of determining the optimal control law by sampling from a non-Gaussian function and for different numbers of samples is given by the solid curve in Figure 6.16. A slight improvement compared to the Gaussian case has been achieved in this particular problem. The tracking error using the mixture density network is less than that obtained in the Gaussian case. In addition, sampling from a non-Gaussian function results in reducing the tracking error quicker than the Gaussian case.

Although we are suggesting estimating the distribution of the control signals and then sampling from that distribution to find the optimal control law, one may think of defining an arbitrary lower and upper bound around the control signals and searching uniformly for the optimal control values in that range. Indeed this can be done, but has several disadvantages. First, several experiments need to be done to find the right bounds for sampling. In addition, severe instability problems result if the control signal happens to be outside the operating range which may result because of sampling from the wrong distribution. Figure 6.16 shows several curves with different bounds for uniform sampling. It has been noticed during running these experiments that although the overall tracking error can be better than using the mean value from the estimator, the result of the controller can be very bad around certain operating points where the optimal control value cannot be found. This situation has not been noticed in the Gaussian and mixture density cases.

6.9 Discussion

General inverse control can be considered to be a good control strategy if the model of the plant happens to be invertible and accurate. The main contribution of this chapter is that it extends the importance sampling approach from a Gaussian function by considering sampling from an arbitrary probability distribution function. Simulation experiments demonstrated the successful application of the importance sampling strategy from an arbitrary probability function to improve the controller performance for a class of nonlinear single input single output static systems in which the inverse
Figure 6.15: The plot for conditional probability distributions at different instants of time for the MIMO dynamical system. These plots are for a mixture density network with 2 kernels and 7 hidden units in the multi layer perceptron network: (a) Probability density function at 10s instant of time. (b) Probability density function at 120s instant of time. (c) Probability density function at 200s instant of time. (d) Probability density function at 275s instant of time.
mapping is multi-valued. In addition, the use of the mixture density network to model the conditional distribution of control signals for a MIMO dynamical system was presented.

A comparison of sampling from different distributions of control signals is also provided. It has been shown that sampling from the right distribution provides the best result. In addition, it has been shown that the possibility of providing an estimate for the variance around the control signals should avoid the trial and error to estimate the upper and lower bounds of control signals and avoid the stability problems that could result from sampling from the wrong distribution.

The examples given in this chapter demonstrates a whole class of density-estimating neural networks (the Mixture Density Network) and also points out a fruitful direction for control research: that of sampling control signals from estimated distribution functions which can incorporate even more information on the full distribution such as higher order moments beyond just the first two, representing the control law and the uncertainty around the control law. This more general approach is not constrained by assumptions of invertibility and it shows the ability to deal with multi-valued processes as well.
Chapter 7
Incorporating Uncertainty in the Forward Model

In controlling real world problems, a certain amount of information on the plant needs to be provided or estimated. Mainly: (1) the desired response of the plant which can be provided directly in terms of the desired output of the plant, (2) constraints and characteristics of controllers such as the possibility of using linear controllers only, or when there is limitation on the total energy available for control purposes, (3) permissible interaction between the controller and the plant, such as the measurement equipment to be used, and (4) the plant equations which describe the dynamical characteristics of the physical system to be controlled. Moreover, a performance index which is necessary for calculating the optimal control law should be chosen.

In the intelligent control field, several control methods such as the direct inverse control, direct and indirect adaptive control, and the adaptive critic have been developed to obtain optimal control laws given the necessary information for the problem.

However, all these methods assume perfect information for the control problems to be solved. As an example, the indirect adaptive control and the adaptive critic methods assume the availability of accurate equations for the plant to be controlled.

The assumption of perfect information about the plant to be controlled however, can never be true in reality. This requires developing a new theory of control which allows firstly estimating the uncertainty of the plant models and then using uncertainty estimation to obtain a better control law.

Chapter 4 provided a new methodology for incorporating the estimated uncertainty in the controller (inverse model) to search for a better control law. The developed method in Chapter 4, assumed that the predicted output from the controller is uncertain, therefore, sampling from the distribution of control signals is suggested. To evaluate the effect of different control values on the system, a forward model of the plant is used. However, only the expected value of the forward model is considered when the samples from the inverse controller propagated through the forward model. Taking only the expected value of the forward model means ignoring the uncertainty in the forward model.

This chapter is intended to extend the proposed sampling method in Chapter 4 by allowing the uncertainty in the forward model to be incorporated when searching for a better control law.

To make the necessary link between the improved sampling method discussed in this chapter and the original sampling method which ignores the uncertainty in the forward method, we start the chapter by discussing in detail the optimal control law for a simple linear example, section 7.1.
problem of uncertainty estimation for the forward model is presented in section 7.2. Incorporating
the uncertainty of the forward model in the sampling approach is discussed in section 7.3. Section 7.4
discusses the algorithm for calculating the optimal control law. Simulation experiments to demonstrate
theoretical development for incorporating uncertainty of the forward model in the sampling method
are provided in section 7.5. Chapter conclusions are given in section 7.6.

7.1 Preliminary examples

Before introducing the detailed formulation for incorporating uncertainty in the forward model, a very
simple example of optimal scalar control problem is discussed in this section. The plant to be considered is
described by the first order scalar difference equation

\[ y(k + 1) = ay(k) + bu(k). \]  

(7.1)

The criterion function is taken to be

\[ J(k) = \| y(k + 1) - y_{ref}(k + 1) \|^2. \]  

(7.2)

That is, an adaptive control problem where the system output should follow a predefined desired
output is going to be considered. For the purpose of differentiating between different control policies
under different assumptions of the system to be controlled, a deterministic system is firstly discussed
in example 1. In example 2, the optimal control law where random disturbances affect the plant
output will be derived. Example 3 is concerned with deriving the optimal control law where a random
disturbance is added to the plant output. The optimal control law for systems with input dependent
noise is discussed in example 4.

7.1.1 Example 1, deterministic control system

Here a deterministic control system described by the difference equation (7.1) is considered. The
coefficients \( a \) and \( b \) of the system equation (7.1) are assumed to be known and observed exactly.

The optimal adaptive control law can be derived directly for the deterministic system. Since

\[ J(k) = \| y(k + 1) - y_{ref}(k + 1) \|^2, \]
\[ = \| ay(k) + bu(k) - y_{ref}(k + 1) \|^2. \]  

(7.3)

Taking the derivative of equation (7.3) with respect to the control signal \( u(k) \) and setting the
derivative equal to zero yields the optimal control law

\[ u(k) = \frac{y_{ref}(k + 1) - ay(k)}{b}. \]  

(7.4)

Indeed the optimal control policy given in (7.4) is equivalent to the control policy of the proposed
sampling method in Section 4.5 for the deterministic control problems. In Chapter 4 the optimal
control policy in the proposed sampling method is derived based on the assumption that the forward
model of the plant is accurate. Ignoring the uncertainty in the forward model and considering the
uncertainty in the inverse model, sampling from the controller is proposed for searching a better
control value. The performance criterion in the proposed sampling method is assumed to be given
by (7.2).
CHAPTER 7. INCORPORATING UNCERTAINTY IN THE FORWARD MODEL

To see the effect of the control values sampled from the distribution of control signals, an accurate forward model is assumed to be available. The forward model is taken to be a neural network which predicts the mean value of the output of the system. Although, the uncertainty in the forward model can be estimated, the assumption in Chapter 4 was to take the predicted mean value from the neural network as an accurate prediction for the system output.

The effect of ignoring the uncertainty in the forward model will be considered in further detail in example 4. It will be shown that a better control law can be found when considering the uncertainty, if there is any, in the forward model.

7.1.2 Example 2, stochastic control system: System with unknown noise

In this example the system in which the present value of the output is known, but the future value is affected by random forces is considered. In this case a random force, \( \xi \), is affecting the predicted output of the system. The system equation is given by

\[
y(k + 1) = ay(k) + bu(k) + \xi(k).
\]

The probability distribution of the random variable \( \xi \) is assumed to be \( p(\xi(k)) \). The random variables are assumed to be independent from one time instant to the next.

The predicted output \( y(k + 1) \), cannot be determined completely from the current output \( y(k) \) and the current control \( u(k) \), only the probability distribution for the predicted output can be determined. Therefore, the expected value of the performance index needs to be optimised rather than the performance index itself

\[
J(k) = E_{\xi} \left[ y(k + 1) - y_{\text{ref}}(k + 1) \right]^2.
\]

To evaluate the optimal control policy, the random variable needs to be quantised to obtain a discrete probability distribution. For a given output and a given control each quantised value of \( \xi \) is substituted and then multiplied by its probability value. The expected value of the cost function can then be obtained by adding the quantities resulting from each quantised random variable. Given that the quantised values of \( \xi(k) \) are \( \xi_q(k), q = 1, 2, 3, ..., Q \), the expected value is then given by

\[
J(k) = E_{\xi} \left[ y(k + 1) - y_{\text{ref}}(k + 1) \right]^2 = \sum_{q=1}^{Q} \left( (ay(k) + bu(k) + \xi_q(k) - y_{\text{ref}}(k + 1))^2 \right) p(\xi_q(k)).
\]

Differentiating (7.7) with respect to \( u(k) \), the optimal control law can then be given by

\[
u(k) = \frac{\left[ y_{\text{ref}}(k + 1) - ay(k) \right] \sum_{q=1}^{Q} p(\xi_q(k)) - \sum_{q=1}^{Q} \xi_q(k) p(\xi_q(k))}{b \sum_{q=1}^{Q} p(\xi_q(k))}.
\]

The control law derived in (7.8) is equivalent to the control law derived in Section 4.5, equation (4.21) for the stochastic control problems which are driven by a stochastic component. Again, this control law assumes that the system equation is accurate and do not account for the uncertainty in the forward model. The possibility of including the uncertainty in the forward model in deriving the optimal control law for deterministic and stochastic system is discussed in section 7.1.4.
7.1.3 Example 3, stochastic control system: System with additive plant noise

The system to be considered in this example is the control system described by the difference equation (7.1), with a random disturbances added to the plant output:

\[ y(k+1) = ay(k) + bu(k) + \xi(k), \]  

(7.9)

where \( \xi(k) \) are independent with

\[ E(\xi(k)) = 0, \]

(7.10)

\[ E(\xi^2(k)) = \sigma^2(k). \]

(7.11)

The criterion function is still the same given by equation (7.2). Since the system output is a random variable now, an optimal control policy is a control policy which minimises the expected value of the performance index \( J \), \( E(J) \) [3]. Defining the utility function as

\[ M(k) = ay(k) + bu(k) + \xi(k) - y_{ref}(k+1), \]

(7.12)

the expected value of the performance index is given by

\[ E[J(k)] = E[\| (y(k+1) - y_{ref}(k+1)) \|^2], \]

\[ = E[\| ay(k) + bu(k) + \xi(k) - y_{ref}(k+1) \|^2], \]

\[ = \| ay(k) + bu(k) - y_{ref}(k+1) \|^2 + \sigma^2(k), \]

(7.13)

since

\[ E[M(k) \mid u(k), y(k)] = ay(k) + bu(k) - y_{ref}(k+1), \]

(7.14)

and

\[ \text{var}[M(k) \mid u(k), y(k)] = \sigma^2(k). \]

(7.15)

Equations (7.14) and (7.15) can be obtained directly from the distribution of the random variable \( \xi(k) \). This can be achieved by setting \( \xi(k) = M(k) - ay(k) - bu(k) + y_{ref}(k+1) \)

Proceeding in the same way as example 1, but by minimising the expected value of \( J(k) \), the optimal control law is given by

\[ u(k) = \frac{y_{ref}(k+1) - ay(k)}{b}, \]

(7.16)

since \( \sigma^2(k) \) is constant independent of the control variable \( u(k) \). Comparing (7.4) and (7.16), the optimal control policy for the deterministic and stochastic systems is the same. This is due to the fact that the mean of the random variable \( \xi(k) \) is zero. This means that the deterministic control system can be obtained from the stochastic control system by replacing \( \xi(k) \) by its mean. This is called the certainty equivalence principle to the system [3].

However, the control law derived in equation (7.16) is optimal if the variance \( \sigma^2(k) \) of the random variable is independent of the control variable \( u(k) \). In example 4, the control law for systems where the variance of the random variable \( \xi(k) \) is dependent on the input \( u(k) \) will be derived.
7.1.4 Example 4, Stochastic control system: system with input dependent output noise

As another example of stochastic nature, consider the stochastic control system with input dependent output noise

\[ y(k+1) = ay(k) + bu(k) + \xi(u(k), y(k)), \]  

(7.17)

where \( \xi(u(k), y(k)) \) is an independently identically distributed random disturbance added to the system output, \( y(k+1) \) with

\[ E[\xi(k+1)] = 0, \]  

(7.18)

\[ E[\xi^2(k+1)] = \sigma^2(k+1), \]  

(7.19)

and where \( \sigma^2(k+1) \) is input dependent and given by the difference equation \( \sigma^2(k+1) = cy(k) + du(k) \).

The formulation in (7.17) is equivalent to the case where a neural network is used to model the system equations. Two outputs from the neural network can be predicted. The first one is the mean, \( \hat{y}(k+1) \), of the target data \( y(k+1) \), and the second output is the variance, \( \sigma^2_y(k+1) \) of the target data.

In the developed methods such as the indirect adaptive control, where a model for the forward characteristics of the system is required to derive optimal control laws, only the predicted mean from the neural network is considered. This means that the certainty equivalence principle is assumed.

Replacing the system equation \( y(k+1) = ay(k) + bu(k) + \xi(k+1) \) by the model \( y(k+1) = \hat{y}(k) + \hat{b}u(k) + \hat{\xi}(k+1) \), assuming the certainty equivalence principle means that the optimal control law is obtained by considering the deterministic plant

\[ \hat{y}(k+1) = \hat{a}y(k) + \hat{b}u(k). \]  

(7.20)

From (7.4), the optimal control law is given by

\[ u(k) = \frac{y_{ref}(k+1) - \hat{a}y(k)}{\hat{b}}. \]  

(7.21)

With the control law in (7.21), the conditional expected value of the performance index \( J(k) \), i.e., the expected value of the performance index from the last control value, is given by

\[ E[J(k) | u(k), y(k)] = E\left[ \left( \hat{a}y(k) + \frac{y_{ref}(k+1) - \hat{a}y(k)}{\hat{b}} - y_{ref}(k+1) + \hat{\xi}(k+1) \right)^2 | y(k) \right], \]  

(7.22)

Since the random forces \( \hat{\xi}(k+1) \) are dependent on the input \( u(k) \), and the variance of \( \hat{\xi}(k+1) \), \( \sigma^2(k+1) \) is assumed to be given by the following difference equation

\[ \sigma^2(k+1) = cy(k) + du(k). \]  

(7.23)

The use of (7.23), and (7.21) allows us to write the conditional expected value of the performance index as

\[ E[J(k) | u(k), y(k)] = \frac{\hat{c}b - \hat{d}a}{\hat{b}} y(k) + \frac{\hat{d}}{\hat{b}} y_{ref}(k+1). \]  

(7.24)

However, if the following control variable is taken to be the optimal control law

\[ u(k) = \frac{y_{ref}(k+1) - \hat{a}y(k)}{\hat{b}} - \hat{d} \]  

(7.25)

\[ \frac{2\hat{b}}{2\hat{b}^2}, \]  
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then with this control law, the expected value of the performance index is given by

\[
E[J(k) | u(k), y(k)] = \left( \tilde{d}y(k) + \frac{a}{b} \left( \frac{y_{ref}(k+1) - \tilde{d}y(k)}{b} - \frac{\tilde{d}^2}{2b^2} \right) - y_{ref}(k+1) \right)^2
+ \left( \tilde{c}y(k) + \frac{\tilde{d}}{b} y_{ref}(k+1) - \frac{\tilde{d}^2}{4b^2} \right),
\]

\[
= \tilde{c}^2 - \frac{a\tilde{d}}{b} y(k) + \frac{\tilde{d}}{b} y_{ref}(k+1) - \frac{\tilde{d}^2}{4b^2}.
\]  

(7.26)

Comparing (7.24) and (7.26), it is clear that the optimal control for the deterministic system (7.20) is not optimal, since a better control law (7.25) is obtained. The derivation of the control law (7.25) is given in the next section.

System with input dependent noise

In the previous section, it has been shown that the control law for a stochastic system which is derived using the certainty equivalence principle is not optimal. In this section the optimal control law for the system with input dependent output noise is derived assuming a stochastic model for the plant. The derivation will be computed under the assumption that the random forces \( \xi(k+1) \) are independently and identically distributed Gaussian variables, with

\[
E[\xi(k+1)] = 0,
\]

(7.27)

\[
E[\xi^2(k+1)] = \sigma^2(k+1).
\]

(7.28)

Hence assuming that the forward characteristic model of the plant is given by,

\[
\hat{y}(k+1) = \tilde{d}y(k) + \tilde{d}u(k) + \tilde{\xi}(u(k), y(k)),
\]

(7.29)

the expected value of the performance index is

\[
E[J(k)] = \| \tilde{d}y(k) + \tilde{d}u(k) - y_{ref}(k+1) \|^2 + \sigma^2(k+1),
\]

(7.30)

where the variance, \( \sigma^2(k+1) \), of the random variable, \( \xi(k+1) \), is an input dependent variance, given by

\[
\sigma^2(k+1) = \tilde{d}y(k) + \tilde{d}u(k).
\]

(7.31)

Differentiating the expected value of the performance index (7.30) with respect to \( u(k) \), yields the optimal control law \( u(k) \)

\[
u(k) = \frac{y_{ref}(k+1) - \tilde{d}y(k)}{b} - \frac{\tilde{d}}{2b^2}.
\]

(7.32)

7.2 Uncertainty estimation of the forward model

Accepting the fact that the predicted output of the controller is uncertain, sampling from the control signal distribution was proposed in Chapter 4. To see the effect of various samples from the control signal distribution, an accurate forward model was assumed to be available. Ignoring the uncertainty in the forward model, the proposed sampling method searches for a better control law which minimises the difference between the predicted mean value of the forward model and the desired output of the system. This however is shown to be suboptimal as discussed in Section 7.1.4. The control law derived
so as to minimise a performance index for a deterministic system is shown to be suboptimal if the added noise to the system output is input dependent.

Therefore, it is expected that a better control law can be obtained from the proposed sampling method if the uncertainty in the forward model could be estimated and then incorporated in the performance measure criterion.

In Chapter 4, the predictive error bar method is used to estimate uncertainty of the inverse method. The predictive error bar will be used here as well to provide an estimate for the uncertainty in the forward model.

In this work only input-output data is used to estimate forward and inverse models. The forward and inverse models are taken to be an input-output model of the form

\[
\dot{y}(k+1) = N_f(y(k), y(k-1), ..., y(k-q+1), u(k), ..., u(k-p+1)),
\]

\[
\hat{u}(k) = N_f^{-1}(y(k+1), y(k), y(k-1), ..., y(k-q+1), u(k-1), ..., u(k-p+1)).
\] (7.33)

Considering the input output models for the forward and inverse problems, the output from the neural network approximates the conditional mean of the target data. For the forward model of the plant, this means \(N_{f_{op}}(u(k), x(k)) = \langle y(k+1) | u(k), x(k) \rangle \). Here \(x(k) = [y(k), ..., y(k-q+1), u(k-1), ..., u(k-p+1)] \). Hence the local variance can be estimated by \(\|y(k+1) - N_{f_{op}}(u(k), x(k))\|^2\).

Again, in implementing the predictive error bars, two neural networks are required. If an RBF network is used, both networks (the network which predicts the mean of the target data and the network which predicts the variance of the target data) share the hidden layer parameters. Otherwise, for multi layer perceptron networks two networks with different parameters and the same inputs are needed. The parameters in the first network are optimised so as to predict the target value of the system output. Once the parameters of the first network are optimised, the variance can be calculated. The parameters in the second network can then be optimised so as to predict the calculated variance.

### 7.3 Incorporating uncertainty in the forward model

In contrast to the uncertainty in the inverse model, uncertainty in the forward model can be considered by changing the performance index to be optimised. Defining the performance index as before

\[
J(k) = \min_{u \in U} M^2(k) = \min_{u \in U} [(g(u(k), x(k)) - y_{ref}(k+d))^2],
\] (7.34)

where \(M(k) = (g(u(k), x(k)) - y_{ref}(k+d))\) is the utility function, and where

\[
g(u(k), x(k)) = \hat{g}(u(k), x(k), W) + \xi(u(k), x(k), \hat{W}),
\] (7.35)

where \(\xi(u(k), x(k), \hat{W})\) is assumed to be a random noise with zero mean and \(\sigma^2\). The uncertainty \(\xi(u(k), x(k), \hat{W})\) in the forward model can be modelled as described before in section 7.2 assuming a Gaussian distribution of the error.

Substituting (7.35) into (7.34) yields

\[
J(k) = \min_{u \in U} [[\hat{g}(u(k), x(k), W) + \xi(u(k), x(k), \hat{W}) - y_{ref}(k+d))^2].
\] (7.36)

Since the system output is a random variable now, an optimal control law is a control law which minimises the expected value of the performance index \(J(k)\), \(< J(k) >\). The expected value of the
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Performance index is given by

\[
< J(k) >_L = \langle \hat{J}(u(k), x(k), W) + \xi(u(k), x(k), \hat{W}) - y_{ref}(k + d) \rangle^2 >_L,
\]

\[
= (\hat{J}(u(k), x(k), W) - y_{ref}(k + d))^2 + \sigma^{2}_L, \tag{7.37}
\]

since

\[
< M(k) \mid u(k), x(k) >= \hat{J}(u(k), x(k), W) - y_{ref}(k + d), \tag{7.38}
\]

and

\[
\text{var}(M(k) \mid u(k), x(k)) = \sigma^{2}_L. \tag{7.39}
\]

It is clear from (7.37) that the conditional probability density \(p(M(k) \mid u(k), x(k))\) is given by that of \(\xi(u(k), x(k), \hat{W})\) with \(\xi(u(k), x(k), \hat{W}) = M(k) - \hat{J}(u(k), x(k), W) + y_{ref}(k + d)\). From (7.37), the optimal control law is given by

\[
u(k) = \arg \min_{u \in \mathcal{U}} \{ (\hat{J}(u(k), x(k), W) - y_{ref}(k + d))^2 + \sigma^{2}_L \}, \tag{7.40}
\]

where \(\mathcal{U}\) is the set of samples from the control signal distribution, \(\mathcal{U} = \{u_1, u_2, \ldots, u_N\}\), and \(N\) is the number of samples generated from the control signal distribution. Therefore, instead of minimising the gap between the average of the forward model and the desired trajectory as in (4.18), the uncertainty in the forward model is included and the expected value of the performance measure evaluated over the uncertainty in the forward model is minimised.

7.4 Optimal control law

Since taking the mean value of the forward model to search for a better control value in the proposed sampling method is shown to be suboptimal, the algorithm is slightly modified to allow for uncertainty in the forward model.

Based on estimates of the distributions of control signal values, and model output values, the algorithm in Section 4.5.1, is slightly modified and repeated here. The block diagram of this algorithm is shown in figure 7.1.

1. Estimate the conditional distribution of the forward model. The assumption here is that the distribution of the forward model is a Gaussian function, and is given by

\[
p(y(k + d) \mid u(k), x(k)) = \frac{1}{(2\pi \sigma^{2}_{\hat{y}(k + d)})^{\frac{1}{2}}} \exp \left( -\frac{(y(k + d) - \hat{y}(k + d))^2}{2\sigma^{2}_{\hat{y}(k + d)}} \right), \tag{7.41}
\]

where \(\sigma^{2}_{\hat{y}(k + d)} = \sigma^{2}_L\).

2. Estimate the conditional distribution of the inverse model, as a Gaussian function given by

\[
p(u(k) \mid y(k + d), x(k)) = \frac{1}{(2\pi \sigma^{2}_{u(k)})^{\frac{1}{2}}} \exp \left( -\frac{(u(k) - \hat{u}(k))^2}{2\sigma^{2}_{u(k)}} \right), \tag{7.42}
\]

or a mixture of Gaussians given by

\[
p(u(k) \mid y(k + d), x(k)) = \sum_{j=1}^{M} \alpha_j(y(k + d), x(k)) \phi_j(u(k) \mid y(k + d), x(k)). \tag{7.43}
\]

3. At each instant of time \(k\),
(a) Calculate the desired output from the reference model.

(b) Bring the control network online and calculate the control signal in addition to the variance of the control signal.

(c) Generate a vector of samples from the control signal distribution. This can be obtained as following:
   
   i. For the Gaussian function:
   
   Generate a random sample from a Gaussian distribution.
   
   ii. For the mixture density network:
   
   Since Gaussian kernel functions are used, the samples can be generated randomly from each kernel function. This can be done by retrieving the components $\mu_k$ of the kernel centres $\mu_j$, and the kernel width $\sigma_j$ of each kernel function. The number of samples from each component is determined randomly with more samples generated from the component with larger prior.

The vector of samples is considered as the admissible control values at each instant of time.

(d) Based on the effect of each sample on the output of the model, the most likely control value is taken. The most likely value is assumed to be the value that minimises the following cost function.

\[
J(k) = \min_{u \in U} \mathbb{E}[(\hat{y}(k + d) - y_{ref}(k + d))^2 + \sigma_k^2],
\]

where $U$ is a vector containing the sampled values from the control signal distribution, $\mathbb{E}$ is the expected value of the cost function over the random noise variable $\tilde{v}$, and $\sigma_k^2$ is the variance of the uncertainty in the forward model. Because we are using a neural network to model the system, and because the neural network predicts the mean value for the output of the model averaged over the noise on the data, the function in (7.44) can be optimised directly.

![Block Diagram](image)

Figure 7.1: The block diagram of the modified proposed optimisation method.
7.5 Simulation experiments

The same simulation experiments that are used to demonstrate theoretical development for incorporating uncertainty in the inverse model, will be repeated in this chapter to illustrate the development for incorporating uncertainty in the forward model. The system equations are:

Simulation experiment 1,

\[
y(k) = 0.9722y(k-1) + 0.3578u(k-1) - 0.1295u(k-2) - 0.3103y(k-1)u(k-1)
+ 0.04228y^2(k-2) + 0.1663y(k-2)u(k-2) - 0.3513y^2(k-1)u(k-2)
+ 0.3084y(k-1)y(k-2)u(k-2) + 0.1087y(k-2)u(k-1)u(k-2)
- \bar{v}y^2(k-1)y(k-2). \tag{7.45}
\]

Simulation experiment 2,

\[
y(k+1) = y(k)\sin(u_1(k)) + u_2(k) - 0.1u_1(k-1)y(k-1) + 0.5u_2^2(k-1) + \bar{v}(k). \tag{7.46}
\]

Simulation experiment 3,

\[
x_1(k+1) = 0.9x_1(k)\sin[x_2(k)] + \left[2 + 1.5\frac{x_1(k)u_1(k)}{1 + x_2(k)u_1^2(k)}\right]u_1(k) + \left[x_1(k) + \frac{2x_1(k)}{1 + x_2(k)}\right]u_2(k),
\]
\[
x_2(k+1) = x_3(k)[1 + \sin[4x_3(k)]] + \frac{x_3(k)}{1 + x_3^2(k)},
\]
\[
x_3(k+1) = (3 + \sin[2x_1(k)])u_2(k),
\]
\[
y_1(k) = x_1(k),
\]
\[
y_2(k) = x_2(k). \tag{7.47}
\]

Here, two cases will be considered. The first case is where the inverse model is taken to be a Gaussian function. The second case is where the inverse model is modelled using a mixture density network.

Simulation experiment 4,

\[
y(k) = u(k) + 0.3\sin(2\pi u(k)) + \epsilon. \tag{7.48}
\]

The algorithm in Section 7.4 for the sampling method is implemented in the above simulation experiments to search for a better control law. Table 7.1 shows the overall average tracking error (A.T.E), for each simulation experiment using different control approaches.

\[
A.T.E = \frac{\sum_{i=1}^{N}(y(t)-y_{\text{ref}}(t))^2}{N}, \tag{7.49}
\]

where \(y\) is the actual system output, \(y_{\text{ref}}\) is the desired output, and \(N\) is the number of samples in the testing set.

From Table 7.1, one can see that the average tracking error for the proposed sampling method when the uncertainty in the forward model is ignored is always less than that of the direct inverse control in all of the experiments. Moreover, the proposed sampling method shows the ability to stabilise the output of the system when it approaches sensitive regions. When the uncertainty in the forward model is included in the performance measure criterion, the average tracking error of the sampling method is found to be comparable to and sometimes less than that when ignoring the uncertainty in the forward model.

Indeed, this was expected since it has been shown in Section 7.1.4 that a lower value for the performance measure can be obtained when using the control law derived based on the assumption
that the system is stochastic rather than when using the control law derived based on the assumption that the system is deterministic.

For simulation 3 (Gaussian inverse) and simulation 4 the average tracking error from the sampling method including uncertainty in the forward model is found to be slightly higher than that of the sampling method ignoring the uncertainty in the forward model. This can be due to several reasons. Firstly the added noise to the system output in the simulation 4 experiment is generated from a uniform distribution, which violates the assumption that the modelled noise has a Gaussian distribution. Secondly, the estimated variance around the predicted outputs of the controller and inverse model is only an estimate. This means that if the estimates for the uncertainties in the forward and inverse models are inaccurate, then the expected result can be inaccurate as well. However, in all the experiments performed in this work, good results have been obtained, which indicates that the estimates for the forward and inverse models distributions have been accurate enough.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Number of samples</th>
<th>A.T.E direct inverse</th>
<th>A.T.E, sampling: ignoring uncertainty in the forward model</th>
<th>A.T.E, sampling: including uncertainty in the forward model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation 1</td>
<td>maximum, 27</td>
<td>unstable</td>
<td>0.0035</td>
<td>0.0029</td>
</tr>
<tr>
<td>Simulation 2</td>
<td>20</td>
<td>0.1559</td>
<td>0.1298</td>
<td>0.1187</td>
</tr>
<tr>
<td>Simulation 3 Gaussian inverse</td>
<td>20</td>
<td>0.5711</td>
<td>0.0906</td>
<td>0.0921</td>
</tr>
<tr>
<td>Simulation 3 MDN inverse</td>
<td>20</td>
<td>0.5350</td>
<td>0.0759</td>
<td>0.0713</td>
</tr>
<tr>
<td>Simulation 4</td>
<td>20</td>
<td>$2.1010\times10^{-4}$</td>
<td>$6.5078\times10^{-5}$</td>
<td>$7.8139\times10^{-5}$</td>
</tr>
</tbody>
</table>

Table 7.1: The average tracking error resulting from implementing different control methods.

7.6 Conclusion

This chapter considered the possibility of incorporating uncertainty of the forward model in the sampling method proposed in this work. Using a simple linear equation, it was shown that the performance index has a lower value when the derived control law accounts for the added noise to the system equation rather than when the derived control law ignores the added noise.

The previous sampling method was modified in such a way that searching for a better control law from the control signal distribution is performed such that the expected value of the cost function over the uncertainty in the forward model is minimised rather than minimising the cost function by ignoring the uncertainty in the forward model.

Simulation experiments demonstrated the successful application of the modified sampling method which accounts for the uncertainty in the forward model.
Chapter 8
Conclusions and Directions for Future Research

In this thesis a new control architecture for the improvement of controller performance under uncertain environments is developed. As has been shown in Chapter 3, uncertainty around the predicted output of the forward model and the controller arises as a result of:

1. The uncertainty in the model parameters.

2. The nondeterministic relationship between the input and the output variables.

3. The incomplete information we may have about the process.

4. The inappropriate cost function used to optimise the model or the controller parameters.

Two important requirements for the developed control architecture are to estimate a representative model of the plant dynamics and to train a feed-forward controller. These tasks were briefly outlined in a neural network context in Chapter 2. Different control architectures were also reviewed. To achieve the objective of the thesis we chose the direct inverse control approach to be used in the thesis. The reason for using direct inverse control is that it provides an explicit way for estimating the controller uncertainty.

As an important tool for the development of the control architecture in this thesis, we reviewed and studied in Chapter 3 several methods for estimating the uncertainty around the predicted outputs of the neural network models. The study is based on the use of the RBF network as a function approximator. In the first method we studied, the Bayesian method, two different cases are considered for estimating the error bars of an RBF network. The first is to estimate the error bars when the parameters of the output layer of the RBF network are optimised only. The second is to estimate the error bars when all the parameters of the RBF network are optimised. Our key finding was that unrealistic Bayesian error bars can be obtained by optimising the parameters of the output layer only. Moreover, it has been shown that a full covariance matrix for the uncertainty of the predicted output could be estimated using the Bayesian methods. Significant computational time is required for Gaussian processes, the second method. In conclusion we found that predictive error bar method is most suitable in control applications, where fast estimate of the neural network output and error bars is required and where online adaptation is essential.
Based on using the direct inverse control approach and the predictive error bar method for estimating uncertainty of the controller, we developed in Chapter 4 a new control architecture incorporating uncertainty directly. The developed control architecture is based on importance sampling from the distribution of control signal. Using a stochastic SISO simulation example we have demonstrated that the developed control architecture can yield an improved control result compared to the direct inverse control method. Moreover it is proved that the proposed sampling method can stabilise the plant output when it goes unstable. However, since the proposed sampling method requires online adaptation for the control law, implementing this approach is found to be computationally more expensive than the direct inverse control method. Nevertheless, this should not stop us from implementing the new sampling architecture if we believe that the precision of control comes at the cost of extra calculations and that real time control is still possible. Convergence of the output error as a result of online adaptation of control signal was proved by using a suitable Lyapunov function.

Training an adaptive inverse controller is well understood task for SISO nonlinear plants [7] and has been studied for MIMO nonlinear plants [60]. In Chapter 5 we saw how to extend the developed sampling method to improve the performance of the controller when applied to MISO and MIMO nonlinear plants. Simulation results show the successful application of the sampling method. An improved performance compared to the direct inverse control has been achieved.

In the sampling method developed in Chapter 4 the predicted distribution of control signals is assumed to be Gaussian. However it should be noted that the Gaussian assumption of the control signal distribution is not always appropriate. The reason is that the mapping for inverse problems can often be multi-valued, with input values having several valid values for the outputs. This is known as an ill-posed problem [13]. A more general approach to model the conditional distribution of the control signal for multi-valued problems is presented in Chapter 6. It is based on the use of the mixture density network. In Chapter 6 the formulation of the mixture density network was developed for dynamic systems. Moreover, the sampling method developed in Chapter 4 was extended to sampling from the distribution of the density network. Static and dynamic simulation examples were used to demonstrate the use of the mixture density network as an inverse controller. This was compared to the standard neural network, where a Gaussian distribution for the inverse controller is assumed. Simulation results showed the poor performance of the standard inverse controller compared to the density network. Moreover, sampling from the distribution of the density network was proved to give better control results compared to taking the most probable value of the mixture density network.

With the design completed to this point, only uncertainty in the inverse model (the controller) was considered. Uncertainty in the forward model, which is one of the basic elements of the developed sampling method was ignored. In Chapter 7, it has been shown that ignoring the uncertainty in the forward model will yield a sub-optimal control law. Based on this finding, an improved sampling method which accounts for the uncertainty in the forward model was developed. Simulation examples demonstrated the successful application of the improved sampling method. It has been demonstrated in most of the worked examples that a better control result compared to the sampling method where the uncertainty in the forward model is ignored can be obtained.
8.1 Directions for future research

1. Mixture density network:
In this thesis the mixture density network was used to solve the ill-posed class of multi-modality, where the solution for the inverse problem is not unique. Other classes of multi-modality, such as the spatial and the temporal multi-modalities discussed in Chapter 6 have not been considered. The mixture density may be applied to the spatial or temporal multi-modalities. Since the spatial and temporal multi-modalities differ in concept to the ill-posed problem, other control architectures may need to be developed. Take as an example the spatial multi-modality, where the forward dynamics of the plant exhibit different characteristics over different operating zones, the following points can be considered:

- A mixture density network can be used to obtain the forward dynamics of the plant.
- Since different operating zones characterise the dynamics of the plant, another mixture density network can be used to model the inverse of the plant and act as a controller. This network can be trained in different ways:
  - Supervised learning, where the actual control signal is assumed to be known. This is the direct inverse control. The mixture density network of the inverse model can be designed to predict the means and the variances of the mixture model only. The same prior values as the forward model can be used. Using the same priors for the inverse and the forward models makes the inverse and the forward models tightly coupled both during training and control.
  - As in the multiple model approach, the indirect adaptive control can be used. The forward model is firstly identified using the mixture density network. The conditional average of the output of the forward model can then be obtained from $\sum_j \alpha_j \mu_j$. In the indirect adaptive control the utility function is defined as the difference between the actual output and the desired output of the plant, $J = \| y(k + d) - y_{ref}(k + d) \|^2$. Replacing the output of the system by the conditional mean of the forward model output, the controller parameters can be obtained by back-propagating the error through the forward model.

2. Incorporating uncertainty in the forward model:
This thesis considers the direct inverse control architecture only. The concept of incorporating the forward model uncertainty may be applied to other control architectures. Take as an example the indirect adaptive control, the forward model uncertainty can be incorporated as follows: As in the conventional indirect adaptive control, the plant is firstly parameterised using one of the input output models described in Chapter 2 and the parameters of the neural network model are updated using the identification error, $e = \| y(k + d) - \hat{y}(k + d) \|^2$. As discussed in Chapter 7, once the forward model is obtained another neural network with the same inputs as the forward model can be trained to predict the uncertainty around the predicted output of the forward model. Considering the uncertainty of the forward model, the utility function to be minimised is defined as

$$ J = \| \hat{y}(k + d) - y_{ref}(k + d) \|^2 + \sigma_{\hat{y}(k+d)}^2. $$

This is compared with the conventional indirect adaptive control, where the gap between the actual output and the desired output, $J = \| \hat{y}(k + d) - y_{ref}(k + d) \|^2$, is minimised. Taking the modified definition for the utility
function, the controller parameters in turn can be adjusted by back-propagating the derivative of the utility function through the identified forward model and the model of uncertainty.

3. **Full covariance matrix of the predicted output:**
The predictive error bar method for estimating the variance of the predicted output distribution is applicable to the case of m-dimensional outputs. The predictive error bar method can provide a general stochastic model. In this thesis the covariance matrix \( \langle ee^T \rangle \), is assumed to be diagonal. The Bayesian method can also provide an estimate for the full covariance matrix as explained in chapter 3. It would be interesting to extend the sampling methods proposed in this thesis to the case where a full covariance matrix can be estimated.

4. **Global search for the optimal control law using the estimated uncertainty:**
In this work a local search for the optimal control law at each instant of time was suggested. Following the dynamic programming method a global search for the optimal control law can be performed. To achieve the global search for an optimal control law an input dependent discretisation for the output (state) space can be performed. Specifically, the uncertainty in the inverse model can be used to generate a set of possible control values. The output of the model corresponding to each control value generated from the control signal distribution can then be calculated. Using this discretisation method has an advantage over the dynamic programming approach, since a higher number of points in the desired region of the state space can be obtained. However, global search for optimal control can be seen to be computationally more expensive than the local search method proposed in this work. On the other hand it would be interesting to see how much improvement could result from the global search compared to the local search method.
Appendix A

Bayesian Error Bars

A.1 Standard Bayesian error bars

For a regression problem with a set of inputs \( s(k) = [u_1(k), ..., u_N(k), y_1(k), ..., y_N(k), y_1(k - q + 1), ..., y_N(k - q + 1), u_1(k - 1), ..., u_N(k - 1), ..., u_1(k - p + 1), ..., u_N(k - p + 1)] \), and a corresponding set of targets \( y(k + d) = y_1(k + d), ..., y_N(k + d) \), then \( D = \{y(k + d), s(k)\} \) forms a data set from which inference about the relationship between \( u(k) \) and \( y(k + d) \) can be made. Given the deterministic function \( \hat{g}(s(k), W) \) produced by a network with weights \( W \) together with additive Gaussian noise of zero mean and inverse variance \( \beta \) then [13]

\[
p(y(k + d)|s(k), D) = \left(\frac{\beta}{2\pi}\right)^{1/2} \exp\left(-\frac{\beta}{2} (y(k + d) - \hat{g}(s(k), W))^2\right).
\]  

(A.1)

Given that the data \( D \) is conditionally independent of \( y(k + d) \) given \( W \), the conditional distribution of the predicted target can be written as

\[
p(y(k + d)|s(k), D) = \int p(y(k + d)|s(k), W)p(W|D)dW.
\]  

(A.2)

From Bayes’ rule \( p(W|D) \) is given by

\[
p(W|D) = \frac{1}{p(D)}p(D|W)p(W),
\]

\[
= \frac{1}{Z_S} \exp(-\beta E_D - \alpha E_W),
\]

\[
= \frac{1}{Z_S} \exp(-S(W))
\]  

(A.3)

where \( Z_S \) is a normalising constant given by the integral. Provided that the data is independent the term \( E_D \) can be written as

\[
p(D|W) = \prod_{i=1}^{N} p(y_i(k + d)|s_i(k), W),
\]

\[
= \frac{1}{Z_D(\beta)} \exp\left(-\frac{\beta}{2} \sum_{i=1}^{N} (y_i(k + d) - \hat{g}(s_i(k), W))^2\right),
\]  

(A.4)

where the normalisation constant \( Z_D(\beta) \) is then the product of \( N \) independent Gaussian integrals and is given by \( Z_D(\beta) = (2\pi/\beta)^{(N/2)} \). The term \( E_W \) represents the probability distribution for the weights.
This distribution is usually chosen to be Gaussian with zero mean and inverse variance \( \alpha \).

\[
p(W) = \frac{1}{Z_W(\alpha)} \exp(-\alpha E_W),
\]

\[
= \frac{1}{Z_W(\alpha)} \exp\left(-\frac{\alpha}{2} \|W\|^2\right),
\]  

(A.5)

where \( Z_W(\alpha) \) is a normalising constant and is given by \( Z_W(\alpha) = (2\pi/\alpha)^2 \).

To solve the integral given by Eq. (A.2) some simplifying approximations are required. This can be done using a Gaussian approximation for the posterior distribution. This is obtained by taking the second order Taylor expansion of \( S(W) \) around its minimum

\[
S(W) = S(W_{MP}) + \frac{1}{2}(W - W_{MP})^TA(W - W_{MP}),
\]  

(A.6)

where \( A = \nabla_W \nabla_W S(W_{MP}) \).

Substituting Eqs. (A.1) and (A.6) into Eq. (A.2) gives the following relationship

\[
p(y(k+d)|s(k),D)\propto \exp\left(-\frac{\beta}{2}[y(k+d) - \hat{y}(s(k),W)]^2\right) \times \exp\left(-\frac{1}{2}DW^TA\Delta W\right) dW.
\]  

(A.7)

Assuming that the width of the posterior distribution (given by the Hessian matrix \( A \)) is sufficiently narrow, the function \( \hat{y}(s(k),W) \) can be approximated by its linear expansion around \( W_{MP} \)

\[
\hat{y}(s(k),W) \approx \hat{y}(s(k),W_{MP}) + G^T\Delta W,
\]  

(A.8)

where \( G = \nabla_W \hat{y}(s(k),W) \) evaluated at \( W_{MP} \).

Substituting Eq. (A.8) into Eq. (A.7) and evaluating the integral gives

\[
p(y(k+d)|s(k),D) = \frac{1}{(2\pi \sigma^2_{y(k+d)})^{1/2}} \exp\left(-\frac{(y(k+d) - \hat{y}(s(k),W_{MP}))^2}{2\sigma^2_{y(k+d)}}\right).
\]  

(A.9)

This distribution is Gaussian distribution with mean \( y_{MP} \) and variance

\[
\sigma^2_{y(k+d)} = \frac{1}{\beta} + G^T A^{-1} G.
\]  

(A.10)

### A.2 Bayesian error bars with input noise

In the case of noisy input data the predicted distribution \( p(y(k+d)|z(k),D) \) can be written in terms of the integral [132]

\[
p(y(k+d)|s(k),D) = \int p(y(k+d)|s(k),D)p(s(k)|z(k))ds(k),
\]  

(A.11)

where \( s(k) \) is the noiseless input, \( z(k) \) is the noisy input, and \( y(k+d) \) is the target value. The first term of the right hand side of Eq. (A.11) is the posterior over the model. This can be expanded in terms of the model variables \( W \). Allowing for the independence of \( W \) on \( s(k) \) this gives

\[
p(y(k+d)|s(k),D) = \int p(y(k+d)|W,s(k))p(W|D)dw.
\]  

(A.12)

Now by expanding \( D = [y^n(k+d),z^n(k)] \) and marginalising over \( s^n(k) = s_1(k), ..., s_N(k) \), the \( p(W|D) \) term can be written as

\[
p(W|D) = \int p(W,s^n(k)|y^n(k+d),z^n(k))ds^n(k).
\]  

(A.13)
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Using Bayes’ rule and conditional independence of $y^n(k + d)$ and $z^n(k)$ Eq. (A.13) can be rewritten in the following form

$$p(W|D) = \frac{p(W)}{p(y^n(k + d)|z^n(k))} \int p(y^n(k + d)|W,s^n(k))p(s^n(k)|z^n(k))ds^n(k). \quad (A.14)$$

Finally substituting equations (A.12, A.13, A.14) into Eq. (A.11) and using Bayes’ rule to express the conditional distribution over $s(k)$ and $z(k)$ in terms of the generative noise distribution gives

$$p(y(k + d)|z(k), D) = \frac{1}{Z_{tz}} \int p(y(k + d)|W,s(k))p(z(k)|s(k))p(s(k))p(y^n(k + d)|W,s^n(k))p(s^n(k))ds^n(k)ds(k), \quad (A.15)$$

where $Z_{tz} = \int p(z(k))p(y^n(k + d),z^n(k))dy^n(k + d)dz^n(k)$ is a normalising constant. The Laplace approximation can be used to estimate the integral given in Eq. (A.15). To do this the integrals over $s^n(k)$ and $s(k)$ in Eq. (A.15) are of the form

$$I_{s(k)} = \int p(y(k + d)|W,s(k))p(z(k)|s(k))p(s(k))ds(k). \quad (A.16)$$

Because in this work it is assumed that the noise process is additive Gaussian $N(0, \Sigma_{s(k)})$ then the integral simplifies to

$$I_{s(k)} = \int \exp \left( -\frac{\beta}{2} (y(k + d) - \hat{g}(s(k),W))^2 - (s(k) - z(k))^T \Sigma_{s(k)}^{-1} (s(k) - z(k)) \right) ds(k). \quad (A.17)$$

Here it is assumed that the prior $p(s(k))$ is a uniform distribution. Given this assumption and assuming that the noise process is small, linearisation of $\hat{g}(s(k),W)$ around $z(k)$ is now possible. The Taylor expansion of the first order gives

$$\hat{g}(s(k),W) = \hat{g}(z(k),W) + h^T \delta z(k), \quad (A.18)$$

where, $h = \nabla_{s(k)} \hat{g}(s(k),W)|_{s(k)=z(k)}$ and $\delta z(k) = s(k) - z(k)$. The integral $I_{s(k)}$ now becomes

$$I_{s(k)} = \int \exp \left( -\frac{\beta}{2} (y(k + d) - \hat{g}(z(k),W) - h^T \delta z(k))^2 - \delta z(k)^T \Sigma_{s(k)}^{-1} \delta z(k) \right) d\delta z(k), \quad (A.19)$$

where $Z_\delta$ is a normalising constant and

$$\frac{1}{\beta'} = \frac{1}{\beta} + h^T \Sigma_{s(k)} h. \quad (A.20)$$

Now this result can be used to compute the integral over $s(k)$ and $s^n(k)$ in Eq.(A.15). Using a quadratic prior over the weights of the form $E_W = \frac{1}{2} ||W||^2$, the predictive distribution can be written as

$$p(y(k + d)|z(k), D) = \frac{1}{Z_x} \exp \left( -\frac{\beta'}{2} (y(k + d) - \hat{g}(z(k),W))^2 \right) \prod_{i=1}^N \exp \left( -\frac{\beta'}{2} (y_i(k + d) - \hat{g}(z_i(k),W))^2 - \frac{\alpha}{2} ||W||^2 \right) dW, \quad (A.21)$$

where $Z_x$ is a normalising constant. Using the Laplace approximation leads to:

$$p(y(k + d)|z(k), D) \propto \exp \left( -\frac{\beta'}{2} (y(k + d) - \hat{g}(z(k),W))^2 \right) \times \exp \left( -\frac{1}{2} \Delta W^T A \Delta W \right) dW. \quad (A.22)$$
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Where $A$ is the Hessian matrix

$$A = \nabla_W \nabla_W S(W_{MP}).$$  \hfill (A.23)

Taking the linear expansion of $\hat{g}(z(k), W)$ about $W_{MP}$ the integral over $W$ can be calculated and a Gaussian approximation of the predictive distribution can be written as

$$p(y(k+d)|z(k), D) = \frac{1}{(2\pi\sigma_w^2)^{1/2}} \exp\left(-\frac{(y(k+d) - \hat{g}(z(k), W_{MP}))^2}{2\sigma_w^2}ight).$$  \hfill (A.24)

And the variance of the distribution is given by

$$\sigma_{y(k+d)}^2 = \frac{1}{\beta} + G^T A^{-1} G,$$

$$= \frac{1}{\beta} + h^T \Sigma_s(k) h + G^T A^{-1} G.$$  \hfill (A.25)
Appendix B

Weight Updates for the Radial Basis Function

B.1 Weights updating for the linear output layer

In Section 3.2.1, it has been asserted that the formula for updating the weights using direct matrix inversion is given by

\[ \mathbf{W} = (\beta \phi \phi^T + \alpha I)^{-1}(\beta \phi^T)\gamma(k + d). \]  \hspace{1cm} (B.1)

This can be derived from the fact that the following quadratic error function should be minimised

\[ S(\mathbf{W}) = \frac{\beta}{2}(\gamma(k + d) - \hat{\gamma}(k + d))^2 + \frac{\alpha}{2} \| \mathbf{W} \|^2, \]  \hspace{1cm} (B.2)

where \( \hat{\gamma}(k + d) \) is the output of the RBF network and is given by the following formula

\[ \hat{\gamma}(k + d) = \mathbf{W}\phi, \]  \hspace{1cm} (B.3)

where \( \mathbf{W} \) are the parameters of the RBF network, and \( \phi \) is the output vector of the hidden units. Given that \( \mathbf{W} \) is the total number of weights and biases in the network

\[ \| \mathbf{W} \|^2 = \sum_{i=1}^{\mathbf{W}} w_i^2. \]  \hspace{1cm} (B.4)

Taking the derivative of Eq. (B.2) with respect to the weights and setting the derivative to zero, the following equation is obtained

\[ (\beta(\phi^T\phi) + \alpha I)\mathbf{W} = \beta \phi^T\gamma(k + d). \]  \hspace{1cm} (B.5)

Now solving Eq. (B.5) for \( \mathbf{W} \)

\[ \mathbf{W} = (\beta \phi \phi^T + \alpha I)^{-1}(\beta \phi^T)\gamma(k + d). \]  \hspace{1cm} (B.6)

B.2 Weights updating with respect to all the parameters of the RBF network

Derivation of the formula for updating the weights of the RBF when all the parameters of the RBF are changed using the Levenberg-Marquardt training algorithm can be obtained by defining the required
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Objective function which in this work is given by

\[
F(W) = \frac{\beta}{2} \sum_{i=1}^{N} f_i^2(W) + \frac{\alpha}{2} \| W \|^2, \\
= \frac{\beta}{2} f^T(W) f(W) + \frac{\alpha}{2} W W^T,
\]

where \( f \) is the difference between the output of the network and the target values, \( f = \hat{y}(k+d) - y(k+d) \).

By taking the derivative of Eq. (B.7) with respect to the weights, the following equation is obtained

\[
[\nabla F(W)]_j = \beta \sum_{i=1}^{N} f_i(W) \frac{\partial f_i(W)}{\partial W_j} + \alpha W,
\]

\[
= \beta G^T(W) f(W) + \alpha W,
\]

where \( G \) is the weight gradient of the neural network. Since the Levenberg-Marquardt method uses the approximation of the Hessian matrix, the derivative of Eq. (B.8) needs to be computed, which should in turn give the second derivative for Eq. (B.7)

\[
[\nabla^2 F(W)]_{ij} = \beta \sum_{i=1}^{N} \left( \frac{\partial f_i(W)}{\partial W_k} \frac{\partial f_i(W)}{\partial W_j} + f_i \frac{\partial^2 f_i}{\partial W_k \partial W_j} \right) + \alpha I.
\]

Now let \( T_i(W) = \nabla^2 f_i(W) \), then Eq. (B.9) can be rewritten as

\[
[\nabla^2 F(W)] = \beta G^T(W) G(W) + \beta \sum_{i=1}^{N} f_i(W) T_i(W) + \alpha I.
\]

Let \( S(W) = \sum_{i=1}^{N} f_i(W) T_i(W) \), then Eq. (B.10) can be rewritten in the following form

\[
[\nabla^2 F(W)] = \beta G^T(W) G(W) + \beta S(W) + \alpha I.
\]

Now recall Newton’s method

\[
\Delta W = -[\nabla^2 F(W)]^{-1} \nabla F(W), \\
= -[\beta G^T(W) G(W) + \beta S(W) + \alpha I]^{-1} [\beta G^T(W) f(W) + \alpha W].
\]

Ignoring \( S(W) \) yields the Levenberg-Marquardt training algorithm.
Appendix C

Mean and Variance of Gaussian Processes

In this appendix the derivation of the mean and the variance of the Gaussian process predictive distribution is analysed in detail. For this purpose, consider the following target vectors in the control problem

\[
y(k+d) = \begin{bmatrix} y^1(k+d) \\ \vdots \\ y^N(k+d) \end{bmatrix}, \quad y^{N+1}(k+d) = [y^{N+1}(k+d)], \quad y^t(k+d) = \begin{bmatrix} y^{N+1}(k+d) \\ y(k+d) \end{bmatrix}, \quad (C.1)
\]

and similarly for the mean and the variance

\[
E[y(k+d)] = \mu, \quad E[y^{N+1}(k+d)] = \mu^{N+1}, \quad (C.2)
\]

\[
K = E[(y^{N+1}(k+d) - \mu^{N+1})(y(k+d) - \mu)^T],
\]

\[
C_N = E[(y(k+d) - \mu)(y(k+d) - \mu)^T],
\]

\[
\kappa = E[(y^{N+1}(k+d) - \mu^{N+1})(y^{N+1}(k+d) - \mu^{N+1})^T], \quad (C.3)
\]

with these definitions, the following result will be proved.

*If the distribution of \( y^t(k+d) \) is Gaussian, then the predictive distribution for \( y^{N+1}(k+d) \) given \( y(k+d) \) is Gaussian with mean \( \mu^{N+1} + K^T C_N^{-1} [y(k+d) - \mu] \) and variance matrix \( \kappa - K^T C_N^{-1} K \) [85).*

Introducing the following definitions \( O^1 = y^{N+1}(k+d) - K^T C_N^{-1} y(k+d) \) and \( O^2 = y(k+d) \).

Then \( Q = \begin{bmatrix} O^1 \\ O^2 \end{bmatrix} = \begin{bmatrix} 1 & -K^T C_N^{-1} \\ 0 & 1 \end{bmatrix} y^t(k+d) \). Since the vector \( Q \) is a nonsingular transform of \( y^t(k+d) \), it has a Gaussian distribution with the following mean and variance:

\[
E \begin{bmatrix} O^1 \\ O^2 \end{bmatrix} = \begin{bmatrix} 1 & -K^T C_N^{-1} \\ 0 & 1 \end{bmatrix} E[y^t(k+d)],
\]

\[
= \begin{bmatrix} 1 & -K^T C_N^{-1} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \mu^{N+1} \\ \mu \end{bmatrix},
\]

\[
= \begin{bmatrix} \mu^{N+1} - K^T C_N^{-1} \mu \\ \mu \end{bmatrix}. \quad (C.4)
\]

Introducing the definition \( E[\theta] = M \), the mean values from (C.4) are

\[
E[O^1] = [\mu^{N+1} - K^T C_N^{-1} \mu] = M^1,
\]

\[
E[O^2] = \mu = M^2. \quad (C.5)
\]
The variance matrix can then be obtained from

$$
E[(O - M)(O - M)^T] = 
\begin{bmatrix}
\end{bmatrix},
$$

(E.6)

$$
= \begin{bmatrix}
\kappa - K^T C_N^{-1}K & 0 \\
0 & C_N
\end{bmatrix}.
$$

(C.7)

Equation (C.7) can be easily obtained. Compute as an example the first element of the matrix in (E.6) yields the first element in (C.7)

$$
E[(O^1 - M^1)(O^1 - M^1)^T] = E[(y^{N+1}(k + d) - \mu^{N+1}) - K^T C_N^{-1}(y(k + d) - \mu)]
\begin{bmatrix}
(y^{N+1}(k + d) - \mu^{N+1})^T - K^T C_N^{-1}(y(k + d) - \mu)^T
\end{bmatrix},
$$

$$
= \kappa - K^T C_N^{-1}K - K^T C_N^{-1}K + K^T C_N^{-1}C_N C_N^1 K,
$$

$$
= \kappa - K^T C_N^{-1}K.
$$

The computation of the other three elements can be done in the same way. Equation (C.7) shows that the two random variables $O^1$ and $O^2$ are independent, therefore the joint density of $O^1$ and $O^2$ is the multiplication of the marginal distribution of $O^1$ and the marginal distribution of $O^2$

$$
p(O^1, O^2) = N(O^1 \mid \mu^{N+1} - K^T C_N^{-1}K, \kappa - K^T C_N^{-1}K).N(O^2 \mid \mu, C_N).
$$

(C.8)

Now substituting $y^{N+1}(k + d) - K^T C_N^{-1}y(k + d)$ for $O^1$ and $y(k + d)$ for $O^2$ in (C.8) and multiplying by the Jacobian of the transformation which is one, yields the joint density of $y^{N+1}(k + d)$ and $y(k + d)$

$$
p(y^{N+1}(k + d), y(k + d)) = (2\pi)^{-\frac{N^1}{2}} | \sigma_{112} |^{-\frac{1}{2}}
\times \exp\left(-\frac{1}{2} \begin{bmatrix}
y^{N+1}(k + d) - \mu^{N+1} - K^T C_N^{-1}(y(k + d) - \mu)
\end{bmatrix}^T
\begin{bmatrix}
\sigma_{112}^{-1}\begin{bmatrix}
y^{N+1}(k + d) - \mu^{N+1} - K^T C_N^{-1}(y(k + d) - \mu)
\end{bmatrix}
\end{bmatrix}
\right),
$$

(C.9)

where $\sigma_{112} = \kappa - K^T C_N^{-1}K$.

The conditional density of $y^{N+1}(k + d)$ given $y(k + d)$ can be obtained using Bayes theorem, hence

$$
p(y^{N+1}(k + d) \mid y(k + d)) = \frac{p(y^{N+1}(k + d), y(k + d))}{p(y(k + d))},
$$

(C.10)

the marginal distribution of $p(y(k + d))$ is simply the factor in the box in (C.9), therefore the conditional distribution of $y^{N+1}(k + d)$ given $y(k + d)$ is

$$
p(y^{N+1}(k + d) \mid y(k + d)) = (2\pi)^{-\frac{N^1}{2}} | \sigma_{112} |^{-\frac{1}{2}}
\times \exp\left(-\frac{1}{2} \begin{bmatrix}
y^{N+1}(k + d) - \mu^{N+1} - K^T C_N^{-1}(y(k + d) - \mu)
\end{bmatrix}^T
\begin{bmatrix}
\sigma_{112}^{-1}\begin{bmatrix}
y^{N+1}(k + d) - \mu^{N+1} - K^T C_N^{-1}(y(k + d) - \mu)
\end{bmatrix}
\end{bmatrix}
\right).
$$

(C.11)

The conditional distribution in (C.11) is a normal distribution with mean $\mu^{N+1} + K^T C_N^{-1}y(k + d) - \mu$ and variance $\kappa - K^T C_N^{-1}K$.

Since in the Gaussian processes the assumption was that the marginal density functions have zero means yields the final result that the predictive distribution for $y^{N+1}(k + d)$ given $y(k + d)$ is a normal distribution with mean $K^T C_N^{-1}y(k + d)$ and variance $\kappa - K^T C_N^{-1}K$.
Appendix D

Recurrence Relation in Dynamic Programming

To derive the iterative procedure for dynamic programming [69] the minimum cost function is firstly defined. Starting at any admissible state $x, x \in X$, the minimum cost function resulting from using all admissible control for the remainder of the process at any stage $k, 0 \leq k \leq K$ can be written as

$$J(k) = \min_{u(j) \in U} \sum_{j=k}^{K} l(x(j), u(j), j).$$  \hspace{1cm} (D.1)

By splitting the summation into two parts, and defining $x(k) = x$

$$J(k) = \min_{u(j) \in U} \left( l(x, u(k), k) + \sum_{j=k+1}^{K} l(x(j), u(j), j) \right).$$  \hspace{1cm} (D.2)

Again by splitting the minimisation in Eq. (D.2) into two parts, a minimisation over $u(k)$, and a minimisation over the controls $u(k+1), u(k+2), ..., u(K)$,

$$J(k) = \min_{u(k) \in U} \min_{u(j) \in U} \left( l(x, u(k), k) + \sum_{j=k+1}^{K} l(x(j), u(j), j) \right).$$  \hspace{1cm} (D.3)

The first term in brackets in Eq. (D.3) depends only on $u(k)$, therefore

$$\min_{u(k) \in U} \min_{u(j) \in U} l(x, u(k), k) = \min_{u(k) \in U} l(x, u(k), k).$$ \hspace{1cm} (D.4)

The second term in brackets in Eq. (D.3), however depends on the state $x(k+1)$ which is a function of the control $u$ at stage $k$

$$x(k+1) = g(x, u(k), k).$$ \hspace{1cm} (D.5)

Using this relation the second term in brackets in Eq. (D.3) can then be written as

$$\min_{u(k) \in U} \min_{u(j) \in U} \left( \sum_{j=k+1}^{K} l(x(j), u(j), j) \right) = \min_{u(k) \in U} \left( J[g(x, u(k), k), k+1] \right).$$ \hspace{1cm} (D.6)

Substituting Eq. (D.4), (D.6) into Eq. (D.3) and suppressing the index $k$ on $u(k)$, the functional equation can be written as

$$J(k) = \min_{u \in U} \left( l(x, u, k) + J[g(x, u, k), k+1] \right).$$ \hspace{1cm} (D.7)
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Equation (D.7) describes an iterative relation for determining $J(k)$ from knowledge of $J(k+1)$. The optimal control is then defined as

$$u^*(k) = \arg \min_u \left( l(x, u, k) + J(g(x, u, k), k+1) \right).$$

(D.8)
Appendix E

The Derivatives of the Error Function of an MDN

To optimise the parameters of the mixture density network, the derivative of the error function (negative log likelihood) of the MDN with respect to each parameter needs to be calculated. The detail of the derivation of the gradient of the negative log likelihood of an MDN network is provided in this appendix.

E.1 The error function of an MDN

The error function of the mixture density network for the \( n \)th input pattern \( s_n(k) \) and the \( n \)th output pattern \( u_n(k) \) is defined as the negative log likelihood

\[
E^n = -\ln \left\{ \sum_{j=1}^{M} \alpha_j(s_n(k)) \phi_j(u_n(k) | s_n(k)) \right\}.
\]  (E.1)

In this work the \( j \)th kernel \( \phi_j \) for the \( n \)th input output pattern is taken to be a spherical Gaussian

\[
\phi_j(u(k)|s(k)) = \frac{1}{(2\pi)^{c/2} \sigma_j(s_n(k))} \exp \left( -\frac{\| u(k) - \mu_j(s_n(k)) \|^2}{2\sigma_j^2(s_n(k))} \right).
\]  (E.2)

The total error is then defined as the summation of the error of each pattern

\[
E = \sum_{n=1}^{N} E^n.
\]  (E.3)

In the mixture density network architecture the parameters of the kernel function are assumed to be produced by the outputs of a feedforward neural network. To optimise the parameters of the kernel function, the parameters of the feedforward network need to be updated in order to minimise the negative log likelihood function. Minimising the error function requires calculating the derivatives of the error \( E \) with respect to the weights in the feedforward network. Given that the derivatives of the error \( E \) with respect to the outputs of the feedforward network can be obtained, the derivatives of the error \( E \) with respect to the feedforward network parameters can be calculated using the static backpropagation method [13].

Therefore, the derivatives of the error function with respect to the output of the feedforward network are evaluated in this appendix. Since the total error is the sum of the error of each pattern,
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Eq. (E.3), the analysis is on a per-pattern basis. For clarity the references to the input and output data set is dropped from (E.1) and (E.2). Using the terminology of Bishop [13] the derivatives need to be calculated are:

1. The partial derivative of the error function with respect to the outputs corresponding to the mixing coefficients \( z_i^\alpha \)
   
   \[
   \frac{\partial E_n}{\partial z_i^\alpha}.
   \]  

2. The partial derivative of the error function with respect to the outputs corresponding to the mixing variances \( z_j^\sigma \)
   
   \[
   \frac{\partial E_n}{\partial z_j^\sigma}.
   \]  

3. The partial derivative of the error function with respect to the outputs corresponding to the centres of the kernel functions \( z_{jk}^\mu \)
   
   \[
   \frac{\partial E_n}{\partial z_{jk}^\mu}.
   \]

Since \( \phi_j \) can be regarded as conditional density function with prior probabilities \( \alpha_i \), the posterior probability of a pattern using Bayes theorem is introduced in [13] to simplify the analysis of evaluating the derivative of the error function with respect to the outputs of the network. Hence using Bayes theorem

\[
\tau_j = \frac{\alpha_j \phi_j}{\sum_{1=1}^{M} \alpha_i \phi_i},
\]

\[
\sum_{j=1}^{M} \tau_j = 1,
\]

\[
0 \leq \tau_j \leq 1 \quad \forall j.
\]

E.2 Evaluating the derivatives of the mixing coefficients

The derivative of the error function with respect to the feedforward network outputs corresponding to the mixing coefficient can be calculated using the chain rule

\[
\frac{\partial E_n}{\partial z_i^\alpha} = \sum_{k} \frac{\partial E_n}{\partial \alpha_k} \frac{\partial \alpha_k}{\partial z_i^\alpha}.
\]  

The first term in the right hand side of (E.10) can be calculated from (E.1)

\[
\frac{\partial E_n}{\partial \alpha_k} = -\left( \frac{\phi_k}{\sum_{j=1}^{M} \alpha_j \phi_j} \right) \frac{\alpha_k}{\alpha_k}
\]

\[
= -\frac{\alpha_k \phi_k}{\sum_{j=1}^{M} \alpha_j \phi_j} \frac{1}{\alpha_k}.
\]

Using (E.7), yields

\[
\frac{\partial E_n}{\partial \alpha_k} = -\frac{\tau_k}{\alpha_k}.
\]

Since the mixing coefficients represent probabilities, their sum should be equal to one, that is \( \sum_{i=1}^{M} \alpha_i = 1 \). This is achieved by choosing \( \alpha_j \) to be related to the corresponding feedforward network by a softmax function

\[
\alpha_j(s(k)) = \frac{\exp(z_{jk}^\mu)}{\sum_{i=1}^{M} \exp(z_i^\mu)}.
\]
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Using the softmax transformation makes the value of $\alpha_j$ depend on all of the feedforward network outputs which are corresponding to the mixing coefficients. Therefore differentiating $\alpha_j$ with respect to the feedforward network outputs which contribute to the mixing coefficient can be achieved using the quotient rule for differentiation by considering the two cases for $j = k$ and $j \neq k$. Hence,

- for $j = k$

$$\frac{\partial \alpha_k}{\partial z_j^k} = \frac{\sum_{l=1}^{M} \exp(z_j^l) \cdot \exp(z_j^k) - \exp(z_j^k) \cdot \exp(z_k^k)}{[\sum_{l=1}^{M} \exp(z_j^l)]^2},$$

$$= \frac{\exp(z_j^k)}{\sum_{l=1}^{M} \exp(z_j^l)} \cdot \left( -\frac{\exp(z_k^k)}{\sum_{l=1}^{M} \exp(z_j^l)} \right)^2,$$

$$= \alpha_k - \alpha_k^2, \quad j = k. \quad (E.14)$$

- for $j \neq k$

$$\frac{\partial \alpha_k}{\partial z_j^k} = \frac{\sum_{l=1}^{M} \exp(z_j^l) \times 0 - \exp(z_j^k) \cdot \exp(z_k^k)}{[\sum_{l=1}^{M} \exp(z_j^l)]^2},$$

$$= -\alpha_j \alpha_k, \quad j \neq k. \quad (E.15)$$

Using the Kronecker delta function, $\delta_{jk}$, equations (E.14) and (E.15) can be written as

$$\frac{\partial \alpha_k}{\partial z_j^k} = \delta_{jk} \alpha_k - \alpha_k \alpha_j. \quad (E.16)$$

The final derivative can then be obtained by substituting (E.12) and (E.16) into (E.10). This yields

$$\frac{\partial E_n}{\partial z_j^k} = \sum_{k} \pi_k \left( \delta_{jk} \alpha_k - \alpha_k \alpha_j \right),$$

$$= \sum_{k} \frac{\pi_k}{\alpha_k} \alpha_k \delta_{jk} + \sum_{k} \frac{\pi_k}{\alpha_k} \alpha_k \alpha_j. \quad (E.17)$$

Since $\sum_k \pi_k = 1$, and $\sum_k \pi_k \delta_{jk} = \pi_j$,

$$\frac{\partial E_n}{\partial z_j^k} = -\pi_j + \alpha_j. \quad (E.18)$$

E.3 Evaluating the derivatives of the variances

In the mixture density network, the variances $\sigma_j^2$ of the kernel functions are taken to be the exponentials of the corresponding feedforward network outputs, $z_j^k$. Therefore, the derivative of the error function will be evaluated with respect to the variance $\sigma_j^2$. Again using the chain rule

$$\frac{\partial E_n}{\partial z_j^k} = \frac{\partial E_n}{\partial \sigma_j^2} \cdot \frac{\partial \sigma_j^2}{\partial z_j^k}. \quad (E.19)$$

Differentiating (E.1) with respect to $\sigma_j^2$ yields,

$$\frac{\partial E_n}{\partial \sigma_j^2} = -\left( \frac{1}{\sum_{l=1}^{M} \alpha_i \phi_j} \frac{\partial (\alpha_j \phi_j)}{\partial \sigma_j^2} \right). \quad (E.20)$$
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since the mixing coefficients $\alpha_j$ is not a function of the variances $\sigma_j^2$, the derivative of $(\phi_j \alpha_j)$ with respect to the variances can be obtained as

$$\frac{\partial (\alpha_j \phi_j)}{\partial \sigma_j^2} = \alpha_j \frac{\partial \phi_j}{\partial \sigma_j^2}. \quad (E.21)$$

This means that the derivative of $\phi_j$ with respect to the variances $\sigma_j^2$ needs to be calculated only. The result can then be multiplied by the mixing coefficients. Deriving $\phi_j$ with respect to the variances yields,

$$\frac{\partial \phi_j}{\partial \sigma_j^2} = \left[ - \frac{1}{2\sigma_j^2} \exp \left( - \frac{||u_n - \mu_j||^2}{2\sigma_j^2} \right) - \frac{c}{2\sigma_j^2} \right]. \quad (E.22)$$

Hence, substituting (E.22) into (E.21), yields

$$\frac{\partial (\alpha_j \phi_j)}{\partial \sigma_j^2} = \frac{\alpha_j \phi_j}{2} \left[ - \frac{c}{\sigma_j^2} + \frac{||u_n - \mu_j||^2}{\sigma_j^4} \right]. \quad (E.23)$$

Merging (E.20) and (E.23), gives

$$\frac{\partial E_n}{\partial \sigma_j^2} = - \frac{\alpha_j \phi_j}{2} \left[ - \frac{c}{\sigma_j^2} + \frac{||u_n - \mu_j||^2}{\sigma_j^4} \right]. \quad (E.24)$$

The second term in equation (E.19) can be computed directly

$$\frac{\partial \sigma_j^2}{\partial z_j^p} = \exp(z_j^p), \quad \sigma_j^2. \quad (E.25)$$

Finally substituting (E.24) and (E.25) into (E.19) yields the required derivative

$$\frac{\partial E_n}{\partial z_j^p} = - \frac{\pi_j}{2} \left[ \frac{||u_n - \mu_j||^2}{\sigma_j^2} - c \right]. \quad (E.26)$$

E.4 Evaluating the derivatives of the kernel centres

Since the centres $\mu_j$ of the kernel functions are given directly by the feedforward network outputs $z_{jk}^\mu$, the derivative of the error function with respect to the kernel centres can be calculated directly as

$$\frac{\partial E_n}{\partial z_{jk}^\mu} = - \left[ \frac{1}{\sum_{l=1}^M \alpha_l \phi_l \phi_l} \frac{\partial (\alpha_j \phi_j)}{\partial \sigma_j^2} \right]. \quad (E.27)$$

Again since $\alpha_j$ is not a function of the kernel centres $\mu_{jk}$

$$\frac{\partial (\alpha_j \phi_j)}{\partial z_{jk}^\mu} = \alpha_j \frac{\partial \phi_j}{\partial z_{jk}^\mu}. \quad (E.28)$$
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Deriving $\phi_j$ with respect to the kernel centres $\mu_{jk}$ yields

$$\frac{\partial \phi_j}{\partial z_{jk}^\mu} = \left[ \frac{u_k - \mu_{jk}}{\sigma_j^2} \right] \frac{1}{(2\pi)^{\frac{d}{2}} \sigma_j^2} \exp \left( - \frac{\| u_n - \mu_j \|^2}{2\sigma_j^2} \right).$$

$$= \phi_j \left( \frac{u_k - \mu_{jk}}{\sigma_j^2} \right). \quad (E.29)$$

Now make use of (E.28), yields

$$\frac{\partial (\alpha_j \phi_j)}{\partial z_{jk}^\mu} = \phi_j \alpha_j \left( \frac{u_k - \mu_{jk}}{\sigma_j^2} \right). \quad (E.30)$$

Then substituting (E.30) into (E.27) gives the final result

$$\frac{\partial \mathbf{E}_n}{\partial z_{jk}^\mu} = - \left[ \frac{\alpha_j \phi_j}{\sum_{l=1}^M \alpha_l \phi_l} \frac{u_k - \mu_{jk}}{\sigma_j^2} \right].$$

$$= \pi_j \left[ \frac{\mu_{jk} - u_k}{\sigma_j^2} \right]. \quad (E.31)$$
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