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The satellite ERS-1 was launched in July 1991 in a period of high solar activity. Sparse laser tracking and the failure of the experimental microwave system (PRARE) compounded the orbital errors which resulted from mismodelling of atmospheric density and hence surface forces.

Three attempts are presented here to try and refine the coarse laser orbits of ERS-1, made prior to the availability of the full altimetric dataset. The results of the first attempt indicate that by geometrically modelling the satellite shape some improvement in orbital precision may be made for any satellite; especially one where no area tables already exist. The second and third refinement attempts are based on the introduction of data from some second satellite; in these examples SPOT-2 and TOPEX/Poseidon are employed.

With SPOT-2 the method makes use of the orbital similarities to produce along-track corrections for the more fully tracked SPOT-2. Transferring these corrections to ERS-1 produces improvements in the precise orbits thus determined. With TOPEX/Poseidon the greater altitude results in a more precise orbit (gravity field and atmospheric errors are of less importance). Thus, by computing height differences at crossover points of the TOPEX/Poseidon and ERS-1 ground tracks the poorer orbit of ERS-1 may be improved by the addition of derived radial corrections.

In the positive light of all three results several potential modifications are suggested and some further avenues of investigation indicated.
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Chapter 1

Introduction

Data generated by earth satellites is very diverse, being concerned both with the physical environment of the satellite, and with returning information about the earth around which the satellites orbit. Thus, topics covered include atmospheric studies, the measurement of the earth’s magnetic field, topographical images, altimetric information for use in mapping, oceanic studies and other geodetic projects. There is a certain teleological element to much of this though, since in order to fully utilise this information, a precise determination of the satellite’s position is required. Therefore, as the knowledge of the earth’s shape and structure, as evinced by the gravity field, increases so does the accuracy with which the orbit may be computed. Similarly, as the orbital accuracy increases, so does that of the physical constants (for instance the gravity field coefficients).

In addition to the accuracy of the physical constants, the quality of any precise orbit determination rests upon the accuracy of the model used to plot the course of the satellite; by far the most common approach being to fit the model to the observation data by means of some weighted linear least squares minimisation technique. Currently, this model is relatively weakest in the areas of atmospheric density and satellite-atmospheric reactions [Renard, 1990]. This is largely due to the difficulty in either accurately measuring atmospheric density and particle-surface interactions at the satellite, or correctly simulating the conditions attained at these locations within the laboratory situation. This weakness is relative since it is only recently [Klinkrad et al., 1990] that the gravitational component has been recovered accurately enough so that errors in it are now lower than the magnitudes of lesser forces, such as drag and solar radiation pressure. However,
now that such accuracy is attainable in the gravity field, it becomes necessary to either improve on atmospheric models or to somehow circumvent the need for such improvements.

The aim of this thesis is to address these relative weaknesses by considering the specific case of the satellite ERS-1. ERS-1 orbits suffer particularly both from deficiencies in the thermospheric models currently used to determine atmospheric density and from a general sparsity of and geographical bias in the tracking data. In this thesis, three distinct but potentially combinable methods are considered, in order to see if they offer ways of refining the initially poor ERS-1 long-arcs orbits. In the first of these, the simple drag model currently used is modified to take account of surface-interaction coefficients in a more complex momentum-exchange based model. In contrast to this, both the second and third approaches differ from the first in that they do not directly improve the orbital determination model, but rather suggest ways of introducing information from some second satellite into the orbital procedure. In each case the second satellite is more densely tracked than ERS-1 and possesses other differences which make it suitable for the chosen method. Thus, the second method uses height differences with TOPEX/Poseidon which, at an altitude of some 1335 km, is far less affected by the atmosphere; avoiding the inherent weakness in thermospheric models. In contrast, the third method employs the SPOT-2 satellite, which is in a similar orbit to ERS-1 but does not suffer from the sparse and geographically biased tracking which troubles ERS-1.

In order to allow these methods to be developed, the main body of the thesis begins in Chapter 2 with a description of the orbit determination model employed at ASTON. It must be recognised that this model is continually undergoing minor alterations, as subroutines are updated and the modifications required by each new satellites are included. However, the overall technique does not change and the model employed remains basically the same.

Having elaborated upon the existing model, the first refinement method is described and tested in Chapters 3 and 4 respectively. The former contains the theory which elaborates the necessary equations for the forces due to both atmospheric resistance and direct solar pressure. Further, it includes a full description of the method of determining satellite area tables which may be used to com-
pute the surface areas required by these equations. This theory is then used to produce the GUESS software which is used for generating the tables required by the amended orbital determination routine. Chapter 4 begins by applying this software to ERS-1 and then continues with a description of the modifications to the orbital package necessary to employ the GUESS tables. The latter half of the chapter then considers several long-arc orbits, comparing the results obtained between the original and modified approaches.

The second refinement technique is described in Chapter 5, along with the results of its application to ERS-1 and TOPEX/Poseidon. However, since the latter satellite had not been launched at the time of the study, simulated data is employed throughout. Two orbital ephemeris are determined, one for ERS-1 and one for TOPEX/Poseidon, from which the height differences are computed at points where the two ground-tracks intersect. Two such simulated sets are used — one representing the observation data (which would be derived from actual altimeter measurements) and the other the calculated values (as obtained from the orbital model). The differences between these are then considered as a measure of the radial error in the two orbits. Whence, by writing the radial error as a harmonic expansion, it is possible to solve for the harmonic coefficients. These in turn allow for correction terms to be determined for both satellites at specific times. By adding such terms to the orbit of the relevant satellite, a refined or corrected orbit may be obtained. Where, as in this case, the orbit of the additional satellite is much superior to that of ERS-1, it is hoped that the orbital accuracy of the worse orbit may be improved to the order of the better one.

The third and final method is covered in Chapter 7. However, prior to this, Chapter 6 first describes both SPOT-2 and its tracking system, together with the modifications required to determine orbits for this satellite. In addition, this chapter contains the results of running the GUESS software to produce area tables for SPOT-2 as well as the results of converging several orbits both with and without these tables. Chapter 7 continues by developing the method of determining along-track acceleration corrections from SPOT-2, following an idea of Ridgway et al. [1990]. Then the method is tested for three long-arcs where data was available for both ERS-1 and SPOT-2.

Having considered all three approaches and the results obtained, it is then
possible to suggest where further development or testing of each method may be useful. In addition, some overall assessment of just how much each technique can contribute to improving poor orbits may be made, at least in the case of the satellite ERS-1.
Chapter 2

Precise Orbit Determination

2.1 Stating the problem and summarizing the solution

The problem of precise orbit determination is to determine the path of an Earth satellite by modelling its motion from estimated parameters, such as initial position and velocity, and observed data, for instance solar flux and geomagnetic indices. This chapter outlines the method employed by the SATAN-A suite of programs, as used at Aston University (SATellite ANalysis at Aston), so that subsequent developments may be related to it.

First, the force model is outlined, by considering the major forces acting upon an Earth satellite. Secondly, the correction process is explained, by which an improved set of model parameters is obtained. This process employs a linear least squares differentiated correction technique which minimises the residuals to the tracking data in the correction program ORBCORR of the SATAN-A suite. Finally, the prediction routine is described. This is contained in the program ORBPRED which integrates ahead using a Gauss-Jackson numerical integrator to compute ephemeris and partial derivatives over the span of the arc being determined. Here, arc means the satellite path over some period of time, with long-arc usually denoting an orbit of several days in length.

It is important to emphasize that the prediction-correction process described is an iterative one and that the aim is to improve on rather than fully determine the many model parameters involved. Thus the whole of this thesis is only part of
a continuing and evolving process, and not a finished or completed idea in itself.

2.2 The force model

The force model $F$, used by the prediction program, has six components. Three of these are gravitational in origin: the attraction of the Earth ($F_G$), variations in this due to solid and ocean tides ($F_{ET}$) and attractions of other bodies in the solar system ($F_{TB}$). The other three (known as skin forces [Klinkrad et al., 1990], arising as they do from surface-particle interactions) are atmospheric resistance (drag and lift, $F_D$), direct solar radiation pressure ($F_R$) and Earth-reflected infrared and albedo forces ($F_{AIIR}$). These are modelled as follows.

2.2.1 The earth’s gravitational potential

By far the greatest force acting on a low Earth satellite arises from the attraction due to the Earth’s mass. It is known that any two point masses $m$ and $M$ exert a mutually attracting force of magnitude

$$ F = \frac{G m M}{r^2} $$

where $r$ is the distance between the masses and $G$ is the universal gravitational constant. From this, using Newton’s second law, it may be deduced that the mass $m$ experiences an acceleration of magnitude

$$ a = \frac{GM}{r^2} $$

due to the attracting force exerted by the mass $M$. Equally, the acceleration vector may be written as a potential $a = \nabla V$ where

$$ V = \frac{GM}{r}.$$ 

Further, it may be shown that this potential satisfies Laplace’s equation — namely that $\nabla^2 = 0$ — and hence is harmonic.

Now for a non-particular mass, such as that of the Earth, the potential may be expanded as a triple integral

$$ V = G \int \int \int \frac{\rho(x, y, z)}{r(x, y, z)} \, dx \, dy \, dz $$  \hspace{1cm} (2.1)
where \( \rho(x, y, z) \) is the density at the point \((x, y, z)\) within the Earth's mass, a distance \(r(x, y, z)\) from the external attracted mass \(m\). Since \(dM = \rho(x, y, z) \, dx \, dy \, dz\) is also a point mass, the total potential of Equation 2.1 also satisfies Laplace's equation.

Because of the physical significance, it is more usual to work in a spherical coordinate system rather than a Cartesian one. In such a system, Laplace's equation may be written

\[
\frac{\partial}{\partial r} \left( r^2 \frac{\partial V}{\partial r} \right) + \frac{1}{\cos \phi} \frac{\partial}{\partial \phi} \left( \cos \phi \frac{\partial V}{\partial \phi} \right) + \frac{1}{\cos^2 \phi} \frac{\partial^2 V}{\partial \lambda^2} = 0 \tag{2.2}
\]

where \(\phi\) and \(\lambda\) are latitude and longitude respectively in a geocentric Earth-fixed coordinate system and \(r\) is the separation of the attracted point mass \(m\) from the Earth's centre (the origin of the system).

A solution to Equation 2.2 is obtained by assuming that it takes the separable form

\[ V = R(r) \Phi(\phi) \Lambda(\lambda) \]

and solving the resulting differential equations independently for \(R(r)\), \(\Phi(\phi)\) and \(\Lambda(\lambda)\). Such a process results in the following expression for the potential \(V\)

\[
V = \frac{GM_e}{r} \left( \sum_{l=0}^{\infty} \sum_{m=0}^{l} \left( \frac{R_e}{r} \right)^l P_l(m, \sin \phi) (C_{l,m} \cos m\lambda + S_{l,m} \sin m\lambda) \right) \tag{2.3}
\]

[Kaula, 1966, pp.4-6] where \(M_e\) is the Earth's mass and \(R_e\) its mean radius. The functions \(P_l(m)\) are the associated Legendre polynomials and \(C_{l,m}\) and \(S_{l,m}\) are the harmonic coefficients which collectively define a given gravity field. This is the form of \(V\) most usually employed in expressing the gravitational force \(F_G\) on an Earth satellite,

\[ F_G = m \nabla V. \]

### 2.2.2 Solid earth and ocean tides

The Earth is not a rigid body, rather it is deformed by the attractions of other masses in the solar system: notably the sun and moon. These cause movements in both the solid Earth and in the oceans. Such effects are called tides and these perturb the underlying gravitational attraction as expressed by \(F_G\).

In the SATAN-A suite, the frequency dependent portion of the solid Earth tides is modelled by variations in the harmonic coefficients \(C_{l,m}\) and \(S_{l,m}\), while
the frequency independent part is modelled as another potential,

\[ U_2 = \sum_{j=0 \text{ even}}^{\infty} \frac{GM_j R_j^3}{r_j^3} k_2 \left( \frac{3}{2} \cos^2 s - \frac{1}{2} \right) \]

where \( s \) is the angle subtended by the sun/moon and satellite at the earth’s centre, \( k_2 \) the second degree Love number and \( r_j \) is the geocentric sun/moon distance [Lambeck, 1980].

Having deformed the solid Earth, the ocean tides are then determined using a global circulation model such as that due to Schwiderski [1978]. The full tidal force, \( E_{ET} \), is the cumulative total of these three components. It is worth stating that, in addition to their contribution to the force model, tidal deformations displace the positions of the observation stations for satellite tracking data and hence must also be accounted for during the correction part of the iterative process. Finally, for this subsection, we note that the SATAN-A suite currently makes no allowance for ocean loading (the effect of the oceans’ mass on the solid earth beneath).

### 2.2.3 Third body attraction

In addition to the Earth, several other bodies in the solar system are sufficiently massive to exert a significant gravitational attraction on an Earth satellite. However, unlike the Earth, such bodies are considered only as point masses due to the distances involved. Other satellite groups such as GSFC/NASA and Texas University are attempting to determine a low degree harmonic expansion for the gravitational attraction of the moon and future adaptations of the SATAN-A suite may also see such changes, together with the inclusion of tidal perturbations, for this and other bodies. However, at present, the accuracy of the force model does not appear to wholly justify such an elaboration.

The bodies currently included as perturbing point masses are the sun and moon and the four planets: Venus, Mars, Jupiter and Saturn. Each of these is taken in turn and, together with the satellite and the Earth, is considered in the manner of the classic three-body problem [Brouwer and Clemence, 1961, pp.249-251]. The force of such a body on the satellite may be computed as follows.

Let \( \mathbf{x}_s, \mathbf{x}_e \) and \( \mathbf{x}_j \) be the position vectors of satellite, Earth and third body respectively in some inertial reference frame (see Section 2.4 below), as illustrated
in Figure 2.1, so that Newton's laws of motion may be applied. Then the resultant satellite acceleration due to all forces arising from point mass attractions in this system is

\[ \ddot{\mathbf{x}} = G \left( \frac{M_e(\mathbf{x}_e - \mathbf{x})}{|\mathbf{x}_e - \mathbf{x}|^3} + \frac{M_j(\mathbf{x}_j - \mathbf{x})}{|\mathbf{x}_j - \mathbf{x}|^3} \right) \quad (2.4) \]

where \( M_j \) is the mass of the third body, all other variables being already defined. This acceleration is converted to the geocentric frame by considering the geocentric satellite position vector, \( \mathbf{x} - \mathbf{x}_e \) so that the acceleration in this frame is \( \ddot{\mathbf{x}} - \ddot{\mathbf{x}}_e \).

Given an expression for \( \ddot{\mathbf{x}}_e \) similar to Equation 2.4 the desired acceleration becomes

\[ \ddot{\mathbf{x}} - \ddot{\mathbf{x}}_e = G(M_e + m) \left( \frac{(\mathbf{x}_e - \mathbf{x})}{|\mathbf{x}_e - \mathbf{x}|^3} \right) + GM_j \left( \frac{(\mathbf{x}_j - \mathbf{x}_e) - (\mathbf{x} - \mathbf{x}_e)}{|(\mathbf{x}_j - \mathbf{x}_e) - (\mathbf{x} - \mathbf{x}_e)|^3} - \frac{(\mathbf{x}_j - \mathbf{x}_e)}{|\mathbf{x}_j - \mathbf{x}_e|^3} \right) \]

the first part of which is already accounted by the \( C_{0,0} \) term in the harmonic expansion of the gravitational potential (Equation 2.3). Thus the required third body force is

\[ F_{TB} = G \sum_j M_j \left( \frac{(\mathbf{x}_j - \mathbf{x}_e) - (\mathbf{x} - \mathbf{x}_e)}{|(\mathbf{x}_j - \mathbf{x}_e) - (\mathbf{x} - \mathbf{x}_e)|^3} - \frac{(\mathbf{x}_j - \mathbf{x}_e)}{|\mathbf{x}_j - \mathbf{x}_e|^3} \right) \]

where the sum over \( j \) is taken over the six bodies listed above.

### 2.2.4 Atmospheric drag and lift

All Earth satellites moving within the atmosphere experience a force due to the surface impingement of charged and uncharged particles. This force is predominantly retarding (drag), acting contrary to the velocity of the satellite relative to
the atmosphere \((v_r)\). However, there is also a component perpendicular to this (lift) which produces effects in the radial and across track directions.

Before this study, the SATAN-A suite of programs had assumed that the lift force was negligible, modelling the drag force as a function of atmospheric density \((\rho)\) and effective area of the satellite perpendicular to the direction of travel \((A_D)\):

\[
F_D = -\frac{1}{2} \rho C_D A_D v_r u_r
\]  

(2.5)

where \(v_r = |u_r|\) and \(C_D\) is a drag (or ballistic) coefficient which varies with the surface characteristics of the satellite and the atmosphere’s constituents [Cook, 1965]. The minus sign indicates that the force opposes the direction of travel.

Because of the lack of detailed knowledge of the atmosphere [Ries, 1992] it is usual to solve for \(C_D\) either as a linear function of time (drag and drag-rate) or a number of parameters forming a step function over time (as illustrated in Figure 2.2). A third method, solving for the points of a “saw-tooth” function, is developed and detailed later in this chapter (see Section 2.5). Much of this thesis is centred around ways of avoiding or overcoming this deficiency in knowledge about the atmosphere, such as using a different force model for drag (see Chapters 3 and 4) or transferring information from a second satellite (as attempted in Chapters 5 to 7).

2.2.5 Direct solar radiation pressure

The flux emitted by the sun, diminishing (in accordance with the inverse square law) with increasing distance from its source, gives rise to two skin forces. The first of these is due to the flux which arrives at the satellite directly from the sun, known as direct solar radiation pressure.

In addition to the distance factor, this force depends on the relative positions of the satellite with respect to the Earth’s shadow, and the surface area and shape as viewed from the sun. To allow for the Earth’s shadow, a variable \(\nu\) (the shadow factor) is used, ranging from zero in the Earth’s umbra to one in full sunlight. The intervening penumbral region is computed for a spherical Earth of some mean polar radius. In this area the shadow factor varies smoothly between the two extremes.
Given these considerations, the direct solar radiation pressure is modelled as

$$E_R = -\nu P C_R A_R \varepsilon_s$$  \hspace{1cm} (2.6)

where $P$ is the solar flux per unit area at the satellite, $A_R$ is the effective satellite surface area perpendicular to some unit satellite-to-sun vector $\varepsilon_s$ and $C_R$ is the radiation coefficient, allowing for the interactions between photons and satellite surface [Aksnes, 1976]. Again, as with the drag force of Equation 2.5, the minus sign indicates that the force acts in an opposite direction to the vector $\varepsilon_s$.

### 2.2.6 Earth reflected albedo and infra-red forces

The sixth and final force, modelled in the prediction program (and the second of the two forces arising from solar flux) arises from the energy re-emitted (infra-red) or reflected (albedo) by the Earth.

The infra-red component is always present — even for a satellite in the umbra of the Earth — but the albedo force comes only from those regions of the Earth which are visible from both sun and satellite at the same instant. Effectively (for a spherical Earth), this implies regions of the Earth visible from the satellite when the satellite is also visible from the sun. As with the direct solar radiation pressure force, $E_R$, a shadow function smooths the albedo contribution in an idealised penumbral region.

In order to model these forces, the surface of the Earth visible from the satellite is divided into a number of areas which are equal when projected into a plane perpendicular to the geocentric satellite position vector along a line parallel to this vector. There are thirteen such areas in the current version of the SATAN-A package.

If the area of any one such is denoted $dA_i$ then the force arising from this region is

$$dF_i = -\left(\gamma C_R P \cos \theta + P_{1R} \right) \left( \frac{\cos \alpha A_R dA_i}{\pi cd^2} \right) \varepsilon_d$$

where $C_R$ and $P$ are as above (Section 2.2.5, Equation 2.6), $\gamma$ is the albedo of the surface element $i$ — incorporating the shadow factor $\nu$ — and $P_{1R}$ is the emitted infra-red radiation, interpolated from tables [Vonder Haar and Suomi, 1971]. Further, $\theta$ is the angle between the surface normal and the geocentric position of the sun, $\alpha$ that between the same normal and the satellite geocentric.
position vector, $A_R$ the area of the satellite perpendicular to a satellite-to-earth unit vector $\varepsilon_d$ and $d$ the distance between satellite and earth surface-element. The sum of these elemental forces provides the total force due to indirect solar radiation,

$$F_{AIR} = \sum_{i=1}^{13} dF_i$$

completing the force model as currently used by the prediction program.

### 2.3 Least squares minimisation

As has been indicated, the precise orbit determination routine, as embodied by the SATAN-A package, works by iterating a prediction-correction process. In order to see the values that the predicting program must produce, it is first necessary to consider what the correcting program requires.

The correction program ORBCORR, developed from one written by Andrew Sinclair and Graham Appleby of the Royal Greenwich Observatory (RGO) [Sinclair and Appleby, 1986], centres around a least squares minimisation by which the force model parameters of the previous section can be modified to produce an orbital ephemeris more closely matching the observed data. The basic concept is the minimisation of the weighted square residuals,

$$\sum_i w_i (O_i - C_i)^2$$

where $w_i$ are the weights and $C_i$ are the computed values corresponding to the observations $O_i$ at times $t_i$. Thus, the sum is taken over all observations, $i$.

We suppose that an orbit may be modelled using a set of true parameters $P^* = \{p_k : p_k \in P\}$. In practice these values are not precisely known, but are related to an equivalent set of best approximations, $P^0$ say, where $P^* = P^0 + \Delta P$. Given such a relationship, it may be possible to determine a solution set closer to the true values than $P^0$, provided $\Delta P$ can be calculated sufficiently accurately.

Let, $C_i = C_i(P^*)$, since the computed values are ideally produced from the true parameters. Then Equation 2.7 may be minimised in the usual way by differentiating with respect to each model parameter and setting all the resulting equations identically to zero:

$$\sum_i w_i (O_i - C_i(P^*)) \frac{\partial C_i(P^*)}{\partial p_k} = 0 \quad \forall p_k \in P.$$

(2.8)
The partial derivatives are computed with respect to the variables \( p_k \in P \), of which \( P^* \) and \( P^0 \) are subsets evaluated at fixed values of the \( p_k \)'s. Both \( C_i (P^*) \) and \( \frac{\partial}{\partial p_k} C_i (P^*) \) must be expanded in terms of \( P^0 \) and \( \Delta P \), since \( P^* \) is not known and we wish to determine \( \Delta P \). Such an expansion may be achieved using Taylor's series, thus:

\[
C_i (P^*) = C_i \left( P^0 + \Delta P \right) = C_i (P^0) + \frac{dC_i (P^0)}{dP} \cdot \Delta P + O \left( \Delta P^2 \right)
\]

\[
\frac{\partial C_i (P^*)}{\partial p_k} = \frac{\partial C_i (P^0 + \Delta P)}{\partial p_k} = \frac{\partial C_i (P^0)}{\partial p_k} + \frac{dC_i (P^0)}{dP} \cdot \frac{\partial P}{\partial p_k} \cdot \Delta P + O \left( \Delta P^2 \right)
\]

where terms in \( \Delta P^2 \) and above are multi-dimensional matrices. Linearising the problem, to avoid dealing with such matrices, results in the following expressions

\[
C_i (P^*) \approx C_i (P^0) + \frac{dC_i (P^0)}{dP} \cdot \Delta P
\]

\[
\frac{\partial C_i (P^*)}{\partial p_k} \approx \frac{\partial C_i (P^0)}{\partial p_k}.
\]  \hspace{1cm} (2.9)

This linearisation also means that a solution to \( \Delta P \) may not lead to an exact value of \( P^* \) and is therefore the reason for the iteration of the two programs which ideally produces diminishing corrections, \( \Delta P \), so converging on a value as close to \( P^* \) as is possible.

By substituting Equation 2.9 into Equation 2.8, neglecting the higher order terms and assuming equality, we obtain

\[
\sum_i w_i \left( O_i - C_i (P^0) - \frac{dC_i (P^0)}{dP} \cdot \Delta P \right) \frac{\partial C_i (P^0)}{\partial p_k} = 0 \quad \forall p_k \in P
\]

which must be solved if \( \Delta P \) is to be calculated. This system of equations may be expressed more succinctly in matrix form,

\[
N \Delta P = b
\]

where \( N = (n_{jk}) \) is composed of elements

\[
n_{jk} = \sum_i \frac{\partial C_i (P^0)}{\partial p_j} \frac{\partial C_i (P^0)}{\partial p_k}
\]
and each element (row) of the column vector \( b \) is defined to be

\[
b_j = \sum_i w_i \left( O_i - C_i \left( \ell^0 \right) \right) \frac{\partial C_i \left( \ell^0 \right)}{\partial p_j}.
\]

Thus, each \( b_j \) is a sum of the products of the weighted residuals, \( w_i \left( O_i - C_i \right) \) and the partial derivatives \( \frac{\partial}{\partial p_j} C_i \left( \ell^0 \right) \).

These equations are known as the normal equations and, by construction, \( N \) is a symmetric positive definite matrix [Sernesi, 1993, p.236] and is therefore invertible — provided that the model is not over-parameterised; that is there are no linear dependencies in the row space of \( N \) [Chatfield and Collins, 1986, p.16]. So a set of parameter corrections may be determined from

\[
\Delta \ell = N^{-1} b
\]

and these being added onto the prior set \( \ell \), a new best estimate is produced, from which the whole process may be repeated, beginning again with the prediction program.

In order to produce the values of \( C_i \left( \ell^0 \right) \) and \( \frac{\partial}{\partial p_i} C_i \left( \ell^0 \right) \) the correction routine uses values of \( \dot{x}(t_i) \), \( \ddot{x}(t_i) \) and \( \frac{\partial}{\partial p_i} \dddot{x}(t_i) \) for each observation time \( t_i \). Thus, these variables are the required output of the correction routine. Here \( x(t_i) \) is the satellite position, \( \dot{x}(t_i) \) its velocity and \( \frac{\partial}{\partial p_i} \dddot{x}(t_i) \) the partial derivatives of \( x(t_i) \) with respect to all the model parameters for which a solution is to be sought. It is emphasized that the partial derivatives calculated in the prediction stage are for the force model parameters only. Further, it is possible (and desirable in terms of saved processing time) not to produce partial derivatives of those parameters for which a solution is not required.

The correction program determines the required terms for the least squares minimisation, \( C_i \left( \ell^0 \right) \) and \( \frac{\partial}{\partial p_i} C_i \left( \ell^0 \right) \), as follows. Taking each data type separately, first \( O_i \) is obtained by reading the data and, where necessary, adding on any corrections. The aim is to produce a value which corresponds (in the manner in which it has been obtained) to its computed equivalent. For example, an observed laser range will be affected by the troposphere. However, the calculated range will not show this effect, so the observed range is corrected to remove the effect by adding a value stored in the same observation record in the data files. These correction values are computed from models, from meteorological data, or measured directly by satellite or station at the observation time.
The calculated value is evaluated from the satellite ephemeris: position and velocity vectors. In the case of laser data, altimetry and crossovers, the partial derivatives of the calculated value, required to form the normal equations, are computed from

$$\frac{\partial C_i}{\partial p_k} = \frac{\partial C_i}{\partial x} \frac{\partial x}{\partial p_k} + \frac{\partial C_i}{\partial y} \frac{\partial y}{\partial p_k} + \frac{\partial C_i}{\partial z} \frac{\partial z}{\partial p_k}$$

(2.10)

the values of $\frac{\partial C_i}{\partial x}$ being determined from the values of $C_i$. Their computation is dependent upon the data type. Thus, for example, if the data type is laser range data, then the value of $C_i$ is a range measurement, $\rho$ say. This may be written

$$\rho^2 = (x - x_h)^2 + (y - y_h)^2 + (z - z_h)^2$$

where $x = (x, y, z)$ and $x_h = (x_h, y_h, z_h)$ are the satellite position vector and station coordinate vector respectively. Then the partial derivatives of this calculated range are of the form

$$\frac{\partial C_i}{\partial x} = \frac{\partial \rho}{\partial x} = \frac{1}{2\rho} \left(2\rho \frac{\partial \rho}{\partial x}\right) = \frac{1}{2\rho} \frac{\partial \rho^2}{\partial x} = \frac{x - x_h}{\rho}$$

with similar results for $y$ and $z$:

$$\frac{y - y_h}{\rho} \quad \text{and} \quad \frac{z - z_h}{\rho}$$

respectively; thus determining $\frac{\partial C_i}{\partial x}$. Combining this value, using Equation 2.10, with the partial derivatives $\frac{\partial C_i}{\partial p_k} \bar{x}$, output by the ORBPRED program, provides the full required partial derivative. Both the computation of $\frac{\partial C_i}{\partial x}$ and the combination of this with the partial derivatives from the ORBPRED routine are carried out within the ORBCORR program. In contrast, where the parameter $p_k$ is not one of those in the force model of Section 2.2, the entire partial derivative is computed within the ORBCORR program: for example, where a solution is sought to one or more laser station coordinates, or to the pole position. Having produced the required components for the matrix $N$ and vector $\bar{b}$, the matrix inversion process — currently a technique due to Choleski is employed [Burden and Faires, 1989, p.370] — produces the correction vector as described above.

2.4 Integrating the force model

The computation of the satellite ephemeris, $\bar{x}(t_i)$ and $\bar{\dot{x}}(t_i)$, and partial derivatives, $\frac{\partial}{\partial p_k} \bar{x}(t_i)$, required by the correction program, ORBCORR of Section 2.3, is carried
out in ORBPRED, using some prior set of model parameters, $P^0$, and the force model $F$ of Section 2.2.

The prior set of parameters consists of an initial state vector $(\mathbf{x}(0), \dot{\mathbf{x}}(0))$, drag and radiation coefficients $(C_D, C_R)$, gravity field coefficients $(C_{l,m}, S_{l,m})$ and all other model variables. In practice it is not usual to solve for the harmonic coefficients $C_{l,m}$ and $S_{l,m}$ over a single arc since solutions to these generally require more data to be meaningful. Thus, these coefficients are more often taken to be known fixed values. In addition to the prior parameter set $(P^0)$, the prediction program requires various auxiliary data such as planetary positions (for the third body force, $E_{TB}$), solar flux and geomagnetic data (for atmospheric density models) and fluctuations in time and polar positions (for converting to an inertial reference frame). Further, it requires that the user specify which of various models should be used (for tides, density etc.) and exactly what output (ground-tracks, projected state vectors etc.) is desired. Finally, as its main input, the prediction program takes a file of dates at which the ephemeris and partial derivatives are to be computed. These dates must all be in chronological order in the same time-scale.

In order to employ the force model in a Newtonian fashion, all computations must be carried out in an inertial frame of reference. That is a coordinate system fixed in both time and space, and uniformly varying coordinates for position and time. In order to facilitate this, various timescales are next considered and a uniformly continuous one is chosen. Following this, the spatial frame of reference that will be used is also defined.

Within the observation data, allowance is made for several timescales to be used, but all are variations of universal time (UT) and international atomic time (TAI). The former is measured from Greenwich mean sidereal time (GMST) and hence is based upon diurnal stellar motions [Astronomical Almanac, 1987]. Consequently it is not uniformly continuous due to variations in the Earth’s rotation rate and axial position. Conversely, TAI is measured in multiples of the atomic SI (Système Internationale) second from a base date on January the 1st in 1972, hence is uniformly continuous.

UT is further subdivided into $UT_0$, based on location and $UT_1$ which has been corrected for polar-meridian motions and therefore is observer independent,
though still non-uniform. There is also UTC which differs from UT by at most 0.9 seconds SI and is an integer number of seconds SI different from TAI. This relationship is maintained by introducing leap seconds (finite discontinuities) in UTC, usually at the end of December and or June [Astronomical Almanac, 1987]. To produce a uniformly varying timescale with the minimum adjustment, all observation times are corrected to what is termed ATC. This differs from TAI by a fixed number of seconds SI and is equal to UTC at the start time of the long arc being determined.

The inertial reference frame currently in widespread use among the precise orbit determination community is J2000 which is defined as follows. The Z-axis is the mean Earth pole, normal to the equatorial plane while the X-axis points to the vernal equinox (first point in Aries). The time at which these axes are fixed is Julian Date (JD) 2451545.0 which is noon on the 1st January 2000 A.D. All integration within the prediction program takes place in this system, though two other systems are also used in the computation process. These are the Earth fixed system (with coordinates: latitude, longitude and radial distance) and the frame-of-date system (as for J2000, but fixed at the time of observation/computation, rather than in 2000 A.D.). Clearly the latter one is also inertial for any given date, but is different for each date considered.

Rotation between these systems is effected by matrix multiplication where the matrices are determined each time the observation (or computation) date alters. Briefly, movement between the inertial frames is due to precession and nutation — the time varying effects of the sun and moon which cause irregularities in the Earth’s rotation and polar position. On the other hand, movement between the Earth-fixed and frame-of-date systems arises from the time of day involved and also from variations in polar motion.

Having decided upon an inertial reference frame and devised a way in which to convert to and from it, it is possible to employ Newton’s laws to integrate the force model

\[ \mathbf{F} = \mathbf{F}(\mathbf{x}(t), \dot{\mathbf{x}}(t), \mathbf{L}, t) \]

thus obtaining the satellite velocity,

\[ \dot{\mathbf{x}}(t) = \frac{1}{m} \int_{t_0}^{t} \mathbf{F}(\mathbf{x}(s), \dot{\mathbf{x}}(s), \mathbf{L}, s) \, ds \]
and position,
\[ \ddot{x}(t) = \int_{t_0}^{t} \ddot{x}(s) \, ds. \]

The partial derivatives are found similarly:
\[ \frac{\partial x(t)}{\partial p_k} = \int_{t_0}^{t} \left( \frac{1}{m} \int_{t_0}^{s} \frac{\partial}{\partial p_k} F(x(u), \dot{x}(u), P, u) \, du \right) \, ds. \]

In practice, since \( F \) is not defined analytically but only at a series of points, a numerical integration technique is used. That currently employed is an eighth-order Gauss-Jackson integrator which predicts one step ahead from the previous eight steps. In order to start this off at the beginning of the arc the first eight steps must be produced in some other manner. To this end a procedure based upon difference approximations is used, iterating until the values converge. The prediction program works by integrating every 'n' seconds (where 'n' takes a value determined by the user). After each new point has been found, the observation dates are considered and the values of \( x(t_i), \dot{x}(t_i) \) and \( \frac{\partial}{\partial p_k} x(t_i) \) are interpolated at such dates as fall in the central interval of the current eight points. When all dates and all steps have been considered the program terminates.

\[ \text{2.5 Saw-tooth drag modifications} \]

Before proceeding with the main body of the thesis which focuses on three attempts to improve long-arc orbit determination, the basic suite described above underwent two major modifications. The first of these, already mentioned in Section 2.2.4 above, is the implementation of a saw-tooth option for the drag scale factors, \( C_D \). It is important to note that throughout this thesis “saw-tooth” refers to the pattern of drag scale factors here described and not to the discontinuous waveform referred to as saw-tooth by physicists, engineers, applied mathematicians and their ilk.

As has already been indicated in Section 2.2.4, there were two existing approaches to solving for drag scale factors in the SATAN-A suite at the start of this study. A comparison of the two, carried out by Rothwell [1989], indicated that although solving for just two parameters, namely an initial value and a rate of change, provided a continuous \( C_D \), a solution involving multiple factors in the form of a step function (see Figure 2.2) provided better orbits. Here better means
Figure 2.2: An example of the step function for drag scale factors over the period MJD 48687 to MJD 48692.

being possessed of a lower RMS value without being distorted towards any particular geographical region. The RMS, or Root Mean Square, is defined as the square root of the mean of the squared differences between observed data and calculated equivalents:

$$\sqrt{\frac{1}{\sum w_i \sum_{i=0}^n w_i (O_i - C_i)^2}}$$

and is a statistical measure of how well the model fits the data (the sample variance estimate). A lower RMS is generally associated with a better fit — this does not always imply a better model. Initial studies which employed multiple drag scale factors in the step function form, for instance Seasat studies [Rothwell, 1989], solved for $C_D$ values on a daily basis. However, by 1992 the frequency had increased to as many as eight a day, for instance for the French satellite SPOT-2 [Nouël et al., 1991]. Such a practice leads to increasing correlations between solution parameters, calling into question the quality, or indeed reality, of the solution. Indeed, where correlations reach a value of one, linear dependencies between solution parameters may exist: potentially making the matrix $N$ non-invertible [Chatfield and Collins, 1986]. Thus, it is not generally sufficient to use
the RMS alone as a measure of the absolute quality of the solution, though it may be able to give indications of a relative improvement.

Early during the work for this thesis, several attempts were made to solve for continuous drag scale factors in the form of a simple polynomial function, or as some sinusoidally varying curve. Such attempts proved unsuccessful, since the resultant RMS values were no better than those obtained using a daily step function, even when the order of the polynomial was greater than the length of the arc in days. This failure was traced to the prevalence of negative scale factors at both ends of the most of the long-arcs tested. The physical significance of these negative values is that the atmosphere is actually accelerating the satellite in its direction of motion; clearly an unrealistic event. It was found that the problem arose because of the lack of constraints on the curve at either end of the long arc, there being no data outside the arc to fix the drag scale factors.

With the need to improve drag modelling, via concepts embodied later in this thesis (see Chapters 3 and 7), it became essential to produce some form of continuous (though not necessarily smooth) model for $C_D$. The obvious method, given the failure of an explicitly continuous analytic form, was to use several scale factors and rates of change which were connected to each other. This resulted in the saw-tooth regime illustrated in Figure 2.3. In contrast to the previous failures, this attempt to model the drag scale factors with a continuous function was found to work at least as well as the step function approach. The SATAN-A suite was therefore modified as follows.

First, the initial solution set, $P^0$, was altered by removing all references to a drag-rate. Then an additional drag scale factor was included at the start epoch, $t_0 = 0$, and the ORBPRED and ORBCORR programs were amended to read this modified parameter set. A major distinction between step and saw-tooth approaches is the difference in which the programs interpret the time values associated with each scale factor. In the former, the associated time value dictates the end of the period of validity of the scale factor (the beginning being given by the expiration of the previous such factor). Conversely, with the saw-tooth technique, the associated time value is actually the time at which the fixed value pertains, since between any two successive associated time values, $t_i$ and $t_{i+1}$ say, the drag
Figure 2.3: The saw-tooth approach to computing drag scale factors over the period MJD 48464.8 to MJD 48470.8.

scale factor \( C_D(t) \) is given by

\[
C_D(t) = C_{D_i} + \left( \frac{t-t_i}{t_{i+1}-t_i} \right) \left( C_{D_{i+1}} - C_{D_i} \right) \quad \forall t \in [t_i, t_{i+1}). \tag{2.11}
\]

The necessary partial derivatives, \( \frac{\partial E}{\partial C_D} \), are computed from Equation 2.11 within the orbital prediction program, just as was effected before this alteration. However, for each computation time \( t \) there are now two partial derivatives, made with respect to each of the two \( C_{D_i} \) values on either side of this time. Since the only occurrence of \( C_D \) within the force \( E \) acting on the satellite is in the component due to atmospheric resistance, \( E_D \), the required derivatives are obtained by differentiating Equation 2.5 where \( C_D \) is defined by Equation 2.11. Thus,

\[
\frac{\partial E}{\partial C_{D_i}} = -\frac{1}{2} \rho \left( \frac{t_{i+1}-t}{t_{i+1}-t_i} \right) A_D v_r y,
\]

and

\[
\frac{\partial E}{\partial C_{D_{i+1}}} = -\frac{1}{2} \rho \left( \frac{t-t_i}{t_{i+1}-t_i} \right) A_D v_r y,
\]

are the required partial derivatives with respect to the two drag scale factors. The only other changes required by ORBPRED and ORBCORR involved ensuring
that the indices of these scale factors and their associated time values matched and that references to them allowed for the removal of the drag-rate parameter.

2.6 Station coordinates

The second major change made to the SATAN-A suite of programs involved the station coordinates used to determine laser range measurements within the orbital correction program (ORBCORR). This alteration was necessitated by the increasing accuracy in the predicted orbits. Prior to this study, a single file of station coordinates had been used for periods of half a year or more, as for instance in the case of Seasat [Rothwell, 1989]. However, solutions to station coordinates are sought at regular intervals by various groups (such as the RGO, NASA etc.) using data sets which include information from higher altitude satellites such as Lageos (orbiting at an altitude of more than 6000 km) which are negligibly affected by atmospheric resistance.

Station coordinate solutions are made up of two vectors, namely the earth-fixed location of the monument (or marker) position and a correction for the displacement between this and the actual point of the laser beam’s beginning (or radar antenna location for DORIS doppler data). The latter may be measured locally and values are computed regularly, stored centrally for all types of stations (not just laser sites) and made available to users around the globe. These values are then included in the periodic solutions made from observation data, so that monument solutions may be calculated. The monument solutions will vary due to Earth deformations and crustal motion. The former are allowed for by computing the effect of Earth tides due to sun and moon in both the prediction and correction programs. Crustal motion was hitherto not allowed for, so that arcs beginning at different epochs were converged with respect to a single fixed set of station coordinates. It is this shortcoming that this modification seeks to address.

It may be possible that levels of accuracy attained in orbital predictions may eventually necessitate station coordinates being computed within the prediction and correction programs themselves. However, comparing the magnitudes of current accuracies in orbit predictions with those of actual crustal motions suggests that it is satisfactory to produce a set of station coordinates correct to an approx-
imate central date of whichever long-arc is being converged. This should mean that the errors with respect to the station coordinates are at a minimum at this central point and increase towards either end of the arc.

Thus, a program was written which took a set of monument solutions pertinent to the given period (i.e. lying before and as close as possible to the start epoch of a given arc), the correction vector file and a file of station velocities (again produced by groups such as NASA and RGO and collated centrally). This enables the station positions to be computed from the relevant monument-correction pair and then adjusted to a value at the central date of the arc, by including a velocity term under the assumption that

\[ \mathbf{e}(t) = \mathbf{e}(0) + \mathbf{v}t \]

(where \( \mathbf{v} \) is the stored velocity vector). Further, since this routine is run before the orbit prediction and correction programs, no modifications to the latter were required.
Chapter 3

Surface Force Modelling

3.1 Errors in modelled surface-forces

In long-arc precise orbit determination for low Earth satellites, such as ERS-1, large errors may occur as a result of mismodelling of both the direct solar radiation pressure and aerodynamic resistance forces. It has been suggested by, among others, Klinkrad et al. [1990] that any improvements in the gravity field will be severely restricted in terms of their usefulness — assuming that the determination of such improvements is not directly impeded — until a similar level of accuracy is attained in these and other non-gravitational forces. It is further recognised that despite the sophistication of recent thermospheric models, such as MSIS83 [Hedin, 1983], MSIS86 [Hedin, 1987] and DTM [Barlier et al., 1977], which consider the number densities of individual atmospheric constituents, little overall progress appears to have been made in modelling the neutral air density [Renard 1990; Ridgway et al., 1990; Ries, 1992]. Indeed the simpler Jacchia 71 model [Jacchia, 1972], based primarily on satellite drag data, is considered to be the equal of the more sophisticated MSIS83 model in most orbit determinations.

Since thermospheric models may produce atmospheric densities which are in error by as much as 50% to 100%, it is not possible to circumvent this weakness in these skin forces [Klinkrad et al., 1990] totally. However, the area component of these and other skin forces may be improved by considering particle-surface interactions for the respective incident fluxes [Herrero, 1985; Marshall et al., 1991; Moore and Sowter, 1991]. This chapter will focus on the two skin-forces which are of greatest magnitude, namely aerodynamic resistance (combining both the
drag and lift forces of Section 2.2.4) and direct solar radiation pressure [Klinkrad et al., 1990, p.2].

Errors in the aerodynamic resistance force arise from uncertainties in the atmospheric density, the area perpendicular to the relative velocity of the satellite \( \rho \) and \( A_D \) respectively in Equation 2.5 of Section 2.2.4) and the characteristic behaviour of the atmospheric particles incident on the satellite’s surfaces. Most methods currently used to circumvent such uncertainties work by introducing additional solution parameters into the force model of Chapter 2. For example, multiple drag coefficients, \( C_D \), over specified time intervals improve the orbital fit by reducing the sum of squares of the residuals. However, employed in excessive numbers, such parameters lose any physical significance by absorbing errors in density, effective area, and other along-track forces (such as gravity field effects and solar-radiation pressure) [Rothwell, 1989]. Similarly, errors in the force due to direct solar radiation pressure arise predominantly from inaccuracies in both the visible area perpendicular to the sun-satellite vector and in the reflectivity conditions which translate into uncertainties in the product \( C_R A_R \).

An attempt is made here to model surface areas, and hence skin forces, so that the derived scale factors \( C_D \) will be multiplicative constants for air density alone. This will only be perfectly achieved if the surface area and interaction coefficients can be modelled exactly. However, it may be approximated if the areas can be determined sufficiently accurately. The approach adopted here considers individual flux units and computes forces from the corresponding differences between incident and post-impact momentum where the surface interactions are described along probabilistic lines. The aim is to develop a series of force or area tables which may then be accessed from the prediction program (which will interpolate between tabulated values), rather than computing the forces directly at every step of the numerical integration process.

In this chapter the relevant momentum-exchange equations which are to replace the previous equations of Section 2.2 are elaborated. Then the theory required to determine the surface areas for use in these equations is described. Finally, a brief test of the resulting software is made; further validation of the area tables and momentum exchange equations being made using several long-arcs of the satellites ERS-1 and SPOT-2 in the Chapters 4 and 6 respectively.
3.2 Surface forces considered in terms of the momentum exchanged

Satellite skin forces, such as direct solar radiation pressure and atmospheric resistance, may be computed by relating the force to the opposing change in momentum effected by that force. Thus, considering the total force on the satellite as a result of the sum of momentum changes in all incident flux units, we have

\[ F = -\sum_{\text{incident flux units}} (\mu_1 - \mu_2) \]

where \( \mu \) and \( \nu \) are the incident and post-impact flux velocities respectively, measured relative to the satellite, and \( m \) is the mass of one unit of flux. Assuming that the flux forms a parallel beam which is not affected by reflected units and that only the first impact of each flux unit need be considered, then the number of incident units is proportional to the visible surface area, \( A \), and the previous equation becomes

\[ F = k \sum_{\text{visible surface}} A (\mu_1 - \mu_2) \]

where the constant of proportionality, \( k \), relates the force to the density of the incident flow. Given these assumptions, each of the two main skin forces may be considered in turn.

3.2.1 Direct solar radiation pressure

For any Earth satellite, the assumption that direct solar radiation forms a parallel flux is immediately justified by the distance between sun and satellite. The other main assumption, that only the first impact need be considered, is imposed on the grounds that inaccuracies in the geometric model of the satellite and uncertainties in the surface-particle interactions outweigh any potential increase in accuracy arising from the inclusion of multiple impacts. This justification is employed for both direct solar radiation pressure and aerodynamic resistance forces.

Now, let \( E_0 \) be the flux at the Earth's surface, then the flux emitted from the sun is roughly \( E_0 \frac{d_0^2}{d_{se}^2} \), reversing the inverse square law; \( d_{se} \) being the mean sun-earth distance. Whence, the flux incident on the satellite is

\[ \frac{E_0 \frac{d_0^2}{d_{se}^2}}{d_{se}^2} \]
where $d_{ss}$ is the sun-satellite distance. This equation is a measure of the absolute energy of the incident photons, whence the magnitude of the incident momentum per unit area may be written (for speed of light $c$),

$$\frac{E_0 d_{se}^2}{d_{ss}^2 c}$$

Now, radiation striking a satellite surface may be absorbed, reflected or transmitted with probabilities $a$, $r$ and $t$ respectively. Reflection and transmission may be further separated into specular and diffuse cases providing probabilities $r_s$, $t_s$, $r_d$ and $t_d$. These probabilities measure the proportions of flux reacting in a given way and satisfy

$$a + r_s + r_d + t_s + t_d = 1 \quad (3.1)$$

where the values of these coefficients are specific to a given surface, or part surface, of a satellite.

Next, suppose that the flux has incident direction $d$, subtending an angle $\theta_i$ with a given surface normal $n$, as illustrated in Figure 3.1. Then the total incident momentum per unit area is

$$\frac{E_0 d_{se}^2}{d_{ss}^2 c} \cdot d$$

**Figure 3.1**: Incident and post-impact solar flux on a plane surface.
and the post-impact value may be computed by taking each surface-reaction in turn.

For absorption the post-impact velocity is zero, whilst for direct transmission the velocity is unaltered. For the proportion \( r_s \), the tangential component of momentum is unchanged while the normal component is reversed and, from Figure 3.1, \( \theta_r = \theta_t \). Thus, comparing normal and tangential components for this proportion, the post-impact direction, \( \mathbf{a} \), satisfies

\[
\mathbf{a} \cdot \mathbf{n} = -d \cdot \mathbf{n}
\]

and

\[
\mathbf{a} - (\mathbf{a} \cdot \mathbf{n}) \mathbf{n} = d - (d \cdot \mathbf{n}) \mathbf{n}
\]

whence

\[
\mathbf{a} = d - 2(d \cdot \mathbf{n}) \mathbf{n} = d + (2 \cos \theta_t) \mathbf{n}
\]

and the post-impact momentum arising from the specularly reflected proportion \( r_s \) is

\[
\frac{E_0 d_s^2 \mathbf{r}_s}{d_s^2 c} (d + 2 \cos \theta_t \mathbf{n}).
\]

For the proportion \( r_d \), a completely diffuse reaction is assumed, in the sense that the reflected photons are distributed with a conical beam, centred on the surface normal, of half angle \( \pi/2 \). The resultant tangential component of post-impact momentum is zero by symmetry, while the normal component is given by [Schamberg, 1959, pp.64-67],

\[
\frac{E_0 d_s^2}{d_s^2 c} \frac{2r_d}{3} \mathbf{n}.
\]

Finally, for diffusely transmitted solar flux the same assumptions are made as for the diffusely reflected proportion. Thus, since the post-impact direction is opposite to that of this last case, the same result obtains but with \( r_d \) replaced by \(-r_d\).

Differencing the sum of these post-impact momenta from the incident value, yields a total flux momentum change per unit area of a given satellite surface. To obtain the momentum change over the whole surface, this expression is simply multiplied by the visible plane area perpendicular to the incident flow, \( A_s \cos \theta_t \). Thus, by the arguments at the beginning of Section 3.2, the force on a given
surface of a satellite, due to direct solar radiation pressure, can be written as

\[ F_R = \frac{E_0 d^2}{d^2 c} A_S \cos \theta_i \left( (1 - t_s - r_s) \frac{d}{2} - 2 \left( r_s \cos \theta_i + \frac{t_d - t_s}{3} \right) \right) \mathbf{n}. \]  

(3.2)

### 3.2.2 Free molecular aerodynamics

Analogously to direct solar radiation pressure, derivation of the aerodynamic force on a satellite may be made from consideration of the incident and post-impact momenta of the atmospheric flux particles. Consider a single uncharged particle moving with an average velocity \( \mathbf{v} \) relative to the satellite. Let this velocity subtend an angle \( \theta_i \) with some given surface normal, \( \mathbf{n} \). Further, assume a post-impact velocity \( \mathbf{v} \) subtending an angle \( \theta_r \) with the same normal, as in Figure 3.2.

The resulting force on the satellite, due to this single incident particle, may be written in terms of its normal and tangential components of momentum (\( p \) and \( \tau \)), or equivalently (in the manner of Section 3.2), in terms of momentum change where the particle has a mass \( m \), thus:

\[ dF = -pm + \tau \mathbf{t} \]

\[ = - (m \mathbf{v} - m \mathbf{u}). \]  

(3.3)

---

![Figure 3.2: Force from a single aerodynamic particle on a flat plate.](image-url)
The values of the momentum components may then be found from scalar products,

\[ p = (m \mathbf{u} - m \mathbf{u}) \cdot \mathbf{n} = m (v \cos \theta_r + u \cos \theta_i) = p_r + p_i \]
\[ \tau = -(m \mathbf{u} - m \mathbf{u}) \cdot \mathbf{t} = m (u \sin \theta_i - v \sin \theta_r) = \tau_i - \tau_r \]

where the subscripts \( i \) and \( r \) denote incident and reflected (or post-impact) respectively.

To compute the incident momentum on a given surface, it is first necessary to find the number of particles striking a unit surface in a unit time. With \( \mathbf{u} \) defined as above, let \( \mathbf{w} \) be the velocity vector of a particular particle, relative to the satellite. Then the number of particles, \( dN \), moving at velocities between \( \mathbf{w} \) and \( \mathbf{w} + d\mathbf{w} \) is given by

\[ dN = f(\mathbf{w}) \, d\omega_x \, d\omega_y \, d\omega_z \quad (3.4) \]

for \( \mathbf{w} \) in some Cartesian coordinate system with components \( \omega_x, \omega_y \) and \( \omega_z \). The function, \( f(\mathbf{w}) \), given by Schidlovskiy [1967] for conditions of free-molecular flow, is

\[ f(\mathbf{w}) = n \left( \frac{2\pi R T}{M} \right)^{-3/2} \exp \left( \frac{-|\mathbf{w} - \mathbf{u}|^2}{2RT/M} \right) \quad (3.5) \]

where \( n \) is the number density of the rarefied gas (in this case the atmosphere), \( R \) the specific gas constant, \( T \) the absolute temperature and \( M \) the gas’s mean molecular mass.

![Figure 3.3: The incident velocity \( \mathbf{u} \) and the Cartesian system for the particular velocity \( \mathbf{w} \).](image-url)
Let the Cartesian system for $\omega$ be chosen so that the vector $\mathbf{u}$ lies in the $XY$-plane (as in Figure 3.3) making an angle $\theta_i$ with the surface normal $\mathbf{n}$ (which lies along the negative $X$-axis). Then Equation 3.5 becomes
\[
f(\omega) = n \left( \frac{2\pi RT}{M} \right)^{-3/2} \exp \left( -\frac{(\omega_x - u \cos \theta_i)^2 - (\omega_y + u \sin \theta_i)^2 - \omega_z^2}{2RT/M} \right) \tag{3.6}
\]
where $u = |\mathbf{u}|$. From Equations 3.4 and 3.6 it follows that the number of particles striking a unit area in unit time is
\[
\int_{\omega_x > 0} \omega_x f(\omega) \, d\omega
\]
where the restriction on the integral arises from the fact that $\omega_x$ must be positive in order for the particle to collide with the surface at all. Hence the incident momentum may be expressed in terms of the normal and tangential momentum coefficients, by
\[
p_i = \int_{\omega_x > 0} \omega_x \left( m \omega_x \right) f(\omega) \, d\omega
\]
\[
\tau_i = \int_{\omega_x > 0} \omega_x \left( m \omega_y \right) f(\omega) \, d\omega.
\]
Evaluating these integrals yields the following [Schaaf and Chambré, 1958, p.701]
\[
p_i = \frac{\rho RT}{M} \frac{\Pi (s \cos \theta_i)}{\sqrt{\pi}}
\]
\[
\tau_i = \frac{\rho RT}{M} \frac{X (s \cos \theta_i)}{\sqrt{\pi}} s \sin \theta_i
\]
where the aerodynamic speed ratio, $s$, is given by
\[
s = \frac{u}{\sqrt{2RT/M}}
\]
and the functions $\Pi$ and $X$ are defined by
\[
X(x) = e^{-x^2} + x\sqrt{\pi}(1 + \text{erf}(x))
\]
\[
\Pi(x) = 2X(x) \frac{\sqrt{\pi}}{2} (1 + \text{erf}(x))
\]
with the error function
\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt.
\]
Just as for direct solar radiation pressure, the proportional coefficients of Equation 3.1, describing the surface-particle reaction, are used to produce the post-impact momenta from the incident values of Equation 3.7.
Taking each proportion in turn, as before, it can be seen that the fraction of incident particles which is absorbed has a zero post-impact momentum, all its incident momentum being transferred into an equivalent negative momentum of the satellite. Conversely, the post-impact momentum of those fractions which undergo specular reflection or direct transmission give post-impact momentum coefficients

\[ p_r = -r_s p_i \]
\[ \tau_r = r_s \tau_i \]

and

\[ p_r = t_s p_i \]
\[ \tau_r = t_s \tau_i \]

respectively.

Considering the proportion \( r_d \) which is diffusely reflected, it is again assumed that this forms a conical beam of half-angle \( \pi/2 \) centred on the surface normal. So, as for direct solar radiation pressure, the post-impact tangential component will be zero (\( \tau = 0 \)). However, the speed of the reflected particles still has to be determined (whereas photons are assumed to have the same incident and post-impact speed, namely that of light). It is assumed that this speed lies between a minimum arising as a consequence of the surface temperature (\( T_s \)), i.e.

\[ \frac{1}{2} \sqrt{\frac{2\pi RT_s}{M}} \]

and the incident value. The actual post-impact momentum of this fraction of the incident particles may then be obtained by varying the proportions which travel at each of these two limiting speeds.

Next, suppose a proportion \( \sigma \) is reflected at the speed imbued by the surface temperature, then the post-impact momentum of the whole of this diffusely reflected proportion is

\[ p_r = \frac{\rho R T}{M} \left( \frac{\sigma r_d}{2} \sqrt{\frac{T_s}{T}} X (s \cos \theta_i) \right) + \frac{2p_i}{3} (1 - \sigma) r_d. \]  \( (3.8) \)

A similar result is obtained for the diffusely transmitted proportion, by simply replacing \( r_d \) in Equation 3.8 with \(-t_d\), (exactly as was effected in the case of direct solar radiation pressure in Section 3.2.1).
Finally, the values of \( p \) and \( \tau \) required by Equation 3.3 may now be determined by combining their respective components from all these gas-surface interaction modes. Thus, the total normal and tangential components of the aerodynamic force may be written

\[
p = \frac{\rho RT}{M} \left[ 1 - t_s + r_s + \frac{2}{3}(1 - \sigma)(r_d - t_d) \right] \frac{\Pi (s \cos \theta_i)}{\sqrt{\pi}} + \\
\frac{\sigma(r_d - t_d)}{2} \sqrt{\frac{T_s}{T}} X(s \cos \theta_i) \\
\tau = \frac{\rho RT}{M} \left[ (1 - t_s - r_s) \frac{X(s \cos \theta_i)}{\sqrt{\pi}} s \sin \theta_i \right].
\] (3.9)

Whence, from Equation 3.3, the total force on a given surface having visible effective area \( A_S \cos \theta_i \) is simply

\[
E_d = A_S \cos \theta_i (-p_n + \tau t)
\] (3.10)

with \( p \) and \( \tau \) defined by the previous equation (3.9).

### 3.3 The GUESS area-table software

In order to utilise Equations 3.2 and 3.10 in place of the existing equations of the SATAN-A suite (namely 2.6 and 2.5), their constituent variables must be estimated, evaluated, or known. In practice, the surface interaction coefficients (Equation 3.1) fall into the first category with values being a combination of estimate and theory for a region of space where there is little empirical evidence [Ries, 1992]. Other values are well known \((E_0, c \) and \( M)\), measurable \((R \) and \( T, \) hence \( s \)) or modelled \((\rho)\). For full evaluation of these two equations, the only other variables required are \( A_S, \theta_i \) and \( d \). The aim here is to produce values of \( A_S \), tabulated by \( d \), where \( d \) is defined by two angles. In the case of aerodynamic resistance, it will also prove necessary to consider an additional angle, giving the rotation of the solar array. A suite of programs, GUESS (Geometry-Utilising Estimation of Satellite Surfaces) has been developed to produce just such a set of tables. In addition modifications have been made to the existing SATAN-A suite to utilise the derived tables in the orbit prediction process.

The GUESS software works from a user-defined geometric model comprising a discretization of the satellite into planar triangular or quadrilateral elements.
Each element consists of a surface normal, a given area, the appropriate number of vertices and the necessary surface interaction coefficients (Equation 3.1). In addition, the geometric input file contains the satellite's mass, locations of centre-of-mass and instrumentation (such as the laser retroreflector array) and solar panel axis of rotation (given as a point and a direction). The solar array itself is then stored in any arbitrary position from which the software computes its true location and orientation.

An advantage of this discretization is that it allows for unrestricted complexity in the geometric model, the only practical restraint being available processing time. Conversely, despite the fact that errors will undoubtedly increase as the model increasingly deviates from reality, a more accurate shape incurs correspondingly larger uncertainties in the less well known surface interaction coefficients (since a greater number of these will require estimation). Further, the above assumptions of parallel flux and single impact give rise to errors in the modelled forces. Thus, increasing the model accuracy is only valuable where it results in an improvement in the computed force which outweighs the errors imposed by these other limitations.

The satellite model used by GUESS is constructed in a system fixed in the satellite \( OX_S Y_S Z_S \). Any system would be acceptable in theory but in practice (to minimise the necessary modifications of the existing software) the following one was chosen. The \( OZ_S \)-axis lies in the nadir pointing direction, which in the case of most altimetric satellites will be normal to the satellite surface which most

![Figure 3.4: The satellite-fixed coordinate system.](image-url)
closely faces the Earth. Then, the $OX_S$-axis is the vector (or cross) product of the $OZ_S$-axis and the satellite velocity vector. The product is taken in such a way as to cause the $OY_S$-axis to oppose as closely as possible the satellite's direction of travel (velocity vector). The three axes thus obtained form the right-handed system illustrated in Figure 3.4.

The next section describes what goes on in the GUESS package, in particular detailing how the geometric file is used to compute the visible areas for each surface element of the geometric model of the satellite over a range of angles.

## 3.4 Evaluation of the area tables: theory

The program begins by rotating the whole model into a coordinate system based on the solar array axis of rotation which is defined $(OX_A Y_A Z_A)$ as follows,

$$
\begin{align*}
OZ_A &= \mathbf{a} \\
OX_A &= \begin{cases} 
OX_S & \text{if } OY_S \parallel \mathbf{a} \\
OY_S \times \mathbf{a} & \text{otherwise}
\end{cases} \\
OY_A &= OZ_A \times OX_A
\end{align*}
$$

(3.11)

where $\mathbf{a}$ is the direction vector of this axis and the origin of the new system is given by some point on this axis, $p$ say, (given as a position vector in the satellite fixed system within the geometric input file).

The normals, $\mathbf{n}$, and vertices, $\mathbf{v}$, in the geometric input file are rotated to this new system using the relationships,

$$
\begin{align*}
\mathbf{n}_A &= (\mathbf{n}_S \cdot OX_A) OX_A + (\mathbf{n}_S \cdot OY_A) OY_A + (\mathbf{n}_S \cdot OZ_A) OZ_A \\
\mathbf{v}_A &= ((\mathbf{v}_S - p) \cdot OX_A) OX_A + ((\mathbf{v}_S - p) \cdot OY_A) OY_A + ((\mathbf{v}_S - p) \cdot OZ_A) OZ_A.
\end{align*}
$$

This procedure simplifies the rest of the program as, in this new system, the sun position need only be defined by one angle: namely that by which the solar panels must be rotated about the $OZ_A$-axis to move them from their stored position to a sun-pointing one.

Since the incident flux vector still requires two angles to be fully defined, this means that the tables will be in at most three angles (one for the sun rotation
vector and two for the incident flux vector. Indeed, for direct solar radiation pressure only two angles will be necessary, since one of these is also the required angle of rotation for the solar array (see Figure 3.5). The solar array is rotated through an angle $\theta$ where

$$\theta = \alpha - \arctan\left(\frac{n_{AX}^1}{n_{AY}^1}\right),$$  \hspace{1cm} (3.12)

$\alpha$ being defined in Figure 3.5 and

$$n_{AX}^1 = n_{AY}^1 \vec{OX}_A + n_{AY}^1 \vec{OY}_A + n_{AZ}^1 \vec{OZ}_A$$

the normal of the sun-facing side of the solar panels in its stored position in the axial system (defined by Equation 3.11). Equation 3.12 simply states that the rotation angle is the difference between the sun angle $\alpha$ and the fixed angle of the relevant surface normal, measured in a plane perpendicular to the rotation axis.

The model now lies in the $OX_AY_AZ_A$ system, correctly orientated with respect to the sun. The next step in the GUESS programs is to project this geometry into a plane perpendicular to the incident flux vector (defined by angles $\gamma$ and $\delta$ of Figure 3.5). The projection is carried out by considering the incident unit flux vector to be the $OZ_V$-axis of a third coordinate system, $OX_VY_VZ_V$, with

$$\vec{OX}_V = \begin{cases} \vec{OX}_A & \text{if } \vec{OY}_A \parallel \vec{OZ}_V \\ \vec{OY}_A \times \vec{OZ}_V & \text{otherwise} \end{cases}$$

48
\[ OY_V = OZ_V \times OX_V \]

defining the other two axes, in a manner analogous to the previous coordinate change. However, as the normals and vertices are now all position vectors, i.e. given from the same origin, they may be easily converted to this new system using the single relationship

\[ \xi_V = (\xi_A \cdot OX_V) OX_V + (\xi_A \cdot OY_V) OY_V + (\xi_A \cdot OZ_V) OZ_V \]

where \( \xi_{\text{system}} \) represents either a normal or a vertex (\( \text{system}=V \) or \( A \) for projected and axial systems respectively). The origin remains unchanged as any plane perpendicular to the incident flux vector is appropriate.

At this point, the projected surface elements consist of groups of vertices lying in the \( OX_VOY_V \)-plane of the \( OX_VY_VZ_V \) system, with the \( OZ_V \) coordinate representing the "height" of the vertex above this plane. In consequence, each projected surface element may be entirely and closely enveloped by a rectangular box lying in the same plane and having sides parallel to the \( OX_V \) and \( OY_V \) axes. In addition, all such boxes may be entirely and closely contained within a single larger rectangle as illustrated in Figure 3.6. The visible area is then calculated by

![Figure 3.6: Enclosing the projected surface elements in boxes within the projective \( OX_VOY_V \)-plane.](image)

sub-dividing the larger box into a square-grid of pre-determined mesh size. Each
square in the grid is centred on some point, \( q = (q_x, q_y) \) say, which may be associated with an incident flux particle travelling on a path parallel to the \( OZ_V \)-axis and passing through this point. Taking each such point in turn the program tests whether or not it lies within none, one, or more than one of the projected surfaces by considering a number of conditions. Each condition must be met before the next is tested. Failure at any stage means that point does not lie within this projected surface, hence that the particle associated with this point does not hit this element. In this event, take the next surface element or, when all have been considered, the next grid point.

Thus, for any point and any surface element, the program first determines whether or not the point lies within the relevant small enveloping rectangle of that element (see Figure 3.6). This is effected by comparing the values of \( q_x \) and \( q_y \) with the edges of the rectangle. Secondly, the program deduces whether or not the point lies inside the wedge defined by two adjacent edges of the projected surface element (see Figure 3.7). Here the projected vertices have been labelled \( u, v, w \) and \( z \) (in an anti-clockwise manner). If the point lies in the wedge then

![Diagram](image_url)

**Figure 3.7:** The wedge associated with a projected surface element and the angles \( \theta, \phi, \psi \) and \( \Omega \).
the angles $\theta$, $\phi$ and $\psi$ of Figure 3.7 satisfy $\theta + \phi = \psi$, hence
\[
\arccos \left( \frac{(v - u) \cdot (x - u)}{|v - u||x - u|} \right) = \arccos \left( \frac{(q - u) \cdot (v - u)}{|q - u||v - u|} \right) + \arccos \left( \frac{(q - u) \cdot (x - u)}{|q - u||x - u|} \right)
\]
which actually implies that the point lies in the $X$-shaped region limited by the extended edges $v - u$ and $x - u$ (forming two wedges joined at the point $u$). However, because of the way in which the enveloping box is chosen, the point cannot lie in the smaller wedge (on the side of $u$ opposite to the projected surface element) since the spacing between $u$ and the edge of the enveloping rectangle is less than half the grid spacing. Thus, this condition is equivalent to saying that the point does indeed lie in the wedge of Figure 3.7.

Thirdly, the program determines which three vertices form the smaller wedge in which the point lies (only necessary for quadrilateral surface elements). Again, referring to Figure 3.7, it may be seen that the point lies in the wedge formed by the vertices $u$, $v$ and $w$ if $\theta < \Omega$ and in that formed by $u$, $w$ and $x$ otherwise. In either event, the three vertices are re-labelled $u$, $v$ and $w$ so that Figure 3.8 pertains. Referring to this figure, the point of intersection of a line through $u$ and

\[ uv + \lambda(w - u) \quad \lambda \in [0, 1] \]

Figure 3.8: The vector equation for a point on the edge of a triangle.

$q$ with the edge of the triangle $v - w$ is such that
\[
u + \mu(q - u) = v + \lambda(w - u) \quad (3.13)
\]
for real numbers $\mu$ and $\lambda$ with $\lambda \in [0, 1]$.

Now, the point $q$ lies within the triangle formed by these three vertices (hence within the projected surface element) if and only if $\mu \geq 1$. Whence, by writing
Equation 3.13 as a pair of simultaneous equations in \( \mu \) and \( \lambda \) and substituting in
for \( \lambda \) so that
\[
\mu = \frac{\left( u_x - v_x \right) \left( u_y - w_y \right) - \left( u_y - w_y \right) \left( u_x - w_x \right)}{\left( u_x - q_x \right) \left( u_y - w_y \right) - \left( u_y - q_y \right) \left( u_x - w_x \right)},
\]
\( \mu \) may be evaluated, thus indicating whether or not the point lies inside the projected surface element.

The argument so far will determine which surface elements the path of an incident flux particle will intersect but not which of those it will actually strike — clearly it will only strike one. Where a point lies inside more than one projected surface element, the program considers the \( OZ_V \) components of the elements in question. Let \( n_V \) be normal to a surface element in the \( OX_V Y_V Z_V \) system and let \( v_V \) be any of its vertices, then
\[
n_V = n_{V_x}OX_V + n_{V_y}OY_V + n_{V_z}OZ_V
\]
and the equation for the plane in this system in which the surface element lies is
\[
n_{V_x} x + n_{V_y} y + n_{V_z} z = n_V \cdot v_V.
\]
Hence,
\[
z = \left( \frac{n_V \cdot v_V - n_{V_x} q_x - n_{V_y} q_y}{n_{V_z}} \right)
\]
gives the “height” of the point of intersection of the particle’s path and the surface element above the projective plane. For a particle associated with the point \( q \) in the manner described above, the incident surface element is that with the greatest \( z \)-value of all those surface elements intersected by the particle’s path.

The number of intersections (\( N_{int} \)) and of hits (\( N_{hit} \)) are summed over all points \( q \) for each surface element. Then, for any given element, the visible projected area (\( A_{v,p,i} \)) perpendicular to the incident flux may be given as a proportion of the total projected area
\[
A_{v,p,i} \approx \frac{N_{hit,i}}{N_{int,i}} A_j \cos \theta_{i,j} \tag{3.14}
\]
for surface element \( j \) where the actual surface area is \( A_j \) and \( \theta_{i,j} \) is the incidence angle at this surface. Noting that \( A_{v,p,i} \) is the \( A_S \cos \theta_i \) of Equations 3.2 and 3.10, Equation 3.14 may be written as
\[
A_S \approx \frac{N_{hit,i}}{N_{int,i}} A_j
\]
with the level of approximation governed by the accuracy of the model and area estimation procedure (i.e. \( N_{hit} \) and \( N_{int} \)).
### 3.5 Further developments

The previous section described in some detail how the visible areas are determined for use in the skin force equations (3.2 and 3.10). However, consideration of the former equation indicates that further computation may be made prior to the orbital determination procedure (thereby reducing the number of required calculations within the adapted programs). Indeed, Equation 3.2 may be decomposed into two parts, namely

\[ A_s \cos \theta_i \left( [1 - t_s - r_s] \frac{d}{d} - 2 \left[ r_s \cos \theta_i + \left( \frac{r_d - t_d}{3} \right) n \right] \right) \quad (3.15) \]

and

\[ \frac{E_0 d_{se}^2}{d_{se}^2 c}, \]

the first of which depends only upon the geometry of the satellite model and the angles of incidence. Hence, Equation 3.15 may be evaluated regardless of specific values of planetary and satellite ephemeris, and atmospheric conditions. Since the aim is to tabulate over a range of angles, then interpolate between the tabulated values within the prediction process, storing values of Equation 3.15 rather than the simple areas will greatly reduce both storage size and computation time. The storage will be reduced because, for each pair of angles, instead of an area for each surface element of the model only one vector is required. Unfortunately, no similar decomposition is possible for Equation 3.10 because of the atmospheric components which are time and space related.

The surface-interaction coefficients \((r_s, r_s, t_d, r_d, a)\) also have to be estimated in some way, as does the momentum exchange coefficient \(\sigma\). Since these values are typically satellite dependent, details of their estimation for ERS-1 will be included in the next chapter (Chapter 4) and for SPOT-2 in Chapter 6, where the respective orbits and results are discussed. However, the following method for choosing values for the aerodynamic resistance coefficients may be applicable in general.

Consider the normal and tangential momentum exchange coefficients given by Sowter [1989, p.10]

\[ \sigma_n = \frac{p_i - p_r}{p_i - p_w} \]

\[ \sigma_t = \frac{p_i - p_r}{p_i - p_w} \]
where \( p_\omega \) is the theoretical normal momentum arising from the incident surface temperature \( T_s \), all the other variables being previously defined (with indices as above). Then, comparing Sowter’s [1989, p.11] equations for \( p \) and \( \tau \) with those of Equation 3.9 above, it is possible to obtain a system of simultaneous equations in the coefficients of Equation 3.1 and the momentum exchange coefficients \( \sigma_n \) and \( \sigma_t \). Indeed, there are in fact two distinct equations for \( \sigma_n \) alone:

\[
\begin{align*}
\sigma_t &= 1 - t_s - r_s \\
\sigma_n &= 1 + t_s - r_s - \frac{2}{3} (1 - \sigma) (r_d - t_d) \\
\sigma_n &= \sigma (r_d - t_d).
\end{align*}
\] (3.16)

Now, experimental work (such as that cited by Schaaf and Chambré [1958, p.695] and, more recently, that done on the ANS-1 satellite, [Moore and Sowter, 1991]) indicates that in certain instances, \( \sigma_t \) may be expected to take a value close to one. Also, by considering the thermal accommodation coefficient used by Smoluchowski in 1898 and again by Knudsen in 1911 [Schaaf and Chambré, 1958, p.695], it is possible to infer that \( \sigma_n \) similarly lies close to unity. Further, for satellites such as ERS-1, SPOT-2 etc. the proportion of the transmitted aerodynamic flux is zero. Thus,

\[ t = t_d + t_s = 0 \]

which in turn implies that both \( t_d \) and \( t_s \) are equal to zero. Hence, using the simultaneous Equations 3.16,

\[ r_s = 0 \]

in order that \( \sigma_t \) attain a value of unity. Therefore, either \( 1 - \sigma = 0 \) or \( r_d = 0 \). Clearly,

\[ r_d \neq 0 \]

since otherwise \( \sigma_n \) would also be zero. Thus,

\[ r_d = 1 \]

\[ \sigma = 1 \]

\[ a = 0 \]
fully defining the aerodynamic interaction coefficients for use throughout the rest of this simulation. There is no similar approach for direct solar radiation since more is known about light-surface interactions and there is more variety in the way photons react with different satellite surfaces. Effectively, because more is known, the models used are more involved.

3.6 Verification of the GUESS software

The GUESS software was tested on a number of plane and solid objects to ensure that the areas produced matched those theoretically expected (given simple geometric considerations). For all shapes tested (plane rectangle and triangle, cuboid and trapezoid) the results were exactly as theoretically predicted. That is to say, the software produces true areas for convex solids. The only limitation is that the grid spacing needs to be smaller than the smallest face of the solid — so that at least some points fall inside each visible surface element. However, it is recognized and should be emphasized that such accuracy is unlikely to be attained with very complex shapes, or where there is complicated overlapping.
Chapter 4

ERS-1 orbits

4.1 The ERS-1 satellite

The first European remote-sensing satellite, ERS-1, was launched on the 16th of July 1991 into a near circular orbit of inclination 98.5°. Of the on board instrumentation, a single frequency radar altimeter provides continuous monitoring of the ocean surface between latitudes 81.5° N and 81.5° S. To enable orbit determinations, the satellite was also equipped with a retro-reflector array for precise ranging from the network of laser stations (illustrated in Figure 4.1). The altimeter data can also be used as tracking data, either directly as height measurements or elaborated to form crossover differences. In addition, ERS-1 carries a synthetic aperture radar antenna (SAR), two sun acquisition sensors, three (fore, mid and aft) wind scatterometer antennae (WSA) and the solar array — which provides electrical power to the satellite. The ERS-1 satellite is illustrated in Figure 4.2.

For optimal usage of the altimetric data, precise positioning of the satellite is necessary to an accuracy commensurate with that of the altimeter, particularly in the radial direction; namely 5 cm or less. However, such a goal is currently unrealistic since ERS-1 suffers from the problems described in the last chapter, in that surface forces are often in error by more than the gravitational ones. Further, for ERS-1, these errors are compounded by the high solar activity currently experienced in the early 1990's, the low altitude of around 780 km and the high surface-to-mass ratio of the satellite. In order to try and alleviate these difficulties, the method of Chapter 3 has been applied to this satellite.
Figure 4.1: The network of laser stations ranging to ERS-1.
Figure 4.2: The ERS-1 satellite.
4.2 A geometric model of ERS-1

To apply the method of Chapter 3, it is first necessary to model the satellite and its surface characteristics, also estimating the variables required for the evaluation of Equations 3.10 and 3.2. Beginning with the area aspect of this problem, the satellite structure has been reduced to a composite of planar quadrilateral elements in accordance with the requirements of the GUESS software of Chapter 3. These surface elements have been chosen to simplify the model as far as is realistically possible, while retaining the basic shape, dimensions and surface characteristics of the satellite itself. The minimum extent of this simplification was further governed by the available processing time.

Essentially, the model adopted for ERS-1 comprises a trapezoidal box surmounted by a number of planes, as illustrated in Figure 4.3. Thus, the box approximates the satellite module and payload and the planes the WSA, SAR and solar array. With the exception of the single sloping face, each of the surface elements of the box lies perpendicular to one of the axes of satellite-fixed coordinate system of Figure 3.4 (Section 3.3). Further, all six box surface elements are estimated so that, viewed along the relevant perpendicular axis, the modelled cross-sectional area equals the true value (i.e. of the actual satellite).

The SAR and three WSA antennae are each represented by two surface elements, of equal area, placed back-to-back. The only difference between the two elements of such a pair lies in the opposing directions of the outward pointing normal vectors. The solar array is made up of four such surface elements, forming two perpendicularly intersecting planes (each plane comprising a back-to-back pair of surface elements as for the WSA and SAR). One of these two planes represents the solar panel surface (and its back) and the other (far smaller) the thickness of the central portion which attaches the array to the satellite module, as viewed along the line of the solar panels. Hence, the minimum end-on area possessed by the true solar array is also reflected in the geometric model.

Each of the model's surface elements is stored in a record within the geometric input file (required by the GUESS software) as four vertices, a full plane area and an outward-pointing normal vector in the satellite-fixed system of Chapter 3. Since the solar array rotates, the vertices and normals of this portion of the model
Figure 4.3: The ERS-1 model and satellite-fixed coordinate system.
will vary. However, for compatibility with the GUESS software the solar panel face is nominally fixed in any attainable position (for instance aligned as closely as possible to one of the system's axes). This fixes the four vertices and normal for this element. The vertices and normals of the other three elements may then be computed relative to the stored position of the fixed solar panel element. Thus, the geometry of the whole array is internally consistent. From this stored position, the true position may be attained by rotating the whole array about the axis of rotation.

For ERS-1, the solar array rotates about a single axis lying parallel to the \( OX_S \)-axis of the satellite-fixed system, \( OX_SY_SZ_S \), (illustrated in Figure 4.3) and passing through a point, \( O_A \) say, on the positive \( OZ_S \)-axis. Thus, the relationship between the satellite-fixed and axial systems of Chapter 3 is as illustrated in Figure 4.4. Though the axis of rotation of the solar array, hence \( OZ_A \), is parallel to \( OX_S \) for ERS-1, such a relationship is not necessary to the GUESS software which may be employed for a solar array axis of rotation pointing in any direction and lying through any point in the satellite fixed system, \( OX_SY_SZ_S \).

In addition to the model's geometry, the input file for the GUESS software must include the satellite's identity, mass and the location (in the satellite fixed system) of the satellite's centre of mass, laser retro-reflector array, altimeter and
any other instrumentation used for tracking data — and therefore necessary to the programs in the SATAN-A suite. The values of these have been extracted from ERS-1 documentation [Pieper, 1988 and Renard, 1990]. Furthermore, the GUESS software requires the coefficients $a$, $t_s$, $t_d$, $r_s$, $r_d$ and $\sigma$ of Equations 3.1 and 3.8 which describe the behaviour of incident flux particles at the satellite’s surface. These are derived as follows, drawing largely on values given in the same documentation as above.

For the atmospheric resistance force of Equation 3.10 these coefficients are determined just once and are the same for all model surface elements. The method of determination has already been described in Section 3.5 above. However, for direct and reflected solar radiation pressure, the necessary coefficients, namely $a$, $t_s$, $t_d$, $r_s$, and $r_d$ must be computed independently for each surface element of the model. Further, values are required for both direct and earth-reflected light and that fraction of the solar flux re-emitted by the earth as infra-red radiation. Since, as stated by Equation 3.1, these coefficients sum to unity, it is only necessary to specify four of the five variables within the input file. The values of the four chosen coefficients ($r_d$ is omitted), are evaluated for each surface element of the geometric model from the same documentation as the satellite mass etc. above. However, since each model element may relate to more than one region on the satellite’s surface, an average of the coefficients of the relevant contributing regions is made, weighting each stored coefficient by the proportion of the contributing region’s area to that of the surface-element being considered.

As well as the area, vertices, normal and interaction coefficients, each record in the geometric input file is required to contain values of two extreme temperatures so that a surface temperature $T_S$ may be computed from the formula

$$T_S = T_{S_{min}} + \nu T_{S_{max}}$$

where $\nu$ is a shadow factor describing the position of the satellite with respect to the earth’s shadow ($T_{S_{min}}$ defining the temperature when fully in shadow and $T_{S_{max}}$ that in full sunlight). For each surface $s$, the values of the minimum and maximum are obtained in a similar manner to the solar radiation pressure coefficients (i.e. as a weighted average) from the same documentation as before.
4.3 Area tables for ERS-1

Having produced the geometric input file as described above, the GUESS software was used to determine tables for both the direct solar radiation pressure and aerodynamic resistance forces acting on ERS-1. In addition to the data held in the geometric file, the GUESS software requires a grid size to be defined and some limits on the possible angles describing the incident flux direction; the choice of which is further explained below. The grid size adopted for shooting flux particles/rays at the projected satellite model's surface elements was 50 mm by 50 mm. This had been found to produce accurate results for the test objects, was sufficiently small that the WSA would register accurately and yet was also large enough so that the computation time was less than the available maximum.

In addition, it was necessary to justify the assumptions made in the GUESS software for ERS-1, namely that the incident atmospheric flux is parallel and that only the first impact of each particle need be considered. Now, for satellites orbiting at heights of around 700km to 900km, such as ERS-1, it may be assumed that the ratio of satellite to atmospheric velocity, together with the rarefaction of the atmosphere, are concomitant with a state of free molecular flow [Schaaf and Chambré, 1958]. In such a state, the gas acts as a group of independent particles, where the reflected particles do not impede the incident stream. Thus, this incident stream may be taken to have a parallel average velocity. Further, for ERS-1, the single impact approximation is made on the basis of results from studies carried out by MATRA [Renard, 1990]. These indicate that computing the forces as a result of single impacts gives a degradation in accuracy of about 5% over a multiple impact model. However, the computation time is more than halved by such an approximation. Thus, given the limited accuracy of the geometric model of the satellite, it was decided that any potential increase in accuracy derived from multiple impacts was outweighed by the decrease in computation time associated with the single impact assumption.

For direct solar radiation pressure, the sun-to-satellite vector (which defines the sun's position required to rotate the solar array to its correct orientation) is also the incident flux vector. Thus, for each surface element of the geometric model, the visible areas were tabulated in just two angles, namely $\alpha$ and $\beta$ of
Figure 3.5, over a $5^\circ \times 5^\circ$ grid covering the unit sphere centred on the satellite. It is emphasized that these angles are measured in the axial system of Chapter 3 and not the satellite-fixed system.

The areas thus produced were then employed (along with the normal vectors and interaction coefficients) in Equation 3.15 of Chapter 3 to produce a quasi-force for each surface element of the model. For each pair of angles ($\alpha$, $\beta$) the resultant values were summed over all surface elements so that, rather than having eighteen entries (one for each surface element of the model) there were just three — describing a quasi-force vector in the axial system. This can then be easily converted into the direct solar radiation pressure force vector (within the orbit prediction program) using the scale factor

$$\frac{E_{0d^2}}{d_{3s}^2 c}$$

of Section 3.5.

The visible areas (produced above) were also employed to compute the effective total area perpendicular to the incident flux direction over a more widely spaced grid ($22.5^\circ \times 15^\circ$). The values of this total area, see Table 4.1, illustrate the variation experienced over the range of incident flux angles. Table 4.1 also confirms the variations in total area that are to be expected of ERS-1. First, the total area is greatest for small values of $\beta$, which is where the solar panels (inclined at an angle of about $20^\circ$ to the $OZ_A$-axis) contribute most; up to a maximum of 28 square metres. Further, at such angles the body area is almost 8 square metres, as opposed to the end-on (along the $OZ_A$-axis) area of just 4 square metres — or even less. Secondly, there is a corresponding minimum in total area for large values of $\beta$, for precisely the opposite reasons. Indeed, the lowest areas (in the table) are obtained for $\beta = -75^\circ$ because at this point, the incident vector is almost edge-on to the solar panels — for all values of $\alpha$. In addition, since the SAR is also inclined at a similar angle, neither it nor the solar panels contribute markedly to the total area, which is largely composed of the body component (at a similar low due to its being viewed almost along its length). Thirdly, the variation with $\alpha$ for any given $\beta$ is mostly due to the differing contribution of the SAR. This varies from a maximum of 10 square metres, at values of $\alpha$ which lie along the SAR surface normal to a minimum of zero, when $\alpha = \pm 90^\circ$ and the SAR is edge-on to the
<table>
<thead>
<tr>
<th>$\beta$</th>
<th>-90°</th>
<th>-75°</th>
<th>-60°</th>
<th>-45°</th>
<th>-30°</th>
<th>-15°</th>
<th>0°</th>
<th>15°</th>
<th>30°</th>
<th>45°</th>
<th>60°</th>
<th>75°</th>
<th>90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0°</td>
<td>13.6</td>
<td>12.1</td>
<td>20.5</td>
<td>31.5</td>
<td>39.3</td>
<td>44.1</td>
<td>46.7</td>
<td>46.9</td>
<td>43.7</td>
<td>37.5</td>
<td>29.4</td>
<td>21.4</td>
<td>13.7</td>
</tr>
<tr>
<td>22.5°</td>
<td>13.8</td>
<td>12.0</td>
<td>21.0</td>
<td>32.3</td>
<td>40.4</td>
<td>45.3</td>
<td>47.9</td>
<td>48.1</td>
<td>44.8</td>
<td>38.4</td>
<td>30.2</td>
<td>21.9</td>
<td>13.7</td>
</tr>
<tr>
<td>45.0°</td>
<td>14.1</td>
<td>11.6</td>
<td>20.1</td>
<td>30.7</td>
<td>38.8</td>
<td>43.5</td>
<td>46.0</td>
<td>46.2</td>
<td>43.1</td>
<td>37.4</td>
<td>29.7</td>
<td>21.9</td>
<td>14.1</td>
</tr>
<tr>
<td>67.5°</td>
<td>14.2</td>
<td>10.5</td>
<td>17.7</td>
<td>27.0</td>
<td>34.1</td>
<td>39.3</td>
<td>41.4</td>
<td>41.8</td>
<td>39.5</td>
<td>35.0</td>
<td>29.3</td>
<td>21.7</td>
<td>14.2</td>
</tr>
<tr>
<td>90.0°</td>
<td>14.3</td>
<td>9.2</td>
<td>15.4</td>
<td>23.0</td>
<td>29.2</td>
<td>33.3</td>
<td>34.7</td>
<td>37.6</td>
<td>37.6</td>
<td>34.6</td>
<td>28.5</td>
<td>21.4</td>
<td>14.3</td>
</tr>
<tr>
<td>112.5°</td>
<td>14.2</td>
<td>9.2</td>
<td>15.7</td>
<td>23.2</td>
<td>31.1</td>
<td>37.5</td>
<td>41.4</td>
<td>43.6</td>
<td>42.5</td>
<td>38.2</td>
<td>30.3</td>
<td>22.0</td>
<td>14.2</td>
</tr>
<tr>
<td>135.0°</td>
<td>14.3</td>
<td>8.9</td>
<td>15.3</td>
<td>25.6</td>
<td>34.7</td>
<td>41.9</td>
<td>46.0</td>
<td>47.8</td>
<td>47.0</td>
<td>41.6</td>
<td>31.8</td>
<td>22.2</td>
<td>14.3</td>
</tr>
<tr>
<td>157.5°</td>
<td>14.0</td>
<td>8.4</td>
<td>15.8</td>
<td>26.6</td>
<td>36.4</td>
<td>43.8</td>
<td>47.9</td>
<td>49.6</td>
<td>48.7</td>
<td>42.8</td>
<td>33.6</td>
<td>21.8</td>
<td>13.9</td>
</tr>
<tr>
<td>180.0°</td>
<td>14.9</td>
<td>7.7</td>
<td>15.0</td>
<td>25.8</td>
<td>35.4</td>
<td>42.6</td>
<td>46.7</td>
<td>48.4</td>
<td>47.6</td>
<td>42.0</td>
<td>33.3</td>
<td>22.9</td>
<td>14.9</td>
</tr>
<tr>
<td>202.5°</td>
<td>14.0</td>
<td>8.4</td>
<td>15.8</td>
<td>26.6</td>
<td>36.4</td>
<td>43.8</td>
<td>47.9</td>
<td>49.6</td>
<td>48.7</td>
<td>42.8</td>
<td>33.6</td>
<td>21.8</td>
<td>14.0</td>
</tr>
<tr>
<td>225.0°</td>
<td>14.3</td>
<td>8.9</td>
<td>15.3</td>
<td>25.6</td>
<td>34.7</td>
<td>41.9</td>
<td>46.0</td>
<td>47.8</td>
<td>47.0</td>
<td>41.6</td>
<td>31.8</td>
<td>22.2</td>
<td>14.3</td>
</tr>
<tr>
<td>247.5°</td>
<td>14.2</td>
<td>9.2</td>
<td>15.7</td>
<td>23.2</td>
<td>31.1</td>
<td>37.5</td>
<td>41.4</td>
<td>43.6</td>
<td>42.5</td>
<td>38.2</td>
<td>30.3</td>
<td>22.0</td>
<td>14.2</td>
</tr>
<tr>
<td>270.0°</td>
<td>14.3</td>
<td>9.2</td>
<td>15.4</td>
<td>23.0</td>
<td>29.2</td>
<td>33.3</td>
<td>34.7</td>
<td>37.6</td>
<td>37.6</td>
<td>34.6</td>
<td>28.5</td>
<td>21.4</td>
<td>14.3</td>
</tr>
<tr>
<td>292.5°</td>
<td>14.2</td>
<td>10.5</td>
<td>17.7</td>
<td>27.0</td>
<td>34.1</td>
<td>39.3</td>
<td>41.4</td>
<td>41.9</td>
<td>39.5</td>
<td>35.0</td>
<td>29.3</td>
<td>21.7</td>
<td>14.2</td>
</tr>
<tr>
<td>315.0°</td>
<td>14.1</td>
<td>11.6</td>
<td>20.1</td>
<td>30.7</td>
<td>38.8</td>
<td>43.5</td>
<td>46.0</td>
<td>46.2</td>
<td>43.1</td>
<td>37.4</td>
<td>29.7</td>
<td>21.9</td>
<td>14.1</td>
</tr>
<tr>
<td>337.5°</td>
<td>13.8</td>
<td>12.0</td>
<td>21.0</td>
<td>32.3</td>
<td>40.4</td>
<td>45.3</td>
<td>47.9</td>
<td>48.1</td>
<td>44.8</td>
<td>38.4</td>
<td>30.2</td>
<td>22.0</td>
<td>13.7</td>
</tr>
<tr>
<td>360.0°</td>
<td>13.6</td>
<td>12.1</td>
<td>20.5</td>
<td>31.5</td>
<td>39.3</td>
<td>44.1</td>
<td>46.7</td>
<td>46.9</td>
<td>43.7</td>
<td>37.5</td>
<td>29.4</td>
<td>21.4</td>
<td>13.7</td>
</tr>
</tbody>
</table>

Table 4.1: Cross sectional area for ERS-1 (in square metres) as viewed from the sun.

Incident vector. Finally, it may be noted that the three WSA contribute almost negligible amounts to the cross-sectional area at all incident angles.

In addition to these general variations it is of interest to note the variation in area with varying $\alpha$ when $\beta = \pm 90^\circ$. Each of these angles represent a theoretical sun lying along the rotation axis of the solar array. In such a position, the array cannot meaningfully rotate because the sun vector has no component outside the array axis with which to define a rotation angle. However, because of asymmetries in the model, rotating the solar array does in fact give different total areas which, as can be seen, vary by as much as 0.83 square metres (about 8% of the total effective area for these values of $\beta$). Since the tables generated by the GUESS software (not these illustrative tables) were to be used for interpolation, it was
deemed better to rotate the array, so that the singularity represented by $\beta = \pm 90^\circ$ could be approached from different directions, and the varying areas thus obtained for the varying values of $\alpha$ enable meaningful interpolations to be made about these singularities. Also of interest, though not visible in Table 4.1, is the fact that for the same values of $\alpha$, the areas obtained for $\beta = +90^\circ$ and $\beta = -90^\circ$ are only the same, in general, to two decimal places. This gives some measure of error arising from round off within the computational process — probably as a result of the overlapping mechanism — since for a fixed $\alpha$, the total areas obtained from $\beta = \pm 90^\circ$ should be identical.

For the aerodynamic resistance force, the visible area tables for the model’s surface elements were derived in much the same way. However, for these tables, there were three angles required rather than two. Two of these, ($\gamma$ and $\delta$ of Figure 3.5) defined the incident flux vector. The third, $\alpha$ — one of the sun position angles — was sufficient to determine the necessary rotation angle of the solar array. The fact that just one angle suffices to correctly rotate the solar array to a sun-pointing position is a direct result of the seemingly involved approach of Chapter 3 using an axial coordinate system as well as a satellite-fixed one.

Figure 4.5: Region of interest for the aerodynamic flux incident on ERS-1.

For ERS-1, it was found that the angles $\gamma$ and $\delta$ never deviated from either the $OXA - OYA$-plane or the $OYA - OZA$-plane by more than $5^\circ$. Equivalently, the incident flux vector (defined by these angles) was found to be always within
±5° of the \(-OY_S\)-axis (i.e. the \(-OY_A\)-axis — see Figure 4.4). This relationship is equivalent to the statement that the relative velocity of the satellite with respect to an atmosphere rotating with the earth (assumptions made in the atmospheric model of the orbital prediction program) never deviates from its absolute velocity vector (both vectors lying in the same reference frame) by more than about 5°. This restriction, illustrated in Figure 4.5, was determined empirically by studying three months of laser tracking data for ERS-1 (from August to October 1991, inclusive) and confirms the pre-launch results of van der Wenden [1985].

<table>
<thead>
<tr>
<th>(\gamma)</th>
<th>(\delta = -5^\circ)</th>
<th>(\delta = 0^\circ)</th>
<th>(\delta = 45^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>265°</td>
<td>270°</td>
<td>275°</td>
</tr>
<tr>
<td>(\alpha)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0°</td>
<td>12.45</td>
<td>9.65</td>
<td>11.73</td>
</tr>
<tr>
<td>22.5°</td>
<td>22.58</td>
<td>19.29</td>
<td>18.83</td>
</tr>
<tr>
<td>67.5°</td>
<td>35.94</td>
<td>33.99</td>
<td>34.76</td>
</tr>
<tr>
<td>90.0°</td>
<td>37.09</td>
<td>36.05</td>
<td>37.71</td>
</tr>
<tr>
<td>112.5°</td>
<td>34.13</td>
<td>33.99</td>
<td>36.56</td>
</tr>
<tr>
<td>135.0°</td>
<td>27.51</td>
<td>28.10</td>
<td>31.47</td>
</tr>
<tr>
<td>157.5°</td>
<td>18.21</td>
<td>19.29</td>
<td>23.21</td>
</tr>
<tr>
<td>180.0°</td>
<td>11.11</td>
<td>9.65</td>
<td>13.07</td>
</tr>
<tr>
<td>202.5°</td>
<td>21.17</td>
<td>17.89</td>
<td>17.43</td>
</tr>
<tr>
<td>247.5°</td>
<td>34.49</td>
<td>32.54</td>
<td>33.31</td>
</tr>
<tr>
<td>270.0°</td>
<td>35.64</td>
<td>34.60</td>
<td>36.26</td>
</tr>
<tr>
<td>292.5°</td>
<td>32.68</td>
<td>32.54</td>
<td>35.12</td>
</tr>
<tr>
<td>337.5°</td>
<td>16.81</td>
<td>17.89</td>
<td>21.79</td>
</tr>
<tr>
<td>360.0°</td>
<td>12.45</td>
<td>9.65</td>
<td>11.73</td>
</tr>
</tbody>
</table>

Table 4.2: Cross sectional area for ERS-1 (in square metres) as viewed along the incident aerodynamic flux vector.

Analogously to solar radiation pressure, a file containing the visible areas for each surface element of the satellite's geometric model was produced over
a $5^\circ \times 5^\circ \times 5^\circ$ grid in the three angles ($\alpha$, $\gamma$ and $\delta$). However, as was discussed in Section 3.5, no further elaboration was possible and this file was used as input for the orbital prediction routine. Again similarly to solar radiation pressure, these areas were also used to produce a table of total effective cross-sectional areas over a reduced grid of $22.5^\circ \times 5^\circ \times 5^\circ$, the contents of which are shown in Table 4.2.

Considering this table, it can be seen that (as was the case with Table 4.1, for direct solar radiation pressure) the effective total cross-sectional areas produced exhibit variations in a manner that might be expected for ERS-1. Because of the limited variation in angles $\gamma$ and $\delta$, the main constant contribution to the cross-sectional area is due to the body and measures approximately 8 square metres. The SAR contributes almost nothing, since the incident flux vector lies almost parallel to it for all angles considered. Similarly, the WSA component of the cross-sectional area is also negligible. Thus, the greatest part of the variation evidenced in Table 4.2 arises as a result of the rotation of the solar array and hence registers as a variation with angle $\alpha$. Here, as expected, the maximum area is obtained when the solar panel lies perpendicular to the flux (at $\alpha$ values of 90° and 270°) and minima occur when the two are parallel ($\alpha$ equals 0° or 180°).

It must be emphasized that both Table 4.1 and 4.2 are for illustrative purposes only, neither of them being employed in the orbital determination process. However, these tables do allow some confirmation of the credibility of the results of the GUESS software for ERS-1.

### 4.4 Precise orbit determinations for ERS-1 using GUESS tables

Before these tables could be used for precise orbit determination of the ERS-1 satellite, the SATAN-A suite had to be extensively modified. However, despite the extent of the necessary changes, the actual implementation was reasonably straightforward and may be summarized as follows.

First, the format of the observation data needed altering, since from 1989 most laser tracking data was in the MERIT II format, rather than MERIT I previously used. Secondly, subroutines to read in both sets of tables as well
as the satellite’s geometric model file were written, storing the area/vector data in arrays for later use. Thirdly, a second atmospheric resistance subroutine was written, initially to be run as an option (instead of using the existing drag routine). Fourthly, the existing solar radiation subroutine was modified to take the stored data where this option was chosen. Further, this same routine was modified in the reflected radiation section where satellite areas were incorporated into the thirteen element model (see Section 2.2.6). Finally, we note that the partial derivatives are effectively the same, namely of the form

\[
\frac{\partial F}{\partial C_D} = \frac{\partial F_D}{\partial C_D}
\]

\[
\frac{\partial F}{\partial C_R} = \frac{\partial F_R}{\partial C_R}
\]

so that no changes to the correction program are required. Having amended the orbit determination package, it was tested on over three months of laser tracking data from the launch date in late July until early November 1991, comprising over twenty distinct long-arcs, each typically six days in length.

Each long-arc was determined using the 50 × 50 GEM-T3A gravity field and associated tidal models within the J2000 inertial reference system. GEM-T3A was derived from the GEM-T3 normal equations [Lerch et al., 1992] with additional DORIS tracking data from the French satellite SPOT2 (see Chapter 6 for more information on SPOT2 and DORIS). The atmospheric density was modelled using the MSIS83 model due to Hedin [1983] and combined with saw-tooth drag scale factors to produce the aerodynamic resistance force. The station monument solutions were derived from three months of Lageos data (August 1991 to October 1991) by the Royal Greenwich Observatory. These, together with the relevant corrections from the eccentricity vector file were used to compute the station coordinates relevant to the given arcs. Each arc also estimated a number of drag scale factors, \(C_D\), and a single solar reflectivity coefficient, \(C_R\).

It was found that the saw-tooth approach was less robust than the old step function. This was because it was far more sensitive to the relative locations of data and nodal points. Indeed, totally unrealistic scale factors were obtainable, especially in sparsely tracked orbits, simply by locating the nodal points so that the slope joining two successive \(C_D\) values ran at an extreme angle through the
intervening clumps of data. Thus, the scale factors were chosen to ensure that the period between any two nodes always contained some laser data and further, that not all the laser data lay predominantly closer to one node than the other. In addition, the number of scale factors was limited so as to keep the correlations between solution parameters as low as possible. This led to a mix of daily and half-daily values (for the time between nodes), with an occasional quarter-daily period where such was deemed necessary (and realistic) to converge the orbit.

For each arc, the orbit was converged both with and without the GUESS tables. Where such tables were used, the aerodynamic resistance and direct solar radiation pressure forces were computed using Equations 3.10 and 3.2 respectively. Where these tables were not used, constant values for $A_D$ and $A_R$ were used in conjunction with the original Equations 2.5 and 2.6 of Chapter 2.

Before attempting any detailed analysis of the results, a simple check was carried out on each orbit with the GUESS tables in use. This check consisted of printing out the total area which lay perpendicular to the direction of travel at any time. An example of this for just one long-arc is illustrated in Figure 4.6 which clearly shows the expected two-cycle per earth-revolution variation that is

![Figure 4.6: An example of the variation in the effective cross-sectional area of ERS-1 over part of the long-arc from MJD 48628 to MJD 48633.](image)

a result of the solar panel rotation. As such it confirms the pattern already seen
in the illustrative Table 4.2 and further suggests that the model solar array is effectively mimicking reality.

A further elaboration of the solution process enabled the results to indicate the existence of any geographical bias that occurred in the converged orbits. This elaboration consisted on simply considering the tracking data both as a single

<table>
<thead>
<tr>
<th>Arc Dates (MJD)</th>
<th>N(CP)</th>
<th>Data used: stations/passes/observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>total</td>
</tr>
<tr>
<td>48459.80 - 48463.60</td>
<td>5</td>
<td>8/19/277</td>
</tr>
<tr>
<td>48464.80 - 48470.80</td>
<td>10</td>
<td>13/48/678</td>
</tr>
<tr>
<td>48468.80 - 48474.80</td>
<td>10</td>
<td>14/48/663</td>
</tr>
<tr>
<td>48474.80 - 48481.60</td>
<td>12</td>
<td>16/49/570</td>
</tr>
<tr>
<td>48481.50 - 48486.90</td>
<td>9</td>
<td>17/51/678</td>
</tr>
<tr>
<td>48486.90 - 48492.90</td>
<td>16</td>
<td>15/54/660</td>
</tr>
<tr>
<td>48492.90 - 48498.90</td>
<td>13</td>
<td>15/55/723</td>
</tr>
<tr>
<td>48496.80 - 48502.80</td>
<td>11</td>
<td>12/54/742</td>
</tr>
<tr>
<td>48500.80 - 48506.80</td>
<td>11</td>
<td>14/61/855</td>
</tr>
<tr>
<td>48506.88 - 48512.80</td>
<td>7</td>
<td>12/34/448</td>
</tr>
<tr>
<td>48512.80 - 48518.80</td>
<td>10</td>
<td>16/50/701</td>
</tr>
<tr>
<td>48515.30 - 48521.30</td>
<td>10</td>
<td>16/60/760</td>
</tr>
<tr>
<td>48522.60 - 48525.60</td>
<td>5</td>
<td>10/24/363</td>
</tr>
<tr>
<td>48525.50 - 48532.00</td>
<td>7</td>
<td>12/34/512</td>
</tr>
<tr>
<td>48532.00 - 48538.00</td>
<td>11</td>
<td>12/42/542</td>
</tr>
<tr>
<td>48543.80 - 48549.80</td>
<td>8</td>
<td>10/23/277</td>
</tr>
<tr>
<td>48553.40 - 48560.30</td>
<td>9</td>
<td>9/21/316</td>
</tr>
<tr>
<td>48560.37 - 48566.80</td>
<td>8</td>
<td>8/15/201</td>
</tr>
<tr>
<td>48566.80 - 48573.80</td>
<td>7</td>
<td>6/13/146</td>
</tr>
</tbody>
</table>

Table 4.3: Solution details for converged ERS-1 long-arcs, July to October inclusive, 1991.

set and as arising from three mutually exclusive geographical regions. For this analysis the chosen regions were (A) Europe and the Mediterranean, (B) the USA
and the north Pacific and (C) the southern hemisphere. All these stations are clearly illustrated in the SLR network map (see Figure 4.1). The main reason for this subdivision into distinct regions is that where all or most of the tracking data for a given arc lies within one region, the orbital solution is often pulled so as to minimise the residuals over this region — at the expense of accuracy elsewhere. By considering the relative RMS values for different areas and relating these to the overall RMS value, it should be possible to monitor such bias, should any arise. In addition, by watching for this eventuality, it may prove possible (for instance by judicious choice of nodal points for the drag scale factors) to constrain or decrease any such geographical bias.

The solution details for each long-arc determined are presented in Table 4.3. This table contains the dates of the start and end of each arc, the number of nodal $C_D$ values solved for, and the data accepted in the solution (some observations are necessarily rejected in the convergence process — the numbers given refer to the final data values accepted by the process). The accepted data are tabulated, both for the whole dataset and for each geographical region, as the number of contributing SLR tracking stations, the number of passes tracked and the number of normal points provided. These normal points are derived and provided by the RGO from the full dataset (which would be too large to use without such preprocessing). A pass of SLR data is simply a series of normal points from a single station's observations, the latter arising from a single "overhead" pass of the satellite.

Having converged the long-arcs, a comparison of the RMS obtained for each arc from the two approaches was made, the results of which are tabulated in Table 4.4. It is clear from this table, that in all but two of the twenty-one converged long-arcs the use of GUESS tables has reduced the RMS of fit. Further, for these two exceptions, the differences between the results obtained with and without GUESS tables are very small. Thus, it would seem that the use of GUESS tables really does result in a better orbital prediction model than simply using a constant area-to-mass ratio for the ERS-1 satellite.

Looking at the results for the three geographical regions, it appears in general that the orbits where GUESS tables have been used show less variation in RMS between each region than the equivalent solutions without GUESS tables. The
obvious exception to this is the arc from MJD 48525.5 to MJD 48532.0 where region C attains a vastly different RMS value both from the other regions and

<table>
<thead>
<tr>
<th>Arc Dates</th>
<th>RMS of fit (cm), total (A,B,C)</th>
<th>with GUESS tables</th>
<th>without GUESS tables</th>
</tr>
</thead>
<tbody>
<tr>
<td>48459.80 - 48463.60</td>
<td>26.50 (24.7, 45.3, —)</td>
<td>25.05 (23.3, 43.4, —)</td>
<td></td>
</tr>
<tr>
<td>48464.80 - 48470.80</td>
<td>27.68 (23.2, 42.9, 35.3)</td>
<td>46.99 (48.2, 38.1, 50.9)</td>
<td></td>
</tr>
<tr>
<td>48468.80 - 48474.80</td>
<td>26.09 (22.3, 42.9, 19.4)</td>
<td>34.55 (30.7, 48.7, 51.5)</td>
<td></td>
</tr>
<tr>
<td>48474.80 - 48481.60</td>
<td>28.36 (23.9, 35.1, 32.6)</td>
<td>40.40 (32.9, 47.2, 58.5)</td>
<td></td>
</tr>
<tr>
<td>48481.50 - 48486.90</td>
<td>28.29 (21.4, 44.6, 38.7)</td>
<td>37.71 (26.5, 47.8, 70.8)</td>
<td></td>
</tr>
<tr>
<td>48486.90 - 48492.90</td>
<td>24.58 (23.2, 29.2, 27.8)</td>
<td>55.63 (44.9, 76.3, 88.7)</td>
<td></td>
</tr>
<tr>
<td>48492.90 - 48498.90</td>
<td>22.07 (23.1, 18.7, 19.9)</td>
<td>53.67 (46.2, 46.8, 99.3)</td>
<td></td>
</tr>
<tr>
<td>48496.80 - 48502.80</td>
<td>35.68 (29.9, 33.0, 68.3)</td>
<td>60.98 (40.4, 68.0, 144.1)</td>
<td></td>
</tr>
<tr>
<td>48500.80 - 48506.80</td>
<td>22.31 (18.5, 39.9, 26.3)</td>
<td>41.16 (34.1, 62.4, 79.8)</td>
<td></td>
</tr>
<tr>
<td>48506.88 - 48512.80</td>
<td>53.15 (39.7, 72.7, 40.8)</td>
<td>64.97 (47.1, 80.7, 83.5)</td>
<td></td>
</tr>
<tr>
<td>48512.80 - 48518.80</td>
<td>26.91 (22.3, 35.4, 30.9)</td>
<td>31.24 (26.5, 39.8, 35.9)</td>
<td></td>
</tr>
<tr>
<td>48515.30 - 48521.30</td>
<td>37.13 (28.1, 39.6, 56.0)</td>
<td>37.29 (23.6, 36.2, 67.0)</td>
<td></td>
</tr>
<tr>
<td>48522.60 - 48525.60</td>
<td>32.48 (27.5, 43.5, 29.2)</td>
<td>31.07 (25.2, 43.3, 27.8)</td>
<td></td>
</tr>
<tr>
<td>48525.50 - 48532.00</td>
<td>37.04 (38.3, 35.2, 0.1)</td>
<td>69.63 (67.5, 69.1, 114.4)</td>
<td></td>
</tr>
<tr>
<td>48532.00 - 48538.00</td>
<td>47.52 (47.5, 46.3, 55.1)</td>
<td>69.16 (65.2, 67.6, 101.0)</td>
<td></td>
</tr>
<tr>
<td>48537.80 - 48543.80</td>
<td>31.64 (32.9, 28.6, 35.8)</td>
<td>36.41 (40.2, 25.7, 51.4)</td>
<td></td>
</tr>
<tr>
<td>48543.80 - 48549.80</td>
<td>35.65 (34.5, 40.7, 33.6)</td>
<td>75.30 (78.1, 64.4, 76.8)</td>
<td></td>
</tr>
<tr>
<td>48546.80 - 48552.90</td>
<td>47.85 (54.6, 38.3, 32.7)</td>
<td>96.59 (105.2, 79.0, 82.3)</td>
<td></td>
</tr>
<tr>
<td>48553.40 - 48560.30</td>
<td>87.35 (87.2, 85.9, 94.6)</td>
<td>169.23 (165.1, 163.1, 220.3)</td>
<td></td>
</tr>
<tr>
<td>48560.37 - 48566.80</td>
<td>61.29 (49.1, 74.7, 53.5)</td>
<td>121.88 (94.8, 124.8, 144.1)</td>
<td></td>
</tr>
<tr>
<td>48566.80 - 48573.80</td>
<td>32.61 (17.7, 62.6, 19.2)</td>
<td>33.51 (20.4, 62.7, 18.4)</td>
<td></td>
</tr>
</tbody>
</table>

| mean  | 35.10 (31.3, 42.5, 35.7) | 46.93 (49.4, 60.7, 79.4) |
|σ      | 16.70 (16.9, 18.2, 20.8) | 21.24 (35.2, 32.7, 47.8) |

Table 4.4: The Root Mean Square of fit (in centimetres) for the converged ERS-1 long-arcs by solution method and geographical location.

between the two solutions. This is easily explained by considering Table 4.3 which shows that for this arc there is only one contributing station in this region providing just two passes of data. Thus, the solution is largely determined by the
other laser tracking stations in both cases — which is why the RMS is so different between regions. The vast difference between the value of 0.1 cm where GUESS tables are used and 114.4 cm is merely due to chance, since this station does little to affect the solution, so is an exception in each case.

Secondly, in most cases, the European/Mediterranean group seems to have the smallest RMS of the three regions. This implies that the resulting orbit is

<table>
<thead>
<tr>
<th>Arc Dates (MJD)</th>
<th>Value of coefficient $C_R$ with GUESS tables</th>
<th>Value of coefficient $C_R$ without GUESS tables</th>
</tr>
</thead>
<tbody>
<tr>
<td>48459.80 - 48463.60</td>
<td>1.01</td>
<td>1.56</td>
</tr>
<tr>
<td>48464.80 - 48470.80</td>
<td>1.03</td>
<td>1.58</td>
</tr>
<tr>
<td>48468.80 - 48474.80</td>
<td>1.00</td>
<td>1.58</td>
</tr>
<tr>
<td>48474.80 - 48481.60</td>
<td>1.04</td>
<td>1.60</td>
</tr>
<tr>
<td>48481.50 - 48486.90</td>
<td>1.04</td>
<td>1.63</td>
</tr>
<tr>
<td>48486.90 - 48492.90</td>
<td>1.05</td>
<td>1.69</td>
</tr>
<tr>
<td>48492.90 - 48498.90</td>
<td>1.02</td>
<td>1.64</td>
</tr>
<tr>
<td>48496.80 - 48502.80</td>
<td>1.02</td>
<td>1.61</td>
</tr>
<tr>
<td>48500.80 - 48506.80</td>
<td>1.02</td>
<td>1.60</td>
</tr>
<tr>
<td>48506.88 - 48512.80</td>
<td>1.04</td>
<td>1.64</td>
</tr>
<tr>
<td>48512.80 - 48518.80</td>
<td>1.06</td>
<td>1.71</td>
</tr>
<tr>
<td>48515.30 - 48521.30</td>
<td>1.05</td>
<td>1.64</td>
</tr>
<tr>
<td>48522.60 - 48525.60</td>
<td>0.99</td>
<td>1.66</td>
</tr>
<tr>
<td>48525.50 - 48532.00</td>
<td>1.06</td>
<td>1.69</td>
</tr>
<tr>
<td>48532.00 - 48538.00</td>
<td>1.08</td>
<td>1.69</td>
</tr>
<tr>
<td>48537.80 - 48543.80</td>
<td>1.06</td>
<td>1.74</td>
</tr>
<tr>
<td>48543.80 - 48549.80</td>
<td>1.06</td>
<td>1.64</td>
</tr>
<tr>
<td>48546.80 - 48552.90</td>
<td>1.06</td>
<td>1.65</td>
</tr>
<tr>
<td>48553.40 - 48560.30</td>
<td>1.39</td>
<td>2.51</td>
</tr>
<tr>
<td>48560.37 - 48566.80</td>
<td>1.17</td>
<td>1.76</td>
</tr>
<tr>
<td>48566.80 - 48573.80</td>
<td>1.48</td>
<td>2.67</td>
</tr>
</tbody>
</table>

Table 4.5: The value of the solar radiation coefficient, $C_R$, solved for both with and without GUESS generated tables.

probably biased towards this area, at least to some extent — an observation which
is further corroborated by the relevant means and standard deviations. However, the differences between this and the second group (USA and north Pacific) are small and in several cases where GUESS tables have been used the situation is in fact reversed. Further, there is no correlation between these occurrences and those instances where the second group contributes a larger proportion of the accepted tracking data (see Table 4.3). So it is unlikely that the variations in RMS between these two groups can be attributed to the orbit being pulled over a region. Rather, it is probable that they simply reflect the differing fit of the data between these two areas.

In addition to the RMS of fit, the solution factors $C_D$ for drag and $C_R$ the solar reflectivity coefficient, were also considered. Table 4.5 illustrates the solution values of the variable $C_R$ for the twenty-one long-arcs, both with and without GUESS area tables. It is immediately clear that the value of $C_R$ is significantly diminished in all arcs where GUESS tables have been used. Further, in all but the last three long-arcs considered the value of $C_R$ where such tables have been used is very close to 1 — indicating that the modelled radiation forces are potentially closer to the true value, since they require little or no scaling. All three exceptions fall in the period when the quantity of tracking data for ERS-1 was diminishing, towards the end of 1991. This is illustrated further by the relevant values in Table 4.3. Considering further the RMS of fit of these three arcs (Table 4.4), it is clear that the converged orbits are not as well defined as those lying earlier in 1991.

As a final consideration, the values of the solution drag scale factors, $C_D$ were plotted for each arc, so that the differences arising from the use of GUESS area tables could be seen. A selection of the twenty-one graphs thus obtained is shown in Figure 4.7. The only consistent factor in all these graphs, is that the $C_D$ values obtained in those arcs where GUESS tables have been used are lower than those where they have not. A few arcs do not display this general trend, but only at the ends of the relevant long-arc period.

It would thus seem, from the evidence of these twenty-one converged long arcs, that the use of GUESS area tables may diminish the RMS of fit of the residuals to the data and may also result in solar reflectivity coefficient, $C_R$, that is consistently close to one. In addition, the drag scale factors, $C_D$, attained are also lower.
Figure 4.7: The converged drag-scale factors with and without GUESS tables for a selection of the long-arcs considered.
than the corresponding values where the GUESS generated tables have not been employed. From these results, it is suggested that, for ERS-1, GUESS tables may produce improved orbits in terms of the general fit of the data, the consistency of the scale factor $C_R$ and the diminished $C_D$ values. However, given the similar variations obtained by these drag scale factors, comparing arcs converged with and without GUESS tables, it is not clear to what extent the tables have removed error in the surface areas. Nor is it clear that the remaining scaling factors absorb errors due solely to mismodelling of the atmospheric density.
Chapter 5

Long-Arc Refinement using Dual-Crossover Data

5.1 Non-dynamic long-arc refinement

It has been seen, in Chapter 2, how precise orbit determination is effected at Aston. It has also been shown, in Chapter 4, how some improvement may be achieved in the determination of long-arc orbits for ERS-1 by using a dynamic force model based upon momentum changes. In this chapter, an alternative, non-dynamic, method for improving ERS-1 orbits will be considered. This approach derives the radial heights empirically, rather than from the dynamic equations of motion upon which the force model of Chapter 2 is based. For this reason the technique has been termed non-dynamic.

The aim of this chapter is to simulate the refinement of the ERS-1 orbits by using height residuals from a second satellite, namely TOPEX/Poseidon. These residuals are then used to solve for coefficients in an analytic expression for radial orbit error, so that corrections may then be added back into the long arc orbits.

5.2 Altimetry and dual-crossovers

For ERS-1 the principal tracking data types are laser-ranging and radar-altimetry. In contrast to the range recovered from laser data, altimetry provides a normal height between the satellite radar antenna and some closest point on the earth’s surface. Since steep slopes can be the cause of non-normal measurements, as the
beam width at the earth's surface may be measured in square kilometres, this
data type is more accurate over level surfaces, such as the sea and, until recently
its use as a measurement was restricted to such areas. However, it is also now
used to discover topographical and other information about certain areas of ice
sheets, flat land and inland water, see for instance Rapley et al., [1992]. The major
advantage of altimetry over laser-range data is its greater geographical density,
which arises from its not being constrained to fixed sites on land masses, while its
main weakness arises from this same lack of precision in the point on the earth's
surface at which the measurement is made.

To partially circumvent this problem of geographically related error, it is possi-
ble to difference pairs of altimeter measurements which occur over the same
ground point. This is achieved by differencing the altimeter measurements at the
intersection of an ascending and a descending ground-track. Each such difference
is called a (single-) crossover and does not suffer from geoid error which, being
constant at a given point, cancels out. Indeed, all such time-independent geo-
graphically related error terms cancel, leaving only time-varying errors [Sandwell
et al., 1986]. This cancellation also extends to those solution parameters which
are similarly geographically related. Thus, such parameters cannot be determined
from this data source alone but require some additional constraints for solution.
The relevant deficiencies are elaborated upon in Section 5.6 below.

Dual-crossovers extend the concept of the single-crossover to points where
the altimeter measurement of two satellites are differenced. Thus, the ascending
ground-track belongs to one satellite and the descending one to another. One ben-
efit of dual-crossovers is that several parameters which were insoluble (Section 5.6)
using solely single-crossover data become soluble with dual-crossover data. Fur-
ther, these dual-crossovers may enable the accuracy of the more poorly determined
orbits of one satellite to be improved relative to the more accurate ones of the
other. In the case of ERS-1 and TOPEX/Poseidon, the latter orbits the earth at
a much higher altitude and is therefore not subject to the same atmospheric or
gravitational problems as ERS-1. Thus, it is hoped that TOPEX/Poseidon will
provide more accurate orbits by which those of ERS-1 may be refined.

Several authors have discussed dual-crossovers including Born et al. [1986]
who examined improvement in the radial ephemeris of the planned U.S. Navy
satellite N-ROSS, whilst Shum et al. [1990] outlined a procedure for refining ERS-1 orbits using TOPEX/Poseidon. However, both these studies were undertaken prior to the launch dates of the satellites involved, when the exact period of simultaneous operation and orbital characteristics were still unknown. With both ERS-1 and TOPEX/Poseidon operational, it became opportune to examine the dual-crossover technique as pertinent to the repeat cycles of their orbits.

5.3 Simulating the crossover data

For the purposes of this study simulated data were used, since at the time of writing no TOPEX/Poseidon and ERS-1 altimetry data were available for the same period. For each satellite the method of simulation was first to estimate a start vector, comprising position and velocity at some epoch, from known observed orbital elements. These were then used to produce true and perturbed ephemerides in the following manner.

For ERS-1 the true ephemeris were produced by iterating the usual parameter set (the method is described in Chapter 2) using the MSIS83 atmospheric density model [Hedin, 1983], half-daily drag coefficients, the area tables derived in Chapter 3 and the GEM-T3 gravity field which is complete to degree and order fifty [Lerch et al., 1992]. Ocean tides were modelled using the GEM-T2 tide model and all other forces and models are as outlined in Section 2.2. The ephemeris were calculated at thirty second intervals over the six days from MJD 48500 to MJD 48506, during which time ERS-1 was treated as if in its thirty-five day repeat mode. It is to be stressed that this assumption was made solely for the purposes of this simulation and that it does invalidate any results. In this mode the satellite makes 501 complete earth orbits in the time the earth takes to make 35 complete revolutions. In addition, the inclination was assumed to have an actual value of 98.53 degrees and the right ascension at MJD 48500 was taken to be 247.07002 degrees.

In comparison, the satellite TOPEX/Poseidon has an altitude of around 1335 km, thus, for simplicity, atmospheric drag was eliminated. Otherwise the true ephemeris were derived using exactly the same conditions as for ERS-1 except for a constant value for the surface area (required to compute the solar radiation pres-
sure). The ephemeris were again computed every thirty seconds, but over the ten days from MJD 48498 to MJD 48508. This period just exceeds the 9.91553 days (approximately) required for TOPEX/Poseidon to make one complete ground-track, comprising 127 revolutions, during which time the earth revolves 10 times. The values of inclination and right ascension at MJD 48498 were fixed at 66.039 degrees and 99.92398 degrees respectively.

These two sets of true ephemeris were used to produce two sets of simulated laser data using coordinates of the ten actual laser-ranging stations which observed ERS-1 during the simulation period in September 1991. The procedure assumes (i) a given number of passes for each station, (ii) full visibility throughout each station’s range and (iii) that the laser observations also occur at thirty second intervals — like the true ephemeris. Given these assumptions, preliminary points were generated for each satellite using the true ephemerides. These preliminary points were then used as input for the prediction-correction routine of Chapter 2 and were subsequently adjusted by adding on the residuals thus obtained. For TOPEX/Poseidon the number of laser points was left unrestricted under the above assumptions. However, for ERS-1 they were limited to a set where the numbers of passes and observations for each station matched those actually obtained over the simulation period (as illustrated in Table 5.1).

A second set of ephemeris was then derived using these laser points as input observations. The gravity field was altered to the PGS4591 model field (based on the GEM-T3 normal equations plus some DORIS Doppler tracking of the SPOT-2 satellite), also complete to degree and order fifty, though it was restricted to terms of degree and order of thirty or less for the satellite TOPEX/Poseidon. Such a restriction was made necessary by the fact that the two gravity fields are almost identical for satellites at the inclination of TOPEX/Poseidon. Thus, in order to produce a sufficiently different set of perturbed ephemeris some alteration or limitation of PGS4591 was required. In addition, for ERS-1 the atmospheric density model was altered to the Jacchia 71 model [Jacchia, 1972], though half-daily drag coefficients and the same GUESS generated area tables were used.

These new models were converged against the simulated laser-range data from the true ephemeris using the orbital determination package. This produced two new state vectors, each comprising satellite position and velocity, at MJD 48500
<table>
<thead>
<tr>
<th>Station ID number</th>
<th>Number of Passes</th>
<th>Number of Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953</td>
<td>3</td>
<td>27</td>
</tr>
<tr>
<td>1884</td>
<td>5</td>
<td>75</td>
</tr>
<tr>
<td>7831</td>
<td>4</td>
<td>51</td>
</tr>
<tr>
<td>7542</td>
<td>9</td>
<td>156</td>
</tr>
<tr>
<td>1181</td>
<td>7</td>
<td>123</td>
</tr>
<tr>
<td>7839</td>
<td>9</td>
<td>164</td>
</tr>
<tr>
<td>7835</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7090</td>
<td>3</td>
<td>38</td>
</tr>
<tr>
<td>7840</td>
<td>10</td>
<td>112</td>
</tr>
<tr>
<td>1863</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>7105</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>7110</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>7939</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>7810</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td>7210</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>7046</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td><strong>total</strong></td>
<td><strong>64</strong></td>
<td><strong>855</strong></td>
</tr>
</tbody>
</table>

Table 5.1: Numbers of laser-range passes and observations for ERS-1 between MJD 48500 and MJD 48506.

for ERS-1 and MJD 48498 for TOPEX/Poseidon. From these vectors two sets of *perturbed* ephemeris were evaluated and, for each satellite, the *true* and *perturbed* ephemerides were then compared in the radial, along-track and cross-track directions (as illustrated in Figures 5.1 and 5.2). The ephemeris comparison resulted in radial root-mean-square differences of the order of 58 cm for ERS-1 and 13 cm for TOPEX/Poseidon which are comparable with early results achieved for ERS-1 and with expected values for TOPEX/Poseidon. However, for ERS-1, later developments have shown some improvement (see Chapter 4).

Using the *true* and *perturbed* ephemerides, single and dual-crossovers were then derived as follows. First, from each ephemeris file approximate equator crossings were found. These points were then used to produce first estimates of the actual crossover locations. These, in turn, were employed as the starting
Figure 5.1: A comparison of simulated true and perturbed ephemerides for the satellite TOPEX/Poseidon.
Figure 5.2: A comparison of simulated true and perturbed ephemerides for the satellite ERS-1.
values for iterative schemes which interpolate within the ephemeris to produce more accurate crossover points consisting of a radial difference, two times and the latitude and longitude of the point in the earth fixed reference frame. The actual details of this process vary from single to dual-crossovers as follows.

For both types of crossovers, the equator crossings are determined by linear interpolation between pairs of successive ephemeris points which straddle the equator. These may be easily picked up since an equator crossing results in a change in the sign of the Z-coordinate in the earth-fixed system. From here the methods differ somewhat.

For single-crossovers, taking each hemisphere and every pair of ground-tracks in that hemisphere in turn, a first approximation of the crossover longitude is given by

$$\frac{\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4}{4}$$

where the $\lambda_i$ denote the longitudes of the equator crossing points. From this first approximation, a more precise crossover location is made by iterating within the ephemeris until latitude and longitude match, as follows. Let $(\phi, \lambda)$ be the desired latitude-longitude pair at the crossover point. Further, let $(\phi(t_i), \lambda(t_i))$ and $(\phi(t_j), \lambda(t_j))$ be the best available approximations at times $t_i$ and $t_j$ respectively. Then

$$\phi \approx \phi(t_i) + \Delta t_i \frac{d\phi(t_i)}{dt}$$
$$\approx \phi(t_j) + \Delta t_j \frac{d\phi(t_j)}{dt}$$

with similar expressions for $\lambda$ [Rowlands, 1981]. By writing this in matrix notation,

$$\begin{pmatrix} \frac{d\phi(t_i)}{dt} & -\frac{d\phi(t_j)}{dt} \\ \frac{d\lambda(t_i)}{dt} & -\frac{d\lambda(t_j)}{dt} \end{pmatrix} \begin{pmatrix} \Delta t_i \\ \Delta t_j \end{pmatrix} = \begin{pmatrix} \phi(t_j) - \phi(t_i) \\ \lambda(t_j) - \lambda(t_i) \end{pmatrix}$$

we may solve for refinements $\Delta t_i$ and $\Delta t_j$ to $t_i$ and $t_j$ respectively. This procedure is iterated to convergence, using values of $\phi$, $\frac{d\phi}{dt}$ etc. derived by interpolating within the satellite ephemeris.

Next the normal height was calculated at this point for each of the true and perturbed ephemerides. These four values were then combined to produce one simulated single-crossover difference. The single-crossover differences were then stored for each satellite, along with the two crossover times and both the latitude
and longitude. These data subsequently became input for the adopted orbital refinement procedure. The differences between the crossover times found for the true and perturbed orbits were negligible in all computed crossovers.

The initial estimates for dual-crossover locations are made using a geometric method where each of four cases is considered in turn (Northern/Southern hemisphere, descending/ascending ERS-1 arc). The first case will be explained in detail below and the general form of all the relevant equations (thus covering the other three cases) will then be given in Equation 5.1.

At a time $t^T_a$ the ground-track of the satellite TOPEX/Poseidon intersects the equator at longitude $\lambda^T_a$ in an ascending manner. It passes through the crossover point at a time $\Delta t^T$ later by which time the earth has revolved about its axis by an angle $\Delta t^T \omega$; $\omega$ being the rotation rate of the earth. Therefore, the great circle formed by the orbital plane of this satellite intersects the equator at longitude $\lambda^T_a - \Delta t^T \omega$, making an angle $i^T$ (the inclination angle of TOPEX/Poseidon) with the same. The angle of arc of this great circle, between equator and dual-crossover point, is $U^T$.

Similarly, at time $t^E_d - \Delta t^E$ the ground-track of ERS-1 passes through the dual-crossover point, descending to intersect the equator at longitude $\lambda^E_d$ a time $\Delta t^E$ later. By this time the earth has again rotated through an angle $\Delta t^E \omega$ so that the great circle formed by the orbital plane of ERS-1 through the crossover point

---

**Figure 5.3**: Geometric estimation of a dual-crossover point (Northern hemisphere, ERS-1 descending arc).
intersects the equator at longitude $\lambda_d^E + \Delta t^E \dot{\omega}$ with an angle $i^E$ (the corresponding inclination of ERS-1). The angle of arc between dual-crossover point and equator is $U^E$ (see Figure 5.3). Using trigonometric relationships on spherical triangles the times $\Delta t^E$ and $\Delta t^T$ may be computed to give first estimates of the dual-crossover times $t^E_a + \Delta t^E$ and $t^E_d - \Delta t^E$ as follows.

Let the initial values of $\Delta t^E$ and $\Delta t^T$ be zero and define $\Delta$ to be the angle between the points where the relevant great-circles of ERS-1 and TOPEX/Poseidon intersect with the equator. Then, considering Figure 5.3, the angle $\Delta$ is given by

$$\Delta = (\lambda_d^E + \Delta t^E \dot{\omega}) - (\lambda_a^T - \Delta t^T \dot{\omega})$$
$$= \lambda_d^E - \lambda_a^T + \dot{\omega} (\Delta t^E + \Delta t^T)$$

and $U^E$ and $U^T$ are fully determined by

$$\cot U^E = \left( \cos i^T \sin i^E + \cos \Delta \cos i^E \right) / \sin \Delta$$
$$\cot U^T = \left( \cos i^E \sin i^T + \cos \Delta \cos i^T \right) / \sin \Delta$$

since both are less than $\pi$ radians. New values of $\Delta t^E$ and $\Delta t^T$ are then computed from

$$\Delta t^s = \frac{U^s \text{period}^s}{2\pi}$$

where $s = E$ or $T$ and the process is repeated until the values of $\Delta t^E$ and $\Delta t^T$ converge.

From the converged values, the longitude of this crossover point may be determined by considering its sine and cosine which are:

$$\cos \left( \lambda - \left(\lambda_d^E + \Delta t^E \dot{\omega}\right) \right) = \frac{\cos U^E}{\cos \phi}$$
$$\sin \left( \lambda - \left(\lambda_d^E + \Delta t^E \dot{\omega}\right) \right) = - \cot i^E \tan \phi$$

whence the longitude may be uniquely determined as

$$\lambda = \left(\lambda_d^E + \Delta t^E \dot{\omega}\right) + \arctan \left( \frac{-\cos U^E \sin U^E}{\cos i^E} \right).$$

The latitude is determined from the spherical sine rule and consideration of the hemisphere of the current case. Thus,

$$\phi = \arcsin(\sin U^E \sin i^E)$$
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and for each dual-crossover the first estimate consists of latitude $\phi$ and longitude $\lambda$ at times $t^E_d + \Delta t^E$ for ERS-1 and $t^T_n - \Delta t^T$ for TOPEX/Poseidon. The other three cases require a similar set of equations, with minor variations, and the general equations which may be used for all four cases are given by

$$
\Delta = \delta_{hem} \left( \lambda^E_{dir} - \lambda^T_{dir} \right) + \hat{\omega} \left( \Delta t^T - \delta_{dir} \Delta t^E \right) \\
\cot U^E = \left( \cos i^T \sin i^E - \delta_{dir} \cos \Delta \cos i^E \right) / \sin \Delta \\
\cot U^T = \left( -\delta_{dir} \cos i^E \sin i^T + \cos \Delta \cos i^T \right) / \sin \Delta \\
\lambda = \lambda^E_{dir} - \delta_{dir} \delta_{hem} \left( \Delta t^E \hat{\omega} \right. + \arctan \left( \frac{-\cos U^E \sin U^E}{\cos i^E} \right) \left. \right) \\
t^E = t^E_{dir} + \delta_{dir} \delta_{hem} \Delta t^E \\
t^T = t^T_{dir} + \delta_{hem} \Delta t^T
$$

where

$$
\delta_{hem} = \left\{ \begin{array}{ll}
1 & \text{Northern hemisphere} \\
-1 & \text{Southern hemisphere}
\end{array} \right. \\
\delta_{dir} = \left\{ \begin{array}{ll}
1 & \text{ERS-1 ascending} \\
-1 & \text{ERS-1 descending}
\end{array} \right.
$$

From first approximations of the dual-crossover points determined in this manner, more precise locations are found by iterating within the ephemeris until latitude and longitude match using a similar method to that for single-crossovers [Rowlands, 1981]. As above this may be written in matrix notation,

$$
\begin{pmatrix}
\frac{d \delta(t^E)}{dt} \\
\frac{d \lambda(t^E)}{dt}
\end{pmatrix}
\begin{pmatrix}
\Delta t^E \\
\Delta t^T
\end{pmatrix}
= 
\begin{pmatrix}
\phi(t^T) - \phi(t^E) \\
\lambda(t^T) - \lambda(t^E)
\end{pmatrix}
$$

where $(\phi(t^E), \lambda(t^E))$ and $(\phi(t^T), \lambda(t^T))$ are the best available approximations to the true dual-crossover point, $(\phi, \lambda)$. The matrix equation yields refinements to the respective crossover times, $t^E$ and $t^T$. By interpolating within the satellite ephemeris and partial derivatives at the new times $t^E + \Delta t^E$ and $t^T + \Delta t^T$ new best values for $(\phi(t^E), \lambda(t^E))$ and $(\phi(t^T), \lambda(t^T))$ are obtained. Iteration of the scheme converges upon the true latitude and longitude.

Having determined the dual-crossover points, the crossover heights were calculated at each point for both the true and perturbed orbits. These values were differenced to produce one simulated dual-crossover residual and all such differences were stored, along with the two epochs and the latitude and longitude. The
variation between the dual-crossover epochs for the true and perturbed orbits were negligible in all cases. The simulated crossover points were then sorted into those that lay over the oceans and those that lay over land. The latter group were eliminated and the remaining data retained for the solution procedure. The retained simulated data is summarized in Table 5.2. It is important to note that no time

<table>
<thead>
<tr>
<th>Satellite</th>
<th>period (MJD)</th>
<th>repeat period days</th>
<th>data type</th>
<th>number</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERS-1</td>
<td>48500 to 48506</td>
<td>35</td>
<td>single crossover differences</td>
<td>4288</td>
</tr>
<tr>
<td>TOPEX/Poseidon</td>
<td>48498 to 48508</td>
<td>10</td>
<td>single crossover differences</td>
<td>10013</td>
</tr>
<tr>
<td>ERS-1 and TOPEX/Poseidon</td>
<td>union of the above</td>
<td>—</td>
<td>dual crossover differences</td>
<td>13664</td>
</tr>
</tbody>
</table>

Table 5.2: Summary of simulated crossover data used.

restriction was placed on the separation of the epochs used to calculate either dual or single crossovers. Further, the geographical distributions of single satellite crossovers for ERS-1 and TOPEX/Poseidon and of dual satellite crossovers are illustrated in Figures 5.4 to 5.6. The incomplete ERS-1 distribution (Figure 5.4) is a result of the fact that all data lies in just six days of the thirty-five day repeat cycle assumed in the simulation process. In comparison, the TOPEX/Poseidon dataset (Figure 5.5) represents all crossovers in a complete repeat period of that satellite. Further, these figures show that all crossovers are concentrated towards the higher latitudes, being sparser in the equatorial regions. This is simply a result of the geometry of the repeat ground-tracks forcing closer spacing when an equal number of tracks crosses the circumference of a smaller circle (as occurs as the latitude deviates increasingly from the equator). Residuals for the crossover differences, as input to the non-dynamic refinement procedure detailed in Section 5.5 below, were computed by differencing the normal height measurements relative to the WGS84 reference ellipsoid from the true and perturbed simulated ephemerides.
Figure 5.4: Geographic location of simulated single-crossovers over the oceans for ERS-1.

Figure 5.5: Geographic location of simulated single-crossovers over the oceans for TOPEX/Poseidon.
Figure 5.6: Geographic location of simulated dual-crossovers over the oceans for ERS-1 and TOPEX/Poseidon.

5.4 The determination of an analytic expression for the radial error

It is desired that the error in the radial direction, $\Delta r$, be expressed in an analytic form in order that the chosen non-dynamic method for refining long-arc orbits of ERS-1 can be tested. This error may be considered to arise from errors in the various modelling coefficients used in the force model of Section 2.2. By deriving expressions for the error due to each contributory factor in turn, an equation for the general form of the total radial error may be determined.

Let the radial distance $r$ be expressed in Keplerian elements

$$ r = \frac{a (1 - e^2)}{(1 + e \cos f)} $$

where $a$ is the semi-major axis, $e$ the eccentricity and $f$ the anomaly of the instantaneous orbital ellipse [Kaula, 1966, p.21]. This may be written more simply in terms of the eccentric anomaly $E$ as follows

$$ r = a (1 - e \cos E) $$

[Rosborough and Tapley, 1987]. Now the mean anomaly $M$ is related to $E$ by
Kepler’s equation,

\[ M = E - e \sin E \]

[Kaula, 1966, p.22] and it is possible to express \( \cos E \) as an infinite series in terms of \( \cos nM \) as follows,

\[
\cos E = -\frac{e}{2} + \sum_{n=1}^{\infty} \frac{2}{n^2} J'_n(ne) \cos nM
\]

where \( J_n \) is a Bessel function of the first kind and the ‘ indicates differentiation with respect to \( e \) [Smart, 1953]. It is thus possible to express the radial distance \( r \) in terms of this mean anomaly \( M \) and, up to and including terms in order \( e^2 \), \( r \) is given by

\[
r = a \left( 1 - e \cos M + \frac{e^2}{2} - \frac{e^2}{2} \cos 2M \right) + O \left( e^3 \right)
\]

[Moore and Rothwell, 1990, p.190]. Now, making small changes in \( a, e \) and \( M \), namely \( \Delta a, \Delta e \) and \( \Delta M \) respectively, results in a small change \( \Delta r \) in the radial distance \( r \). After some computation this may be expressed as

\[
\Delta r = \Delta a \left( 1 - e \cos M + \frac{e^2}{2} - \frac{e^2}{2} \cos 2M \right) + a e \Delta M \sin M - a \Delta e \cos M \\
+ a e \Delta e + a e^2 \Delta M \sin 2M - a e \Delta e \cos 2M + O \left( e^3 \right).
\] (5.2)

Taking each force acting on the satellite in turn (these were considered in some detail in Section 2.2) and considering errors in the model coefficients, it is possible to derive an analytic form for Equation 5.2 as follows.

From Section 2.2.1 the gravitational force may be expressed as arising from a potential \( V \), written as a sum of frequency terms. Separating this into central and perturbing components provides the following expression for the total potential \( V \)

\[
V = \frac{\mu}{r} + R
\]

where \( R \) is given by

\[
R = \frac{\mu}{a} \sum_{m=0}^{\infty} \sum_{k=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \gamma_{k,m} \left( \overline{C}_{m}^{kq} \cos \psi_{k,m,q} + \overline{S}_{m}^{kq} \sin \psi_{k,m,q} \right)
\]

\( \overline{C}_{m}^{kq} \) and \( \overline{S}_{m}^{kq} \) being functions of the real-valued inclination functions \( F_{l,m,p}(i) \) and the eccentricity functions \( G_{l,p,q}(e) \) [Kaula, 1966, pp.34-37]. In addition, \( \gamma_{k,m} \) is given by

\[
\gamma_{k,m} = (-1)^{\frac{k-m+1}{2}}
\]
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and \( \psi_{k,q} \) by

\[
\psi_{k,q} = \omega + (k + q)M + m(\Omega - \theta) + (k - m)\frac{\pi}{2}.
\] (5.3)

From the above expression for the perturbing force \( R \), the error in the gravity field coefficients may be considered to result in an error \( \Delta R \) in this force. This error may also be expressed in terms of the Keplerian elements \( a, e \) and \( M \) by considering the relevant planetary equations of Lagrange (as given for example by Kaula [1966, p.29]), namely:

\[
\frac{da}{dt} = \frac{2}{na} \frac{\partial F}{\partial M}
\]

\[
\frac{de}{dt} = \frac{(1 - e^2)}{na^2} \frac{\partial F}{\partial M} - \sqrt{(1 - e^2)} \frac{\partial F}{\partial \omega}
\] (5.4)

\[
\frac{dM}{dt} = \frac{-(1 - e^2)}{na^2} \frac{\partial F}{\partial e} - \frac{2}{na} \frac{\partial F}{\partial a}
\]

where \( F = V - T \) is the force function, \( T \) being the kinetic energy. Substituting for \( V \) and \( T \) gives \( F \) in terms of \( R \),

\[
F = \frac{\mu}{2a} + R
\]

whence Equations 5.4 may all be written in terms of \( R \) by replacing \( F \) with \( R \) in all but the last. For the variation of \( M \) with respect to time, \( \frac{dM}{dt} \), noting that

\[
-\frac{2}{na} \frac{\partial}{\partial a} \left( \frac{\mu}{2a} \right) = \frac{\mu}{na^3} = n
\]

(from Kepler’s third law, for example [Borowitz and Beiser, 1967, p.187]) we have the expression

\[
\frac{dM}{dt} = n - \frac{(1 - e^2)}{na^2} \frac{\partial R}{\partial e} - \frac{2}{na} \frac{\partial R}{\partial a}.
\]

These equations may now be solved for \( \Delta a \), \( \Delta e \) and \( \Delta M \) using the method of linear perturbations [Kaula, 1966, pp.39-41] which assumes the existence of a mean ellipse described by the elements \( \bar{a}, \bar{e}, \bar{\omega} \) and \( \bar{M} \) on a mean precessing plane defined by \( \bar{\Omega} \) and \( \vec{i} \). These mean elements may be determined from the osculating values with short periodic oblateness terms removed using the method of Gooding [1981]. Further, where the eccentricity is small \( \bar{\omega} \) is ill-defined so that the required linearity of \( \frac{d}{dt} \bar{\omega} \) and \( \frac{d}{dt} \bar{M} \) does not occur. In this case the approach taken by Cook
[1966] may be employed which uses the fact that \( \bar{\omega} + \bar{M} \) is well defined. Hence, \( \frac{d}{dt} \bar{\omega} \) and \( \frac{d}{dt} \bar{M} \) may be found indirectly from \( \frac{d}{dt} \bar{\omega} + \bar{M} \) which is linear. Alternatively, where the orbit is frozen, or where \( \bar{\tau} \) is equal to the critical inclination, 63.4° [Cook, 1966], then \( \frac{d}{dt} \bar{\omega} = 0 \) and \( \frac{d}{dt} \bar{M} = \frac{d}{dt} \bar{\omega} + \bar{M} \). From here on the mean elements will be used unless otherwise specified, but the bars will be dropped for ease of notation (for example \( \bar{a} \) will be written simply as \( a \)).

Now, using the method of linear perturbations the error \( \Delta x \), for any element \( x \), may be expressed as

\[
\Delta x = \int_{t_0}^{t} \frac{d\Delta x}{dt} \, dt
\]

and replacing \( R, M, a \) and \( e \) in Equations 5.4 by \( \Delta R, \Delta M, \Delta a \) and \( \Delta e \) gives

\[
\Delta a = \frac{2}{na} \int_{t_0}^{t} \frac{\partial \Delta R}{\partial M} \, dt
\]

\[
\Delta e = \frac{\sqrt{(1 - e^2)}}{na^2} \int_{t_0}^{t} \left( \sqrt{(1 - e^2)} \frac{\partial \Delta R}{\partial M} - \frac{\partial \Delta R}{\partial e} \right) \, dt
\]

\[
\Delta M = \Delta n - \frac{1}{na} \int_{t_0}^{t} \left( \frac{(1 - e^2)}{ae} \frac{\partial \Delta R}{\partial e} + 2 \frac{\partial \Delta R}{\partial a} \right) \, dt
\]

where \( \Delta n \) may be derived in a similar manner:

\[
\Delta n = \int_{t_0}^{t} \frac{d\Delta n}{dt} \, dt = -\frac{3n}{2a} \Delta a.
\]

If \( x \) is any of the terms \( R, M, a, \) or \( e \), then \( \Delta x \) may be expressed as a sum of terms, each arising from one frequency component in the expansion for \( V \):

\[
\Delta x = \sum_{k,m,q} \Delta x_{k,m,q}.
\]

In addition, the partial derivatives of \( \Delta R \) with respect to \( a, e, \omega \) and \( M \) may be also be expressed in this way. Thus, for the terms \( \omega \) and \( M \) which only appear in the expansion of \( \psi_{k,m,q} \),

\[
\frac{\partial \Delta R}{\partial M} = \sum_{k,m,q} (k + q) \Delta R_{k,m,q}
\]

\[
\frac{\partial \Delta R}{\partial \omega} = \sum_{k,m,q} k \Delta R_{k,m,q},
\]

Next, considering the semi-major axis \( a \), we see that it only occurs as an inverse power of \( l \) in the coefficients \( \bar{C}_m^{kq} \) and \( \bar{S}_m^{kq} \) [Wuuk, 1990]. Similarly, the eccentricity
\[\frac{\partial \Delta R}{\partial a} = \sum_{k,m,q} \frac{-(l+1)}{a} \Delta R_{k,m,q}\]

and

\[\frac{\partial \Delta R}{\partial e} = \frac{\mu}{a} \sum_{k,m,q} \gamma_{k,m} \left( C_{k,m} \cos \psi_{k,m,q} + S_{k,m} \sin \psi_{k,m,q} \right)\].

Still using the method of linear perturbations, it is assumed that \(a, e, i\), hence \(n\) also, are constant over the time period of interest. So the only time-varying parts of \(\Delta R_{k,m,q}\) are the sine and cosine of the angle \(\psi_{k,m,q}\). Now by regular manoeuvring, the orbit of ERS-1 is effectively frozen, hence for ERS-1 \(\dot{\omega} \approx 0\) and, without loss of generality, it may be assumed that \(\omega = \pi/2\). Similarly, the argument of perigee of TOPEX/Poseidon's orbit is maintained at 90° [Marshall et al., 1992], so that it too is in a frozen orbit and again \(\dot{\omega} \approx 0\). Hence the terms \(\dot{\omega}, \dot{M}, \dot{\theta} \) and \(\dot{\Omega} \) are all constant, whence so is \(\psi_{k,m,q}\). Thus, temporarily dropping the subscripts \(k,m,q\), the following relationship results:

\[\frac{\partial \Delta R}{\partial x} = A \sin \psi + B \cos \psi\]

for suitable constants \(A\) and \(B\). This expression may be integrated:

\[\int_{t_0}^{t} (A \sin \psi + B \cos \psi) dt = \int_{t_0}^{t} (A \sin \psi + B \cos \psi) \frac{d\psi}{d\psi} dt\]

\[= \int_{t_0}^{t} A \sin \psi + B \cos \psi \frac{d\psi}{\psi} dt\]

\[= \frac{1}{\psi} \left[ B \sin \psi(t) - A \cos \psi(t) \right]_{t_0}^{t}\]

enabling solutions of \(\Delta a, \Delta e\) and \(\Delta M\) to be found, since all are sums of the terms

\[\int \frac{\partial \Delta R_{k,m,q}}{\partial x}\]

and hence of

\[\int (A \sin \psi + B \cos \psi)\].

It follows that the desired solutions to \(\Delta a, \Delta e\) and \(\Delta M\) are formed as sums of terms [Moore and Rothwell, 1990, p.190]

\[\Delta a_{k,m,q} = \left( \frac{2\mu \gamma_{k,m} (k + q)}{na^2 \psi_{k,m,q}(t_0)} \right) \left[ \Xi(t) - \Xi(t_0) \right]\]

95
\[
\Delta e_{k,m,q} = \left( \frac{\mu \gamma_{k,m}(2q(1 - e^2) - ke^2)}{2na^3e\psi_{k,m,q}(t_0)} \right) [\Xi(t) - \Xi(t_0)]
\]
\[
\Delta M_{k,m,q} = \left( \frac{3\mu \gamma_{k,m}(k + q)t}{a^2\psi_{k,m,q}(t_0)} \Xi(t_0) \right) + \left( \frac{\mu \gamma_{k,m}}{a^2\psi_{k,m,q}(t_0)} \right) \times \left[ \left( \frac{3(k + q)}{\psi_{k,m,q}(t_0)a} \right) - \left( \frac{2}{nae} + \frac{2}{n \partial a} \right) \right] [\Upsilon(t) - \Upsilon(t_0)]
\]
respectively, where
\[
\Xi(t) = \left( \overline{C}_{m}^{kq} \cos \psi_{k,m,q}(t) + \overline{S}_{m}^{kq} \sin \psi_{k,m,q}(t) \right)
\]
and \( \Upsilon(t) = \left( \overline{S}_{m}^{kq} \cos \psi_{k,m,q}(t) - \overline{C}_{m}^{kq} \sin \psi_{k,m,q}(t) \right) \)

define the functions \( \Xi(t) \) and \( \Upsilon(t) \). The partial differential operators in this equation act solely on \( \overline{S}_{m}^{kq} \) and \( \overline{C}_{m}^{kq} \) as there are no \( a \) or \( e \) terms in \( \psi_{k,m,q}(t) \).

By including the assumption that \( \dot{\omega} = 0 \), the derivative of Equation 5.3 with respect to time gives the following result,
\[
\dot{\psi}_{k,m,q} = (k + q) \dot{M} + m \left( \dot{\Omega} - \dot{\theta} \right).
\]

Next, the sum in \( k, m, q \) may be simplified by gathering all terms with similar \( k + q \) and resetting \( k \) to equal this new summation variable (i.e. \( k + q \mapsto k \)). Further, by measuring \( \psi \) relative to its initial position \( \psi(t_0) \) we may write
\[
\psi_{k,m}(t) = \psi_{k,m}(t_0) + \dot{\psi}_{k,m} \times t
\]
\[
= \left( k \dot{M} + m \left( \dot{\Omega} - \dot{\theta} \right) \right) \times t. \tag{5.6}
\]

Then, if \( \Delta r_G \) denotes the radial error contribution from this source (gravitational potential) it can be shown that (combining the relevant terms and writing in a more accessible form — see also Moore and Rothwell [1990, pp.191-192])
\[
\Delta r_G(t) = \sum_{k,m} \left( A_{k,m} \cos \psi_{k,m}(t) + B_{k,m} \sin \psi_{k,m}(t) \right) + C_2 t \tag{5.7}
\]
measured relative to some value \( \Delta r_G(t_0) \), where the secular term \( C_2 t \) arises from those instances when \( \dot{\psi}_{k,m,q}(t_0) = 0 \).

The force due to atmospheric drag was given by Equation 2.5 of Chapter 2. In order to determine the error in this model it was further assumed that (i) the drag scale factor, \( C_D \), cross-sectional area, \( A_D \) and satellite speed, \( v \), are constant.
in the region of interest, (ii) lift forces are negligible and (iii) the density error may be expressed by

$$\Delta \rho = \Delta \rho_p \left( \exp \left( \frac{(r - r_p)}{H} \right) \right)$$

where the subscript $p$ denotes the perigee and $H$ is some constant representing the density scale height [Moore and Rothwell, 1990, p.193]. Now

$$r - r_p = ae(1 - \cos E)$$

and so, expanding the exponential as a power series in $\frac{ae}{H}(1 - \cos E)$ results in

$$\Delta F_D = -\Delta \rho_p \left( 1 - \frac{ae}{H} + \frac{ae \cos E}{H^2} \right) \frac{C_D A_D v^2}{2} + O(\epsilon).$$

This equation may [Moore and Rothwell, 1990, p.193] be elaborated in a similar manner to Equation 5.2 for the gravitational error by using the Gaussian form of Lagrange's planetary equations and deriving equations for $\Delta a$, $\Delta e$ and $\Delta M$ in terms of $\Delta \rho_p$, $H$, $a$, $e$ and $E$. Given a small eccentricity, say $e \leq 0.002$, the relevant expression for $\Delta r_D$ is

$$\Delta r_D(t) = -a^2 C_D A_D \Delta \rho_p \left( E(t) - E(t_0) \right) \left( 1 - \frac{ae}{H} - \frac{ae}{2H} \cos E(t) \right)$$

(plus periodic terms of $n$ cycles/rev) where $E$ increases by $2\pi$ for each revolution [Moore and Rothwell, 1990, p.194]. This error may thus be re-written in the following general form:

$$\Delta r_D(t) = C_1 + C_3 (t - t_*) \sin M(t) + \sum_{n=0} A_{n,0} \cos n \psi_{n,0}(t) + B_{n,0} \sin n \psi_{n,0}(t) \quad (5.8)$$

for some suitable epoch $t_*$.

The final force to consider (Section 2.2) is that due to solar radiation pressure. This force is complicated by the satellite geometry, making the following assumptions necessary [Aksnes, 1976]. The cross-sectional area, $A_D$, is assumed constant, the force is taken along the sun-earth line, the penumbra is referred to by the eccentric anomalies of the umbral entry and exit points with respect to the sun-centre and the mismodelling is represented by

$$\Delta F_R = \Delta C_R \frac{A_D P}{m \mu} \left( \frac{a_0}{r_0} \right)^2$$

where $C_R$ is the solar reflectivity coefficient, $m$ the satellite mass and $P$ the force per unit area exerted at the earth by the sun when its geocentric distance $r_0$ equals
its mean distance $a_0$. Then the components $\Delta a$, $\Delta e$ and $\Delta M$ may be determined with respect to the number of satellite revolutions from some initial epoch [Aksnes, 1976]. Thus, given that much of the secular along-track error is absorbed into the drag coefficients [Moore and Rothwell, 1990], the dominant form of the radial error due to the mismodelling of solar radiation pressure is a sinusoidal variation in $E$ or $M$ of increasing amplitude superimposed upon a secular change as evidenced by the bow-tie pattern of error seen when estimating the solar coefficient $C_R$ in orbit determinations [Colombo, 1984]. Thus, the resulting general form of the radial error from this force is

$$\Delta r_R(t) = C_3(t - t_*) \sin M(t) + C_4(t - t_*) \cos M(t) \quad (5.9)$$

for some suitable epoch $t_*$. 

The only other source of radial error considered here is that due to errors in the state vector which may be considered as errors in the initial Keplerian elements $a_0$, $e_0$, etc. Thus, simply substituting small changes in these elements into Equation 5.2 provides the following

$$\Delta r_f = \Delta a_0 (1 - e \cos M) - a \Delta e_0 (\cos M - e + e \cos 2M)$$
$$+ ae \left( \Delta M_0 - \frac{3n}{2a} \Delta a_0 (t - t_0) \right) (\sin M + e \sin 2M) + O \left( e^2 \right).$$

Now the terms $\cos M$ and $\cos 2M$ are equivalent to the terms $\cos \psi_{1,0}$ and $\cos \psi_{2,0}$ respectively and there is a similar relationship between the $\sin nM$ and $\sin \psi_{n,0}$ terms. So the general form of the contribution of this term to the radial error is

$$\Delta r_f(t) = \sum_{k=0}^{2} \left( A_{k,0} \sin \psi_{k,0}(t) + B_{k,0} \cos \psi_{k,0}(t) \right)$$
$$+ C_1 + C_3 (t - t_0) \sin M(t) + C_5 (t - t_0) \sin 2M(t). \quad (5.10)$$

Totalling Equations 5.7, 5.8, 5.9 and 5.10 gives the following general analytic form for the radial error:

$$\Delta r(t) = \sum_{k,m} \left( A_{k,m} \sin \psi_{k,m}(t) + B_{k,m} \cos \psi_{k,m}(t) \right)$$
$$+ C_1 + C_2 t$$
$$+ C_3 (t - t_*) \sin M(t) + C_4 (t - t_*) \cos M(t)$$
$$+ C_5 (t - t_*) \sin 2M(t) \quad (5.11)$$
for some suitable epoch $t_\ast$. This expression is the simplest form for the radial error; several contributing effects being subsumed into the same terms. For instance, the dominant one cycle-per-revolution orbital error arising from gravitational and initial state vector errors ($\Delta r_G$ and $\Delta r_I$ above) is contained within the frequency dependent summation. Also, unlike Rapp et al. [1991], no additional term is added to absorb resonance effects.

Equation 5.11 may be used to provide expressions for single and dual-crossover differences. For a single-crossover with epochs $t_1$ and $t_2$ respectively, the radial error (crossover residual) is simply the difference in the value of Equation 5.11 at these two times. This is given by

$$
\Delta r_{S\times O} = \sum_{k,m} \left[ A_{k,m} \left( \sin \psi_{k,m}(t_2) - \sin \psi_{k,m}(t_1) \right) + B_{k,m} \left( \cos \psi_{k,m}(t_2) - \cos \psi_{k,m}(t_1) \right) + C_2(t_2 - t_1) + C_3 \left[ (t_2 - t_\ast) \sin M(t_2) - (t_1 - t_\ast) \sin M(t_1) \right] + C_4 \left[ (t_2 - t_\ast) \cos M(t_2) - (t_1 - t_\ast) \cos M(t_1) \right] + C_5 \left[ (t_2 - t_\ast) \sin 2M(t_2) - (t_1 - t_\ast) \sin 2M(t_1) \right] \right] \quad (5.12)
$$

for some suitable epoch $t_\ast$ which, in this simulation, was taken to be the mid-point of the period of interest. Thus, secular effects will be at a minimum at this point, and reach maxima at those times furthest from $t_\ast$. This should give rise to a bow-tie pattern corresponding to that caused by the element of error in the solar radiation coefficient $C_R$. For dual-crossovers the equation for the modelled radial error is

$$
\Delta r_{D\times O} = \sum_{k,m} \left( A_{k,m}^T \sin \psi_{k,m}^T(t^\ast) - A_{k,m}^E \sin \psi_{k,m}^E(t^E) + B_{k,m}^T \cos \psi_{k,m}^T(t^\ast) - B_{k,m}^E \cos \psi_{k,m}^E(t^E) + C_1^T - C_1^E + C_2^T(t^\ast) - C_2(t^E) + C_3^T(t^\ast - t_\ast) \sin M(t^\ast) - C_3^E(t^E - t_\ast) \sin M(t^E) + C_4^T(t^\ast - t_\ast) \cos M(t^\ast) - C_4^E(t^E - t_\ast) \cos M(t^E) + C_5^T(t^\ast - t_\ast) \sin 2M(t^\ast) - C_5^E(t^E - t_\ast) \sin 2M(t^E) \right) \quad (5.13)
$$

where the superscripts $^E$ and $^T$ refer to ERS-1 and TOPEX/Poseidon respectively.
Further, since the two epochs $t^T$ and $t^E$ refer to different satellites, the constant terms, $C_1$, do not cancel.

### 5.5 Method of solution

Having simulated the data (Section 5.3) and obtained expressions for the radial error (Equations 5.12 and 5.13), the refinement process solves for the unknown parameters of Equation 5.11 using simultaneous equations of the form

$$A\vec{x} = b$$ \hspace{1cm} (5.14)

where $b$ contains the simulated values, $\vec{x}$ the best estimates of the unknown coefficients and each row of $A$ is the transpose of

$$A_{x} = \begin{pmatrix}
\vdots \\
\cos \psi_{km}^T(t^T) \\
\sin \psi_{km}^T(t^T) \\
\vdots \\
\delta_i \\
t^T \\
(t^T - t^T) \sin M^T(t^T) \\
(t^T - t^T) \cos M^T(t^T) \\
(t^T - t^T) \sin 2M^T(t^T) \\
\vdots \\
k_i \cos \psi_{km}^E(t^E) \\
k_i \sin \psi_{km}^E(t^E) \\
\vdots \\
k_i \delta_i \\
k_i t^E \\
k_i (t^E - t^E) \sin M^E(t^E) \\
k_i (t^E - t^E) \cos M^E(t^E) \\
k_i (t^E - t^E) \sin 2M^E(t^E)
\end{pmatrix}
$$

TOPEX/Poseidon frequency terms

other TOPEX/Poseidon terms

as above for ERS-1

where $\delta_i$ is 0 for single-crossovers and 1 for dual-crossovers and $k_i$ is 1 for single-crossovers and $-1$ for dual-crossovers.
In practice it may be impossible to determine $\mathbf{x}$ precisely, due to noise in the data, thus the final solution $\hat{\mathbf{x}}$ may be of the form

$$\hat{\mathbf{x}} = \mathbf{x} - \Delta \mathbf{x}$$

where $\hat{\mathbf{x}}$ is the best attainable solution and $\Delta \mathbf{x}$ is an error term. In addition, it may require more than one iteration to determine such a best solution:

$$\begin{align*}
\hat{x}_1 &= 0 + \Delta x_1 \\
\vdots \\
\hat{x}_{n+1} &= \hat{x}_n + \Delta x_{n+1} \\
\hat{x}_{n+i} &= \hat{x}_{n+1} & \forall \ i \in \mathbb{N}.
\end{align*}$$

(5.15)

In order to solve Equation 5.14 the effect of a prior solution is first removed,

$$A \Delta \mathbf{x}_i = \mathbf{b} - A \hat{\mathbf{x}}_{i-1}. \quad (5.16)$$

Then the least squares solution for a set of $m$ equations in $n$ unknowns, where $m \geq n$, is given by

$$A^\intercal A \Delta \mathbf{x}_i = A^\intercal (\mathbf{b} - A \hat{\mathbf{x}}_{i-1}) ,$$

where the normal matrix $N = A^\intercal A$ is symmetric positive definite and thus invertible. Whence, the following expression for $\Delta \mathbf{x}_i$ pertains:

$$\Delta \mathbf{x}_i = (A^\intercal A)^{-1} A^\intercal (\mathbf{b} - A \hat{\mathbf{x}}_{i-1}) = (A^\intercal A)^{-1} A^\intercal \mathbf{b} - \hat{\mathbf{x}}_{i-1}$$

which may be added to the previous best solution to obtain the new version as in Equation 5.15. In this simulation the quantity of data was large in proportion to the number of solution parameters and, more importantly, entirely noise free. Thus, a converged solution was found in a single run of the program, with a zero starting vector.

In order to calculate the matrix $A$ all values of $\psi_{k,m}$, together with the mean anomaly $M$ must be determined at every observation time. These values were computed as follows. First, for each pair of integers $(k, m)$, $\psi_{k,m}$ was evaluated using Equation 5.6. This in turn required that $\dot{\psi}_{k,m}$ first be determined as follows. A satellite orbiting the earth with period $T$ performs some $N_s$ revolutions while
the earth rotates some $N_e$ times relative to the ascending node $\Omega$. Hence, [Moore and Rothwell, 1990, p.188],

$$\dot{M} T = 2\pi N_s$$

and

$$(\dot{\theta} - \dot{\Omega}) T = 2\pi N_e$$  \hspace{1cm} (5.17)$$

so

$$\frac{(\dot{\theta} - \dot{\Omega})}{\dot{M}} = \frac{N_e}{N_s}$$

whence

$$\psi_{k,m} = \dot{M} \left( k - m \frac{N_e}{N_s} \right).$$  \hspace{1cm} (5.18)$$

From error analysis it can be seen that some of the frequencies, $\dot{\psi}_{k,m}$, do not make significant contributions to the radial error and, further, that the magnitude of their contribution decreases as the frequency departs from the dominant value of one cycle-per-revolution. For the purposes of this simulation an upper limit was set at two cycles-per-revolution which (at the time of this study) was a generally accepted value for analytic expansions of this type (see, for instance, Wagner [1985]). The relevant $(k, m)$ pairs may then be determined by restricting Equation 5.18 to this limit and noting that $\dot{M}$ alone gives a one cycle-per-revolution frequency. Given integers $k$ and $m$ several distinct pairs may produce the same frequency, yet only one of these is required. A search through increasing values of $m$, where $k$ is limited by the value of $m$ was made, until all the frequencies below two cycles per revolution were found. Only the lowest $(k, m)$ pair which produces a given frequency was stored, along with that frequency. Since the expression for $\dot{M}$ is simply

$$\dot{M} = \frac{2\pi N_s}{T},$$

$\psi_{k,m}$ is now fully determined for all $(k, m)$ of interest and hence, by Equation 5.6, so is $\psi_{k,m}(t)$.

It remains necessary only to compute $M(t)$. Now, as noted above, $\omega = \pi/2$ whence

$$U = \omega + f \approx \omega + M = \frac{\pi}{2} + M$$

and thus,

$$M \approx U - \frac{\pi}{2}.$$
So to determine $U$ is to determine $M$. Considering Figure 5.7 and applying spherical trigonometry to the right-angled triangle [Todhunter and Leathem, 1903] provides
\[
\cos U = \cos \phi \cos (\lambda - (\Omega - \theta)) + \sin \phi \sin (\lambda - (\Omega - \theta)) \cos \frac{\pi}{2} = \cos \phi \cos (\lambda - \Omega + \theta).
\]

Also
\[
\cot \phi \sin (\lambda - \Omega + \theta) = \cot i
\]
and
\[
\frac{\sin \phi}{\sin i} = \sin U,
\]
whence
\[
\sin U = \frac{\cos \phi \sin (\lambda - \Omega + \theta)}{\cos i}.
\]

Now, $i$ was assumed to be fixed and both $\lambda$ and $\phi$ are retained, along with the crossover times, within the input file of Section 5.3. So $U$ may be determined when $\Omega$ and $\theta$ are evaluated which is effected by the single determination procedure:
\[
\dot{\theta}'(t) = \theta(t) - \Omega(t) = \theta(t_0) - \Omega(t_0) + \dot{\theta}' \times t
\]
the value of $\dot{\theta}' = \dot{\theta} - \dot{\Omega}$ being derived using Equation 5.17. Hence, the matrix $N = \dot{A}' \dot{A}$ is now fully determined.
5.6 Modifications to the solution procedure

This section outlines further restrictions which need to be placed on the matrix inversion procedure, outlined in the previous section. They fall into two categories: those which were expected from crossover theory and those which arose from the experimental process.

It is recognised [Moore and Rothwell, 1990] that using single-crossovers as the sole data type means that several harmonic terms cannot be solved for, either because they are geographically dependent, or because they are members of a set which are linearly dependent. Thus, the constant or $\psi_{0,0}$ term and the $\cos \psi_{k,0}$ terms cannot be solved for since they are geographically dependent. So, in a crossover difference these terms cancel, resulting in rows or columns of zero elements in the matrix $N$. This means, in turn, that the matrix is non-invertible and hence no solution can be found for these terms. Similarly, where linear dependencies exist between the parameters, then the number of these exceeds the row space of the matrix $N$ [Sernesi, 1993] which again becomes singular (non-invertible), thus preventing a solution from being found (since no unique solution exists). For the adopted upper limit on the frequencies, namely two cycles-per-revolution, the linearly dependent sets for single-crossovers are the groups of sines and cosines of the following (bracketed) sets of $\psi_{k,m}$:

\[
\begin{align*}
(\psi_{1,1}, \psi_{-1,1}), \\
(\psi_{2,1}, \psi_{0,1}, \psi_{-2,1}), \\
\text{and} \quad (\psi_{2,2}, \psi_{0,2}, \psi_{-2,2}),
\end{align*}
\]

as established by Sandwell et al. [1986]. It is not possible to solve for all the terms of a single group, rather, to allow solution of any of them, one term must be fixed and the others may then be determined. For example, if it is desired to solve for $\cos \psi_{2,1}$ then either $\cos \psi_{0,1}$ or $\cos \psi_{-2,1}$ must be fixed by setting the relevant row/column in the matrix $A$ to zero and the diagonal element of the same to one. This effectively suppresses the solution of the fixed coefficient. Alternatively, additional data from, for instance, precise altimeter measurements over non-oceanic reference surfaces (such as transponders, inland lakes etc.) may be used to resolve these deficiencies. However, using such a process still does not allow for the accurate evaluation of the defective frequencies [Wagner and Melchioni, 1989].
There are equivalent limitations when using dual-crossover data. For instance, only one constant (cos $\psi_{0,0}^T$ or cos $\psi_{0,0}^E$ or $C_1^F$ or $C_1^T$) may be solved for, since any two or more constants must by necessity be linearly dependent, thus giving rise to singularities in the matrix $N$. The same situation arises with the cos $\psi_{k,0}$ terms. Here, for any integer $k$, it can be shown that there is a linear relationship between the values for the two satellites. First, considering Figure 5.3,

$$\sin U_E \sin i^E = \sin U^T \sin i^T$$

whence, since $\omega = \pi/2$,

$$\cos M^E = \left(\frac{\sin i^T}{\sin i^E}\right) \cos M^T \equiv K \cos M^T.$$ 

Thus, the cosines of the one cycle-per-revolution terms of each satellite are linearly dependent and only one of them can be solved for. A similar dependency arises with the cosines of the two cycle-per-revolution terms:

$$\cos 2M^E = 2 \cos^2 M^E - 1 = 2K^2 \cos^2 M^T - 1 = K^2 \cos 2M^T + (K^2 - 1)$$

where the cosines of the two cycle-per-revolution terms and the constant are linearly dependent, so only two of these can be solved for. Higher values of $k$ provide other cos $\psi_{k,0}$ terms which display similar dependencies. However, such values here give rise to frequencies which lie above the adopted upper limit. Further deficiencies in the solution may be isolated as follows, using an approach based on that developed by Sandwell \textit{et al}. [1986] for single-crossovers.

Considering a set of dual-crossovers, any radial form which is solely a function of the geographic ground-track position, i.e. latitude and longitude, is unobservable. Let such a form be $\Delta r_{null} = \Delta r_{null}(\phi, \lambda)$. Expanding this form in spherical harmonics we have

$$\Delta r_{null} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} (C_{l,m} \cos m\lambda + S_{l,m} \sin m\lambda) P_{l,m}(\sin \phi).$$

This expression may then be converted into Keplerian elements [Moore and Ehlers, 1993] as follows. First define the term

$$\Delta r_{l,m} = (C_{l,m} \cos m\lambda + S_{l,m} \sin m\lambda) P_{l,m}(\sin \phi).$$
Then, using Kaula’s transformation, [Kaula, 1966, pp.34-37],

\[ \Delta r_{l,m} = \sum_{k=-l}^{l} F_{n,\frac{l+\pm k}{2}}(i) \left( A_{l,m} \cos m\psi_{k,m} + B_{l,m} \sin m\psi_{k,m} \right) \]

where

\[
A_{l,m} = \begin{cases} 
C_{l,m} & l - m \quad \text{even} \\
-S_{l,m} & l - m \quad \text{odd}
\end{cases}
\]

\[
B_{l,m} = \begin{cases} 
S_{l,m} & l - m \quad \text{even} \\
C_{l,m} & l - m \quad \text{odd}
\end{cases}
\]

the \( F_{n,\frac{l+\pm k}{2}}(i) \)'s being the real-valued inclination functions of Kaula and \( \sum^* \) denoting that the summation be made incrementing \( k \) by 2 each time. To see how this links in with the frequencies, consider the case where \( l = m = 1 \). Then

\[
\Delta r_{1,1} = F_{1,1,1}(i) \left( C_{1,1} \cos \psi_{-1,1} + S_{1,1} \sin \psi_{-1,1} \right) \\
+ F_{1,1,0}(i) \left( C_{1,1} \cos \psi_{1,1} + S_{1,1} \sin \psi_{1,1} \right)
\]

where the \((1,1)\) surface harmonics map completely into the \((k,m) = (1,1)\) and \((-1,1)\) orbital frequencies for both ERS-1 and TOPEX/Poseidon. Conversely, the solution for the \((1,1)\) and \((-1,1)\) frequencies for both satellites is thus restricted since there are linear dependencies between them (multiple rows of the matrix being connected by identical solution coefficients \( C_{1,1} \) and \( S_{1,1} \)). The solution procedure is therefore deficient if all coefficients of the sine (or equivalently cosine) of

\[
\left( \psi_{1,1}^T, \psi_{-1,1}^T, \psi_{1,1}^E, \psi_{-1,1}^E \right)
\]

are sought simultaneously. Extending this analysis for other values of \( k \) and \( m \) permits further deficient combinations to be identified. Consideration of such combinations, for instance [Moore and Ehlers, 1993] shows that in all other deficient frequency groupings, one or more elements is outside the two cycle-per-revolution limit. Since, for a solution, it is sufficient to fix one element of a group in order to solve for the others, this limit effectively excludes other deficiencies from being a hindrance to this study.

Given all these considerations, certain terms were suppressed in the solution so that the matrix inversion procedure described in Section 5.5 above could be employed successfully. The necessary suppressions were effected by setting all elements in the row and column relating to the suppressed variable to zero. Then
the diagonal element was set to unity and the relevant parameter in the right hand side of Equation 5.16 to zero, i.e. \( (\hat{h} - A_{\hat{z}})_{j} = 0 \) where \( i \) denotes any prior solution and \( j \) is the parameter suppressed. Where terms from only one satellite needed suppression, those from TOPEX/Poseidon were chosen, since the primary purpose of this simulation was to refine ERS-1 long-arc orbits to accuracies comparable with those of TOPEX/Poseidon.

Thus, the complete list of suppressed variables consisted of, the constants arising from the frequency terms where \( (k, m) = (0, 0) \),

\[
A_{0,0}^E, \quad B_{0,0}^E, \quad A_{0,0}^T, \quad B_{0,0}^T
\]

the TOPEX/Poseidon explicit constant (in most cases),

\[
C_1^T
\]

the cosine coefficients of the \( (k, 0) \) terms for TOPEX/Poseidon,

\[
A_{-1,0}^T, \quad A_{-2,0}^T
\]

and the sine and cosine coefficient of one of the set discovered by the Sandwell method (again for TOPEX/Poseidon),

\[
A_{-1,1}^T, \quad B_{-1,1}^T.
\]

After these suppressions, there remained just 253 distinct frequencies for the satellite TOPEX/Poseidon, giving rise to a total of 504 sine and cosine terms requiring solution.

## 5.7 Discussion of results

Solutions were sought for three situations: (S1) using dual-crossover data only and solving for just the ERS-1 parameters (i.e. suppressing all the TOPEX/Poseidon parameters), (S2) solving for the same ERS-1 parameters but increasing the dataset to include ERS-1 single-crossover data and (S3) further expanding the dataset with TOPEX/Poseidon single-crossover data and then solving for all parameters of both satellites. In all three cases the \( C_1^T \) constant was suppressed and the \( C_1^E \) constant solved for. For all three cases, where solutions were sought
converged values were obtained in just one iteration of the software routines, due to the fact that the simulated input data was, of course, noise free. For output, each such iteration produced a set of solution parameters, the correlations between them, the square roots of the eigenvalues of the matrix $N^{-1}$ and a set of calculated ephemeris from the solution parameters. Since the matrix $N^{-1}$ is also the variance-covariance matrix of the solution parameters, the variance estimates of these parameters are simply the eigenvalues of the matrix [Bomford, 1980, pp.712 - 720]. Thus, the equivalent standard errors may be obtained by taking the square root of each eigenvalue. In addition to these factors, the root-mean-square (RMS) of fit of these calculated ephemeris to the input values was computed, giving a measure of the improvement obtainable in ERS-1 long-arc orbits by adding radial corrections derived from dual-crossover data.

When such solutions were initially attempted it was found that the matrix became ill-conditioned, as a result of the closeness of the solution frequencies of ERS-1 (of which there were 1002 between zero and two cycles-per-revolution). This is because, for a satellite completing $N_s$ revolutions in its repeat period $T$, the frequencies are effectively multiples of a common value [Moore and Ehlers, 1993]; namely $\frac{i}{N_s}$ cycles-per-revolution. Thus, the ERS-1 frequencies take values $\frac{i}{501}$ for integers $i$. These are clearly closer together than the corresponding values of $\frac{i}{127}$ for the satellite TOPEX/Poseidon (which did not exhibit this problem). This was further exacerbated for ERS-1, as the period considered was only part of the repeat cycle (6 days out of 35). Because of the closeness of the solution frequencies for ERS-1, pseudo-dependencies arose as a result of computational approximation. So the matrix inversion procedure produced high correlations between several of the solution parameters $A_{k,m}$ and $B_{k,m}$ (notably for higher values of $m$) as the matrix $N$ approached an approximately singular state (i.e. tended to a non-invertible matrix).

This problem was circumvented by reducing the number of ERS-1 solution frequencies through a restriction of the value of $m$, and hence of $k$, in the frequency determination process. A limit of $m = 42$ was chosen empirically after attempts to produce a full solution for higher values of $m$ had failed. As a result of this limit, just 170 of the possible 1002 ERS-1 frequencies lying below two cycles per revolution were solved for, giving rise to 340 sine and cosine terms.
A second factor which came to light after initial solutions were found was the high standard error of 47 cm attached to the $C^T_2$ term (i.e. the time term for TOPEX/Poseidon). This is illustrated in Figure 5.8. This error, determined from

![Figure 5.8: Some of the higher standard errors for the solution S3, prior to suppressing the parameter $C^T_2$.](image)

the variance-covariance matrix $N^{-1}$ indicates a weakness in the solution. This is particularly true since (i) the corresponding eigenvector had only the one $C^T_2$ term as a major contributor and (ii) the standard error is greater than the initial 13 cm radial error estimate for TOPEX/Poseidon. Indeed, it is almost as great as the corresponding 58 cm a priori radial error estimate for ERS-1. As a result it was decided to suppress the $C^T_2$ term in solution. It was noted that this did not degrade the root-mean-square (RMS) of fit of the solution but did result in a decrease in the correlations between parameters and removed the 47 cm standard error. Having made these modifications (limiting $m$ for ERS-1 and suppressing the $C^T_2$ term for TOPEX/Poseidon) there were just 345 solution parameters sought for the ERS-1 solutions (S1 and S2 above) and 852 for the joint case (S3).

For each solution, the radial correction was recovered by employing the solution parameters within Equation 5.11 and removed from the simulated or a priori values that are illustrated in Figures 5.1 and 5.2. This removal provided residuals of fit of the correction procedure to the simulated radial error, the RMS of which
are presented in Table 5.3. In all instances, there has been a marked improvement

<table>
<thead>
<tr>
<th>solution</th>
<th>RMS (cm)</th>
<th>dual-crossover residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>radial residuals</td>
<td>TOPEX/Poseidon</td>
</tr>
<tr>
<td>a priori</td>
<td>58.38</td>
<td>13.50</td>
</tr>
<tr>
<td>S1</td>
<td>6.82</td>
<td>—</td>
</tr>
<tr>
<td>S2</td>
<td>4.64</td>
<td>—</td>
</tr>
<tr>
<td>S3</td>
<td>4.87</td>
<td>3.09</td>
</tr>
</tbody>
</table>

Table 5.3: RMS of fit of the calculated radial error, from the unconstrained solutions, to the simulated values.

after modelling for a radial correction. The dual-crossover column indicates the diminution in the difference between true and perturbed dual-crossover heights,

\[
(h_i^T - h_i^E) - (h_p^T - h_p^E).
\]

This occurs as a result of the smaller difference between \(h_i\) and \(h_p\) after the computed corrections have been included.

Considering solution set S1, Figure 5.9 illustrates the radial residuals after correction. As indicated in Table 5.3, this has an RMS value of 6.82 cm corresponding to the 12.0 cm RMS of fit of the corrected set to the dual-crossover data. The value of 6.82 cm is significantly lower than the 13.50 cm a priori estimate for the error in the TOPEX/Poseidon radial ephemeris. This would appear to mean that the inaccuracies in the TOPEX/Poseidon ephemeris have not totally contaminated the ERS-1 solution parameters. Also, evident in Figure 5.9 is a three day beat (which results from the close proximity in ground-tracks after this period) and a number of arcs where the residuals still exceed 20 cm. Consideration of Figure 5.10 also shows a number of standard errors in excess of 6 cm. Thus while the RMS of fit after refinement is acceptable, there is clearly a level of uncertainty in the solution parameters, indicating that the solution is potentially inaccurate in certain circumstances.

By including ERS-1 single-crossovers in the dataset, but again only solving for the ERS-1 parameters, the RMS of fit is further reduced to some 4.64 cm. The radial residuals of this solution (S2) are depicted in Figure 5.11, which again sug-
Figure 5.9: ERS-1 radial residuals after correction for the solution S1.

Figure 5.10: The highest standard errors for solutions to ERS-1 parameters.
Figure 5.11: ERS-1 radial residuals after correction for the solution S2.

suggests a three day repeat pattern and still possesses some points where the residuals are larger than 15 cm. The addition of the single-crossover data appears, from the improved results, to overcome some of the deficiencies in the dual-crossover dataset. Any future work with real dual-crossover data ought to consider the reasons behind this improvement; the geographical expansion of the dataset not necessarily providing the only explanation.

Further, some measure of the amount of absorption of TOPEX/Poseidon radial error into the ERS-1 solution is deduced by considering the 12.0 cm RMS of fit after correcting for the dual-crossover data. Taking the value of 4.64 cm achieved for ERS-1, a simple differencing of squares implies that the remaining error in the dual-crossovers (due to TOPEX/Poseidon) is approximately 11 cm — close to the \textit{a priori} value of 13.5 cm. This indicates that there is a low incidence of absorption of the TOPEX/Poseidon error, opening up the potential to solve simultaneously for parameters of both satellites. The improvement in solution as attained by S2 over S1 is also illustrated in the diminished standard errors of Figure 5.10. A uniform improvement is displayed with only three such errors exceeding the 6 cm mark. The eigenvector connected with the 11 cm standard error was investigated through analysis of its component parameters, but no single contributing frequency or other value dominated; rather the vector was composed
of a large subset of the set of solution parameters.

The third solution, S3, added the TOPEX/Poseidon single-crossover data to the existing dataset and attempted the simultaneous solution suggested by this previous result. As stated above, this solution procedure solves for the previously specified 852 parameters to avoid singularities in the matrix \( N \). The radial residuals after solution are depicted in Figure 5.12 for ERS-1 and 5.13 for TOPEX/Poseidon. The residuals for ERS-1 have increased slightly from those obtained for solution S2. However, none of them now exceed 20 cm, and the increase in RMS from 4.64 cm to 4.87 cm is reflected in slightly greater variation elsewhere. The TOPEX/Poseidon radial residuals exhibit an RMS of just 3.09 cm, indicating a significant improvement over the \textit{a priori} 13.5 cm value. The residual plot for TOPEX/Poseidon also shows a clear daily cycle — giving ten almost identical occurrences of the same pattern over the simulation period. In addition to the improvement in the TOPEX/Poseidon residuals, the RMS of fit to the dual-crossover data has diminished to 2.69 cm. The standard deviations of the dominant eigenvectors are plotted in Figure 5.14. Investigating these eigenvectors indicated that those associated with the greatest uncertainties were largely composed of ERS-1 parameters; the dataset being adequate to resolve the TOPEX/Poseidon parameters.
Figure 5.13: TOPEX/Poseidon radial residuals after correction, for the solution S3.

Figure 5.14: The highest standard errors for the simultaneous solutions.
So far the matrix $N$ had been unconstrained. However, certain of the standard errors (illustrated in Figures 5.10 and 5.14) are relatively large when considered in relation to adjacent values. Further, in contrast to the case of the 47 cm standard error attained prior to the suppression of the $C^T_2$ parameter, none of the associated eigenvectors show significant contributions from any given solution parameters. Thus, in order to reduce these values and so improve the level of confidence in the solution the matrix $N$ was constrained.

Reduction in correlation between solution frequencies has been achieved by, among others, Wagner and Melchioni [1989] and Moore and Gray [1991], with the addition of mild constraints. The form of constraints adopted here was employed in a least squares collocation technique. Since it is generally accepted, for example Wagner [1985], that the greatest contribution to the radial error arises from the one cycle-per-revolution term, $\psi_{1,0}$, this parameter is given the greatest freedom and all other frequency terms are constrained to a greater extent. Thus, those frequencies farthest from one cycle-per-revolution (zero and two cycles-per-revolution in this case) are given the least freedom. The parameters for each satellite are weighted independently which enables a distinction to be made between the confidence held in orbits of the two satellites.

The constraints for the frequencies were selected by considering the achieved or expected variations in the orbital standard deviations. Thus, it was assumed that the orbit of ERS-1 had a sample standard deviation of between 10 cm and 50 cm (based upon converged RMS values using GEM-T2) as compared with a range of 4 cm to 20 cm for TOPEX/Poseidon (from predicted estimates). These ranges were converted to minimum and maximum constraints by first dividing throughout by a value of $20\sqrt{2}$ — taken to be a typical crossover weight — and then using the constraint formula $w = 1/\sigma^2$ (see Figure 5.15). It must be noted that all these values are merely suggested values, since this study is only a simulation. However, within this study at this time, it was felt that the constraints thus obtained matched orbital RMS values achieved for ERS-1 six-day arcs, using the same gravity fields as used for the simulated data. The overall effect is to restrict the solution, by encouraging absorption of ill-determined signatures into frequencies close to the dominant one cycle-per-revolution term.

The constraints were further adapted to include some measure of the relative
number of data points included by multiplying them by the factor

\[
\frac{N_{\text{obs}}}{N_{\text{param}}}
\]

where \( N_{\text{obs}} \) is the number of observations (for a given satellite) and \( N_{\text{param}} \) is the number of solution parameters sought. The non-frequency terms \( \{C_i : i = 1, 5\} \) were also constrained to give some measure of the relationship between the two satellites. These constraints reflected the estimated relationship between ERS-1 and TOPEX/Poseidon, given that the latter is considered to possess more accurate orbits. Thus, the non-frequency terms of ERS-1 were left unconstrained, whereas those of TOPEX/Poseidon were constrained to 2 cm. The principle here is that ERS-1 error dominates and by constraining the parameters of the two satellites in this way, the ERS-1 parameters are forced to absorb errors which might otherwise corrupt the better known TOPEX/Poseidon values.

The RMS of fit attained using the constrained versions of solution techniques S2 and S3 (presented in Table 5.4) were obviously not as low as those of the unconstrained set, since the constrained parameters are less free to find a minimizing solution. In addition to this, there was another cause of the higher RMS values, which becomes clear when considering the residual plots, as illustrated in Figures 5.16 and 5.17. These figures both have large tails at either end of the simulation period. If these tails are removed, the RMS is diminished to values
Table 5.4: RMS of fit of the calculated radial error, from the constrained solutions, to the simulated values.

<table>
<thead>
<tr>
<th>solution</th>
<th>radial residuals</th>
<th>dual-crossover residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ERS-1</td>
<td>TOPEX/Poseidon</td>
</tr>
<tr>
<td>S2</td>
<td>8.02</td>
<td>-</td>
</tr>
<tr>
<td>S3</td>
<td>6.53</td>
<td>3.73</td>
</tr>
</tbody>
</table>

Figure 5.16: ERS-1 radial residuals after correction, for constrained version of the solution S2.

of 5.66 cm and 5.33 cm for solutions S2 and S3 respectively; still larger than the equivalent unconstrained results. The different RMS values for the ERS-1 solutions with and without the tails, are probably due to the lack of data beyond the simulation period; meaning that the solution at the ends of the period is not restricted to realistic values. In the unconstrained solution, there are no visible tails since the errors are absorbed throughout the solution, due to the minimising process. However, when seeking a constrained solution, these errors cannot be so freely absorbed and the tails become apparent. In contrast to the RMS increase in the constrained solution, the standard errors achieved (illustrated in Figures 5.10 and 5.14) show a uniform improvement (decrease). Thus there is more confidence
Figure 5.17: ERS-1 radial residuals after correction, for constrained version of the solution S3.

in the constrained solution; at least in that portion of the period lying between the tails exhibited by the residuals.

5.8 Conclusions

In conclusion, these results indicate that a conceptually simple technique is able to reduce the radial orbit error of ERS-1 through the addition of dual-crossover residuals with TOPEX/Poseidon. The addition of ERS-1 single-crossovers further improves the solution, resolves some of the remaining outlying points and improves confidence in the solution, as measured by the standard errors of the covariance matrix. The use of the mild constraint approach detailed above (which characterises the known form of the radial error) also reduces the formal uncertainty in the solution. However, the presence of tails in the residuals may indicate that the real uncertainty has increased despite the greater confidence in individual coefficients. Conversely, as these tails lie at the ends of the simulation period, they may simply indicate a problem with the simulation technique, possibly one of over-constraining certain frequencies. Clearly, one solution to this problem would be to exclude the arc ends — a procedure which is already in common
use in orbital convergence work. In addition, this simulation shows that solution of parameters for the simultaneous refinement of ERS-1 and TOPEX/Poseidon is possible, though certain parameters have to be suppressed due to dependencies and geographic unobservables within the parameter set. These unrecoverable components have been identified under the assumptions of the simulation.

A further development may be to replace the simple constraint model used here with a more complex approach. In particular, the variance of the gravitational component of the radial error at a specific frequency can be derived from the covariance matrix of the global gravity field model used in the long-arc analyses to derive the crossovers.

The study has implicitly assumed that the temporal errors associated with crossovers are negligible or random in nature. More specifically, it has been assumed that errors due to atmospheric corrections (dry and wet troposphere, ionosphere, inverse barometer effect) and dynamic ocean topography make no net contribution to the radial refinement. For TOPEX/Poseidon, the microwave radiometer (TOPEX) allows a water vapour induced delay to be determined. Further, the ionospheric correction may be derived for TOPEX from the dual frequency altimeter, and for Poseidon from the solid state altimeter (using the DORIS tracking network — see Chapter 6). Thus, the source of major error in the crossover data is likely to be in ocean tides and other ephemeral ocean dynamic features, e.g. eddies. It may be that refining the ERS-1 orbit only will be preferred by users of this technique to avoid any possible contamination of the more precise TOPEX/Poseidon dataset.
Chapter 6

Tracking the French satellite
SPOT-2

6.1 Introducing the next two chapters

In the previous two chapters attempts have been made to improve ERS-1 orbits. In Chapter 4 this was effected by adopting the techniques of Chapter 3; modifying the aerodynamic and direct solar radiation pressure components of the force model and utilising the GUESS area table generating software. Subsequently, in Chapter 5, an approach was made using transferred data from a second satellite (in this instance, TOPEX/Poseidon — which is not affected by atmospheric density to the same extent as ERS-1). Thus, each attempt aimed to reduce the uncertainties that arise from errors in atmospheric modelling combined with sparse tracking data. In this and the following chapter a further attempt is made, using information from the SPOT-2 satellite. In contrast to the previous approach, this does not avoid the atmospheric problems of ERS-1, but rather, by possessing a far denser tracking dataset, aims to correct for along-track errors.

This chapter is purely preparatory. It begins with a brief outline of the SPOT-2 satellite and the DORIS tracking system. Following this, the modifications required by the SATAN-A suite, in order to enable it to process the DORIS Doppler range-rate data, are described. Thirdly, using the GUESS software of Chapter 3, area tables are produced from a geometric model of SPOT-2 (in a similar manner to those obtained for ERS-1 in Chapter 4) and several precise long-arc orbits are determined for periods in 1990 and 1992. It is intended that this will provide a
further example of the ability of area tables produced by the GUESS software to improve the fit of long-arc precise orbits. Then, in the next chapter, the third attempt to refine ERS-1 orbits will be made using SPOT-2 data.

6.2 SPOT-2 and the DORIS system

The French satellite SPOT-2 was launched in March 1990 from an Ariane launch vehicle into a sun-synchronous orbit of low eccentricity ($e < 0.01$) at an inclination of $98.6^\circ$ and an approximate altitude of 832 km. It repeats its ground-track every twenty-six days and is maintained in this orbit by manoeuvres whenever necessary.

The satellite module and solar array attachment (illustrated in Figure 6.1) are identical to those of ERS-1, though the actual solar panel dimensions are slightly smaller (about 19.5 square metres as opposed to a value of 28.5 for ERS-1). The payload consists of two high resolution visual imagers and the on-board segment of the DORIS tracking system (developed by CNES at Toulouse); the latter being experimental at the time of launch [Nouël, 1991]. This segment, now confirmed as being fully operational by over two years of successful tracking, comprises an omnidirectional antenna, an ultra stable oscillator (USO) and storage and processing facilities.

The ground segment of DORIS is made up of a network of beacons each of which falls into one of two categories: either an orbit determination beacon (ODB) or a ground location beacon (GLB). ODBs are all sited at fixed, well known locations and are used to determine the orbit of SPOT-2. As Figure 6.2 illustrates, these provide an almost uniformly global coverage; the system being programmed to receive at an elevation of just $10^\circ$ [Dorner, 1991]. The GLBs, on the other hand are not used for orbit determination but rather to locate positions on, and hence movements of, the earth's surface. Such measurements are relative to the satellite orbit, as determined by the ODBs. In addition to these two groups, there is a master beacon at Toulouse, used to update the on-board processor for each orbit, and a receiving station at Aussaguel which downloads the stored data (once every twelve hours for SPOT-2) and transfers it to Toulouse for further processing.

Each ground station (ODB or GLB) comprises three meteorological sensors as well as its own USO and the DORIS antenna. These sensors measure the local
Figure 6.1: The SPOT-2 satellite.
Figure 6.2: Positioning and coverage of DORIS orbit determination beacons by February 1992.
atmospheric pressure, air temperature and relative humidity, to provide information for the meteorological messages which are sent to the satellite. Every ODB transmits continuously at two frequencies of 401.125 MHz and 2036.125 MHz (maintained by the stability of the USO), interrupting these signals every 10 seconds to broadcast the current meteorological information. In contrast, the GLBs may not transmit continuously but have to be operated on a pre-selected time slot basis. The reason for this is that if two GLBs were to transmit at the same time from a similar location they would interfere at the satellite in such a way as to prevent proper reception and processing. Thus, only one such beacon may transmit a signal at any one time and the satellite must have been informed which beacon is sending by a message from the master beacon at Toulouse. This problem does not occur with the ODBs because their spacing is such that where two signals do reach the satellite, the Doppler effect causes them to be so dissimilar that they do not disrupt the operation of the on-board segment.

The on-board processor works by comparing the received frequencies, which differ from the emitted ones due to Doppler effects, with those of its own USO, namely 401.25 MHz and 2036.25 MHz respectively. The higher of these is then used to compute the beacon-spacecraft range-rate and, in the same way, the lower is employed to eliminate errors due to the ionospheric propagation effect. The theory and methodology of such a technique is explained in the next section.

6.3 The Doppler effect and beats: some theory

The Doppler effect is a well known phenomenon relating the difference between emitted and received frequencies to the relative motions of source and receiver. For example, if the receiver is receding from the source (i.e. their separation is increasing), the apparent wavelength increases as the number of complete waves received in any given time interval decreases (the velocity of the signal remaining unchanged). This corresponds to a received frequency which is lower than the emitted one [Borowitz and Beiser, 1967, p.435]. For mutually approaching source and receiver the opposite result pertains, as illustrated in Figure 6.3.

For electromagnetic radiation, such as the radar signal of the DORIS system, the speed is equal to that of light, c. Thus, the relationship between received ($f_r$)
and emitted \((f_b)\) frequencies is given by

\[
f_r = f_b \left( \frac{1 - u/c}{\sqrt{1 - u^2/c^2}} \right)
\]

(6.1)

where \(u\) is the magnitude of the relative velocity of the receiver with respect to the source, measured positive for an increasing separation and negative otherwise [Borowitz and Beiser, 1967, p.437].

Expanding Equation 6.1 in terms of powers of \(u/c\) by means of the binomial theorem, gives

\[
f_r = f_b (1 - u/c) \left( 1 + \frac{u^2}{2c^2} + \frac{3u^4}{8c^4} + \ldots \right) = f_b \left( 1 - \frac{u}{c} + \frac{u^2}{2c^2} - \frac{u^3}{2c^3} + \ldots \right)
\]

from which, by consideration of the relative magnitudes of \(f_b\), \(u\) and \(c\) (noting that \(u \ll c\) for SPOT-2), terms of order \((u/c)^4\) and above may be neglected.

Indeed, even the term in \((u/c)^3\) produces negligible computational effect at the levels of precision currently available within the SATAN-A suite (as described in Chapter 2). In practice, the DORIS system simplifies even this and, neglecting all non-Newtonian terms, employs the expression

\[
f_r = f_b (1 - u/c)
\]

(6.2)

which is corrected for relativistic effects (thereby including the \((u^2/2c^2)\) term) within the adapted orbital correction program (see Section 6.4).
The received frequency is not measured directly, but rather by comparison with the on-board reference frequency, $f_r$. This is effected by considering the composite wave, created by the interference between received and reference frequencies. These interact to give a wave of constant frequency $(f_s + f_r)/2$ and varying amplitude. The amplitude varies from zero, when the interference is destructive to some maximum value. Thus, we may consider a second wave of constant amplitude which envelopes the composite one, as illustrated in Figure 6.4, [Borowitz and Beiser, 1967, p.431]. The frequency of this enveloping wave is $|f_s - f_r|$ and,

\[ \text{Figure 6.4: An example illustrating how two frequencies may interact to produce beats.} \]

where the two interfering frequencies which produce it are sufficiently close, it provides an audible pulsating signal, from which the name beats is derived. Even in the non-audible range, beats are still detectable by instrumentation and it is the number of such beats which the DORIS system counts, over some measured time interval, $\Delta t$, lying between successive meteorological broadcasts.

By careful choice of $f_s$ and $f_b$ it is possible to ensure that either the received frequency exceeds that of the on-board USO ($f_s > f_r$) or vice versa ($f_s < f_r$) at all times. In addition, by maintaining the beacon frequency close to that of the satellite ($f_s \approx f_b$), the magnitude of the number of beats ($N$) may be restricted,
increasing the ease of counting. This number is given by the expression

\[ N = \int_{t_0}^{t_0+\Delta t} |f_s - f_r| \, dt \]

where the frequencies of the USOs on the SPOT-2 satellite and in the DORIS beacons satisfy \( f_s > f_r \). Substituting for \( f_r \) in this expression, using Equation 6.2, results in the following equation for \( N \),

\[ N = (f_s - f_b) + \frac{f_b}{c} \int_{t_0}^{t_0+\Delta t} u \, dt \]  \hspace{1cm} (6.3)

which is the equation used by the on-board DORIS segment to evaluate \( N \) and hence the observed values to be used as data for orbit determinations. Further, by

the definition of \( u \) above (as the rate of change of the satellite-beacon separation, \( \frac{dp}{dt} \)) it is possible to expand the final integral term of Equation 6.3 as follows,

\[ N = (f_s - f_b) + \frac{f_b}{c} \int_{t_0}^{t_0+\Delta t} \rho(s) \, ds \]

\[ = (f_s - f_b) + \frac{f_b}{c} (\rho(t_0 + \Delta t) - \rho(t_0)). \]  \hspace{1cm} (6.4)

Now, each record of the data files produced by CNES for SPOT-2 contains the values of

\[ t_0, \]

\[ \Delta t, \]

and \( \frac{c}{f_b \Delta t} (N - (f_s - f_b)) \)

where the last of these represents the observed range-rate value, \( O_i(t_0) \) — the subscript \( i \) denoting the sequential record number and \( t_0 \) being the observation time. Further, the corresponding calculated value \( C_i(t_0) \) — required by the weighted least squares procedure of Section 2.3 — is found from Equation 6.4 to be

\[ C_i(t_0) = \frac{\rho(t_0 + \Delta t) - \rho(t_0)}{\Delta t} \]  \hspace{1cm} (6.5)

thus completing the description of and theory behind the DORIS Doppler system. The next section elaborates upon the necessary amendments to the orbital determination package and the corrections which must be made to these observed and calculated values for precise orbits to be calculated.
6.4 Amending the SATAN-A package

It may be recalled from Chapter 2 that the prediction program (ORBPRED) takes as its basic input a file of observation times, \( t \), and determines both a position, \( \mathbf{x}(t) \), and velocity vector, \( \dot{\mathbf{x}}(t) \), as well as partial derivatives, \( \frac{\partial}{\partial p_k} \mathbf{x}(t) \), for each of the input times and all the model parameters, \( p_k \), for which a solution is being sought. From these values, the correction program (ORBCORR) computes a calculated value, \( C_i(t) \), and its partial derivatives, \( \frac{\partial}{\partial p_k} C_i(t) \), corresponding to every observation, \( O_i(t) \). These are then used to form the normal equations and hence correct the prior parameters.

For DORIS Doppler data, the basic calculated value, \( C_i \), is defined by Equation 6.5, which corresponds to an observed range-rate measurement. Thus, in order to evaluate \( C_i \), the range vector \( \rho \) (illustrated in Figure 6.5) must first be determined from

\[
\rho(t) = \mathbf{x}_s(t) - \mathbf{x}_b(t - \tau)
\]

where \( \mathbf{x}_s \) and \( \mathbf{x}_b \) denote the satellite and beacon position vectors respectively (in some inertial reference frame) and \( \tau \) is the propagation time (that is the time taken for the signal to travel from the beacon to the satellite). In its existing form the prediction program already produces the satellite position vector, \( \mathbf{x}_s(t) \) and the equivalent value for the beacon, \( \mathbf{x}_b(t - \tau) \), is determined within the correction
program, by iterating in $\tau$ until the range $\rho$ and the propagation time $\tau$ both satisfy

$$\rho = \tau c.$$  

Having produced both these position vectors, the range may be computed at times $t$ and $t + \Delta t$ using

$$\rho(t) = |\rho(t)|$$

whence, by substitution into Equation 6.5, the range-rate may be found.

From a consideration of this equation, it is clear that two dates are required to obtain one calculated range-rate. Thus, the input file of dates must contain two records for every one observation record in the Doppler data file; namely the time at the start of the beat count, $t$ say, and that at the end of the same, $t + \Delta t$ (given a count duration $\Delta t$, as above). If this condition is met, the prediction program requires no alterations other than those normally incurred for the inclusion of any new satellite; namely determining area tables, including satellite specific data such as mass, and so forth. More importantly, the adoption of the DORIS Doppler data does not, by itself, result in any change in the prediction program (all changes arising solely from satellite variations rather than tracking-data differences).

Conversely, the correction routine, which is structured in a manner that takes each type of tracking data in turn, requires several adjustments. These must enable it to read and process (adding the stored corrections to the raw values) the new observation format, add several additional computed corrections to both observed and calculated values and produce the partial derivatives of the range-rate for use in the normal equations. Each of the necessary amendments will be considered in turn.

The first alteration was simply effected by changing a format statement. Thus, the DORIS Doppler data records could be read and the corrections (ionospheric, tropospheric and phase centre effect) added where necessary to the raw observed value. As has been mentioned above, the ionospheric corrections are computed from the Doppler effect on the lower beacon frequency (Section 6.3) and the tropospheric corrections from the meteorological message (Section 6.2). The phase centre effect is the DORIS equivalent of a centre-of-mass correction, allowing for the offsets between beacon location and antenna and between satellite antenna and centre-of-mass. This correction has been computed in such a way that it may
be added directly to the observed range-rate, requiring no further computation. These corrections produce an observation for each record which is then used by the modified correction program.

There are three other corrections made, all of which are added to the basic calculated range-rate of Equation 6.5. One of them, the relativistic correction, could equivalently be removed from the observed value: the effect on the residual \((O_t - C_t)\) being the same. The other two corrections made are constant offsets for the error in the USO frequencies and that in the tropospheric correction term from the data record. Both these corrections must be added to the calculated range-rate as they will be solved for in the correction program (thus requiring partial derivatives of the calculated range-rate with respect to each correction).

Because each USO (of both satellite and beacons) does drift slightly from its nominal value, the true emitted and satellite reference frequencies will differ from the nominal values which are used to determine the beat count (Equation 6.3). However, it is not possible to solve directly for all the drifts in both satellite and beacon USO’s at once. Indeed, analogously to the solution of station coordinates, one frequency error must be fixed in order to solve for the drifts in the others. Thus, it is assumed that the satellite reference frequency, \(f_s\), is true and that all the error lies in the beacon USOs. This will mean that any correction obtained also includes the error in the satellite USO frequency. Current practice indicates that solving for a constant drift in each pass (computed as a ratio of the error in beacon frequency to the nominal frequency) is a satisfactory way of dealing with this error [Nerem et al., 1991].

Now, because the nominal observed range-rate \(O_i^n\) is obtained from using the true beat count but nominal values of the USO frequencies \(f_b^n\) and \(f_s^n\), it differs from the true observed value \(O_i^t\) as follows:

\[
O_i^n = \left( \frac{N}{\Delta t} - (f_s^n - f_b^n) \right) \frac{c}{f_b^n} = \left( (f_s^t - f_b^t) - (f_s^n - f_b^n) + \frac{f_b^t}{c} O_i^t \right) \frac{c}{f_b^n}
\]

superscripts \(t\) and \(n\) denoting true and nominal respectively. This expression is then simplified by the assumption that all the error lies in the beacon frequency,
i.e. \( f_s^n = f_s^i \), thus resulting in the equation,

\[
O_i^n = \left( f_b^n - f_b^i + \frac{f_b^i}{c} O_i^n \right) \frac{c}{f_b^n}.
\]

Whence \( O_i^n \) may be written

\[
O_i^n = \frac{c}{f_b^n} \left( \frac{f_b^n}{f_b^i} O_i^n + \left( f_b^i - f_b^n \right) \right)
\]

\[
= O_i^n \left( \frac{f_b^n}{f_b^i} \right) + c \left( \frac{f_b^i - f_b^n}{f_b^i} \right)
\]

\[
= O_i^n + O_i^n \left( \frac{f_b^n}{f_b^i} - 1 \right) + c \left( \frac{f_b^i - f_b^n}{f_b^i} \right)
\]

\[
= O_i^n + \Delta_{USO}
\]

where

\[
\Delta_{USO} = O_i^n \left( \frac{f_b^n - f_b^i}{f_b^i} \right) + c \left( \frac{f_b^i - f_b^n}{f_b^i} \right)
\]

is the required correction to the observed value to allow for the frequency drift in the USOs.

Since it is the calculated value which requires correcting, this term must be modified and then removed from the uncorrected variable \( C_i \). Thus, retaining the above superscript conventions,

\[
C_i^n = C_i - \Delta_{USO}
\]

\[
= C_i - O_i^n \left( \frac{f_b^n - f_b^i}{f_b^i} \right) - c \left( \frac{f_b^i - f_b^n}{f_b^i} \right)
\]

\[
\approx C_i - C_i \left( \frac{f_b^n}{f_b^i} \right) + c \left( \frac{f_b^i - f_b^n}{f_b^i} \right)
\]

\[
= C_i - C_i \left( \frac{\beta}{c} \right) + \beta
\]

(6.6)

where

\[
\beta = c \left( \frac{f_b^n - f_b^i}{f_b^i} \right)
\]

is the required frequency bias correction. The parameter \( \beta \) is solved for once per pass over the long-arc, within the orbit correction program of Section 2.3. The approximation used in Equation 6.6 is justified since any error will be absorbed by the solution parameter, \( \beta \).

The computation of the tropospheric correction term for each pass is far more straightforward. It is simply provided by scaling the existing correction term in
the data records, $\Delta_{\text{trap}}$, by a parameter $K_{\text{trap}}$ and adding this to the calculated value ($C_i$),

$$C_i' = C_i + K_{\text{trap}} \Delta_{\text{trap}}$$

(6.7)

with the parameter $K_{\text{trap}}$ being solved for in the usual manner (see Section 2.3).

The sole remaining correction term is a relativistic one. This is required to allow for the fact that Equation 6.2 was limited to Newtonian mechanics, whereas the velocities involved necessitate the inclusion of the effect of relativity. This correction term is given by Boucher [1978] in terms of an adjustment to the beat count $N$:

$$\Delta N = \frac{-\Delta t f_b}{c^2} \left( \left( \frac{GM_e}{|x_b(t-\tau)|} - \frac{GM_e}{|x_b(t)|} \right) - \left( \frac{|\dot{x}_b(t)|^2 - |\dot{x}_b(t-\tau)|^2}{2} \right) \right)$$

where $G$ and $M_e$ are the gravitational constant and mass of the earth respectively (as in Chapter 2) and all other variables are already defined in this chapter. As with the frequency bias above, this equation results in a correction to the observed value $O_i^n$, given by

$$O_i' = O_i^n - \frac{c \Delta N}{f_b \Delta t}$$

$$= O_i^n - \frac{1}{c} \left( GM_e \left( \frac{1}{|x_b(t-\tau)|} - \frac{1}{|x_b(t)|} \right) - \left( \frac{|\dot{x}_b(t)|^2 - |\dot{x}_b(t-\tau)|^2}{2} \right) \right)$$

which translates to a correction to the computed value by replacing $O_i$ with $C_i$ in this last equation and altering the first minus after the equality to a plus term.

Thus the required correction is,

$$+ \frac{1}{c} \left( GM_e \left( \frac{1}{|x_b(t-\tau)|} - \frac{1}{|x_b(t)|} \right) - \left( \frac{|\dot{x}_b(t)|^2 - |\dot{x}_b(t-\tau)|^2}{2} \right) \right)$$

This concludes the description of all corrections which are made to the observed and calculated range-rates.

The next step in amending the SATAN-A suite, is to evaluate and include the relevant partial derivatives, $\frac{\partial C_i}{\partial p_k}$, within the orbital correction program. Using the range-rate definition of Equation 6.5, these may be expressed as follows,

$$\frac{\partial C_i}{\partial p_k} = \frac{\partial \rho}{\partial p_k} = \frac{1}{\Delta t} \left( \frac{\partial \rho (t + \Delta t)}{\partial p_k} - \frac{\partial \rho (t)}{\partial p_k} \right)$$

which requires the further evaluation of the partial derivatives of the range, $\frac{\partial \rho}{\partial p_k}$, at times $t$ and $t + \Delta t$. These in turn can be found by expanding the derivative.
in a similar fashion as is used for other partial derivatives within the correction program; namely

\[
\frac{\partial \rho}{\partial p_k} = \sum_{j=1}^{3} \frac{\partial \rho}{\partial x_{s_j}} \frac{\partial x_{s_j}}{\partial p_k}
\]

where \( x_s = (x_{s_1}, x_{s_2}, x_{s_3}) \) is the satellite position vector. Thus, the partial derivative of the range-rate with respect to any parameter \( p_k \) is given by

\[
\frac{C_i}{\partial p_k} = \frac{1}{\Delta t} \sum_{j=1}^{3} \left( \frac{\partial \rho(t + \Delta t)}{\partial p_k} \frac{\partial x_{s_j}(t + \Delta t)}{\partial p_k} - \frac{\partial \rho(t)}{\partial p_k} \frac{\partial x_{s_j}(t)}{\partial p_k} \right).
\]

Further, \( \rho^2 = \sum_{j=1}^{3} (x_{s_j} - x_{b_j})^2 \), so the partial derivative of the range with respect to an element in the satellite vector is just

\[
\frac{\partial \rho}{\partial x_{s_j}} = \frac{x_{s_j} - x_{b_j}}{\rho}
\]

and then the desired partial derivative of the range-rate can be written

\[
\frac{\partial \rho}{\partial p_k} = \sum_{j=1}^{3} \left( \frac{x_{s_j}(t + \Delta t) - x_{b_j}(t + \Delta t)}{\Delta t \rho(t + \Delta t)} \frac{\partial x_{s_j}(t + \Delta t)}{\partial p_k} - \frac{x_{b_j}(t) - x_{s_j}(t)}{\Delta t \rho(t)} \frac{\partial x_{s_j}(t)}{\partial p_k} \right)
\]

where the values of \( \frac{\partial x_{s_j}}{\partial p_k} \) are determined, as usual, within the orbit prediction program (ORBPPRED). This completes the determination of the necessary partial derivatives for all the force model parameters of Section 2.2.

In addition to these, the correction program requires expressions for the partial derivatives of the additional parameters; namely the tropospheric and frequency bias scale factors, \( K_{trop} \) and \( \beta \) respectively. Since these do not contribute to the force model, they are calculated entirely within the correction program, unlike those which have just been determined.

The partial derivative of the range-rate with respect to the frequency bias \( \beta \), is provided by differentiating Equation 6.6:

\[
\frac{\partial C_i}{\partial \beta} = 1 - \frac{C_i}{c}
\]

which is approximately equal to one, due to the relative magnitudes of \( C_i \) and \( c \).

The partial derivative with respect to the tropospheric correction may be obtained similarly from Equation 6.7 and is found to be

\[
\frac{\partial C_i}{\partial K_{trop}} = \Delta_{trop}.
\]

Which completes the determination of all the partial derivatives.
The final amendment to be made to the correction routine arises from the large number of factors produced when solving for both tropospheric and frequency bias corrections on every pass. The number of these terms means that the time taken for the matrix inversion is significantly increased over solutions where such parameters are not sought. However, it was found that this increase in computation time could be diminished by noting that each of these correction terms contributes solely to the diagonal elements of the normal matrix. Whence, the inverse of the relevant portion of the matrix might be found by inverting the individual diagonal elements. The following method of decomposing the matrix into diagonal and non-diagonal blocks was thus adopted.

Consider the following partitioning of a symmetric positive definite matrix,

\[
\begin{pmatrix}
A & B & C \\
B^t & D_1 & E \\
C^t & E & D_2
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix} =
\begin{pmatrix}
p \\
q \\
r
\end{pmatrix}
\]

where \(D_1, D_2\) and \(E\) are all diagonal matrices and the superscript \(^t\) here denotes the matrix transpose. Further, \(x, y\) and \(z\) are subsets of the unknown solution parameters and \(p, q\) and \(r\) are known. This gives rise to an equivalent system of simultaneous vector equations:

\[
A x + B y + C z = p \quad (6.8)
\]
\[
B^t x + D_1 y + E z = q \quad (6.9)
\]
\[
C^t x + E y + D_2 z = r \quad (6.10)
\]

whence, from Equation 6.10,

\[
z = D_2^{-1} (r - C^t x - E y). \quad (6.11)
\]

Substituting this expression for \(z\) into Equation 6.9 we have

\[
(B^t - E D_2^{-1} C^t) x + (D_1 - E D_2^{-1} E) y = q - E D_2^{-1} r \quad (6.12)
\]

which provides the following equation for \(y\)

\[
y = (D_1 - E D_2^{-1} E)^{-1} \left( q - E D_2^{-1} r - (B^t - E D_2^{-1} C^t) x \right). \quad (6.13)
\]

Combining Equations 6.11 and 6.8 in a manner analogous to that by which Equation 6.12 was determined, the following result holds

\[
(A - BD_2^{-1} C^t) x + (B - CD_2^{-1} E) y = p - C D_2^{-1} r \quad (6.14)
\]
and by combining these last two expressions, Equations 6.13 and 6.14, we obtain an equation of the form

$$M \bar{z} = \bar{s}$$

where

$$M = (A - CD_2^{-1}C^t) - (B - CD_2^{-1}E) \left(D_1 - ED_2^{-1}E\right)^{-1} (B^t - ED_2^{-1}C^t)$$

and

$$\bar{s} = p - CD_2^{-1}r - (B - CD_2^{-1}E) \left(D_1 - ED_2^{-1}E\right)^{-1} (q - ED_2^{-1}r)$$

which allows $\bar{z}$ to be determined by inverting $M$ (which is only as large as the matrix $A$). Then, by substituting back into Equations 6.12 and 6.11 in turn, both $y$ and $z$ may also be found.

While this may seem a more involved technique than inverting the full matrix, the actual computations employed are in fact far simpler, since the inverse of a diagonal matrix is simply another diagonal matrix composed of the inverses of the original elements. Thus, not only are all the matrices which require inverting far smaller than the full matrix, but also only one of the six distinct sub-matrices needs inverting as a unit rather than through simple element inversion. This is due to the fact that most of the necessary inversions are of the diagonal matrices, their transposes, or products of these two types — all of which are still diagonal matrices.

### 6.5 Producing area tables for SPOT-2

Having completed the amendments to the SATAN-A package, detailed in the previous section, the next step in incorporating DORIS tracking data was to produce area tables for SPOT-2 from the GUESS software of Chapter 3. In order to compute these tables, the SPOT-2 satellite (illustrated in Figure 6.1 above) was first modelled geometrically as a trapezoidal box with a solar array composed of two intersecting planes, as depicted in Figure 6.6. As such, it is thus very similar to the ERS-1 model (Figure 4.3), lacking only the scatterometer antennae and the SAR. The other major difference is that the sloping face is oriented in the opposite way to that of ERS-1 and the slope is greater (i.e. deviates more from a
Figure 6.6: The geometric model of SPOT-2 in the satellite-fixed system.
cuboid). The whole of the geometry of SPOT-2 (both areas and normal vectors) was determined from this model.

The other variables which are required by the GUESS software (i.e. surface interaction coefficients, satellite mass and instrument locations) were estimated or computed in a manner analogous to their derivation for ERS-1 in Chapter 4. The aerodynamic coefficients employed were the same as those used for ERS-1, as suggested by the discussion at the end of Chapter 3, while the solar radiation coefficients were derived using data received from CNES.

The GUESS software was run on the input file and area tables were produced

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$-90^\circ$</th>
<th>$-75^\circ$</th>
<th>$-60^\circ$</th>
<th>$-45^\circ$</th>
<th>$-30^\circ$</th>
<th>$-15^\circ$</th>
<th>$0^\circ$</th>
<th>$15^\circ$</th>
<th>$30^\circ$</th>
<th>$45^\circ$</th>
<th>$60^\circ$</th>
<th>$75^\circ$</th>
<th>$90^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0.0^\circ$</td>
<td>8.9</td>
<td>6.9</td>
<td>10.4</td>
<td>17.3</td>
<td>22.2</td>
<td>25.7</td>
<td>27.4</td>
<td>28.1</td>
<td>27.0</td>
<td>24.0</td>
<td>20.1</td>
<td>15.1</td>
<td>8.9</td>
</tr>
<tr>
<td>$22.5^\circ$</td>
<td>8.8</td>
<td>7.3</td>
<td>11.5</td>
<td>18.5</td>
<td>23.8</td>
<td>27.4</td>
<td>29.2</td>
<td>29.9</td>
<td>28.5</td>
<td>25.3</td>
<td>21.1</td>
<td>15.6</td>
<td>8.8</td>
</tr>
<tr>
<td>$45.0^\circ$</td>
<td>8.7</td>
<td>7.3</td>
<td>11.7</td>
<td>18.6</td>
<td>23.9</td>
<td>27.6</td>
<td>29.4</td>
<td>30.0</td>
<td>28.7</td>
<td>25.5</td>
<td>21.5</td>
<td>15.7</td>
<td>8.7</td>
</tr>
<tr>
<td>$67.5^\circ$</td>
<td>8.4</td>
<td>7.0</td>
<td>11.2</td>
<td>17.6</td>
<td>22.6</td>
<td>26.1</td>
<td>27.9</td>
<td>28.6</td>
<td>27.6</td>
<td>25.5</td>
<td>21.2</td>
<td>15.0</td>
<td>8.4</td>
</tr>
<tr>
<td>$90.0^\circ$</td>
<td>8.6</td>
<td>6.3</td>
<td>9.9</td>
<td>15.5</td>
<td>20.1</td>
<td>23.3</td>
<td>24.9</td>
<td>26.6</td>
<td>26.6</td>
<td>24.6</td>
<td>20.1</td>
<td>14.2</td>
<td>8.6</td>
</tr>
<tr>
<td>$112.5^\circ$</td>
<td>8.5</td>
<td>6.8</td>
<td>10.4</td>
<td>16.3</td>
<td>21.1</td>
<td>25.2</td>
<td>27.9</td>
<td>29.5</td>
<td>29.1</td>
<td>26.3</td>
<td>21.0</td>
<td>14.2</td>
<td>8.5</td>
</tr>
<tr>
<td>$135.0^\circ$</td>
<td>9.0</td>
<td>6.9</td>
<td>10.5</td>
<td>16.3</td>
<td>22.2</td>
<td>26.7</td>
<td>29.4</td>
<td>31.0</td>
<td>30.4</td>
<td>27.0</td>
<td>21.1</td>
<td>14.2</td>
<td>8.9</td>
</tr>
<tr>
<td>$157.5^\circ$</td>
<td>9.2</td>
<td>6.6</td>
<td>9.9</td>
<td>16.0</td>
<td>22.0</td>
<td>26.5</td>
<td>29.2</td>
<td>30.8</td>
<td>30.3</td>
<td>26.6</td>
<td>20.7</td>
<td>14.2</td>
<td>9.2</td>
</tr>
<tr>
<td>$180.0^\circ$</td>
<td>9.3</td>
<td>6.1</td>
<td>8.8</td>
<td>14.8</td>
<td>20.5</td>
<td>24.8</td>
<td>27.4</td>
<td>29.1</td>
<td>28.7</td>
<td>25.2</td>
<td>20.0</td>
<td>14.2</td>
<td>9.3</td>
</tr>
<tr>
<td>$202.5^\circ$</td>
<td>9.2</td>
<td>6.6</td>
<td>9.9</td>
<td>16.0</td>
<td>22.0</td>
<td>26.5</td>
<td>29.2</td>
<td>30.8</td>
<td>30.3</td>
<td>26.6</td>
<td>20.7</td>
<td>14.2</td>
<td>9.2</td>
</tr>
<tr>
<td>$225.0^\circ$</td>
<td>9.0</td>
<td>6.9</td>
<td>10.5</td>
<td>16.3</td>
<td>22.2</td>
<td>26.7</td>
<td>29.4</td>
<td>31.0</td>
<td>30.4</td>
<td>27.0</td>
<td>21.1</td>
<td>14.2</td>
<td>9.0</td>
</tr>
<tr>
<td>$247.5^\circ$</td>
<td>8.5</td>
<td>6.8</td>
<td>10.4</td>
<td>16.3</td>
<td>21.1</td>
<td>25.2</td>
<td>27.9</td>
<td>29.5</td>
<td>29.1</td>
<td>26.3</td>
<td>21.0</td>
<td>14.2</td>
<td>8.5</td>
</tr>
<tr>
<td>$270.0^\circ$</td>
<td>8.6</td>
<td>6.3</td>
<td>9.9</td>
<td>15.5</td>
<td>20.1</td>
<td>23.3</td>
<td>24.9</td>
<td>26.6</td>
<td>26.6</td>
<td>24.5</td>
<td>20.0</td>
<td>14.2</td>
<td>8.6</td>
</tr>
<tr>
<td>$292.5^\circ$</td>
<td>8.4</td>
<td>7.0</td>
<td>11.2</td>
<td>17.6</td>
<td>22.6</td>
<td>26.1</td>
<td>27.9</td>
<td>28.6</td>
<td>27.6</td>
<td>25.5</td>
<td>21.2</td>
<td>15.0</td>
<td>8.4</td>
</tr>
<tr>
<td>$315.0^\circ$</td>
<td>8.6</td>
<td>7.3</td>
<td>11.7</td>
<td>18.6</td>
<td>23.9</td>
<td>27.6</td>
<td>29.4</td>
<td>30.0</td>
<td>28.7</td>
<td>25.5</td>
<td>21.5</td>
<td>15.7</td>
<td>8.6</td>
</tr>
<tr>
<td>$337.5^\circ$</td>
<td>8.8</td>
<td>7.3</td>
<td>11.5</td>
<td>18.5</td>
<td>23.8</td>
<td>27.4</td>
<td>29.2</td>
<td>29.9</td>
<td>28.5</td>
<td>25.3</td>
<td>21.1</td>
<td>15.6</td>
<td>8.8</td>
</tr>
<tr>
<td>$360.0^\circ$</td>
<td>8.9</td>
<td>6.9</td>
<td>10.4</td>
<td>17.3</td>
<td>22.2</td>
<td>25.7</td>
<td>27.4</td>
<td>28.1</td>
<td>27.0</td>
<td>24.0</td>
<td>20.1</td>
<td>15.1</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Table 6.1: Cross sectional area for SPOT-2 (in square metres) as viewed from the sun.

which were then used by the ORBPRED program to determine the relevant forces. Since the SATAN-A suite had already been adapted to accept these tables (Chap-
<table>
<thead>
<tr>
<th></th>
<th>(\gamma)</th>
<th>(\delta = -5^\circ)</th>
<th>(\delta = 0^\circ)</th>
<th>(\delta = +5^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0°</td>
<td>9.45</td>
<td>8.23</td>
<td>9.03</td>
<td>8.90</td>
</tr>
<tr>
<td>67.5°</td>
<td>25.28</td>
<td>24.29</td>
<td>24.38</td>
<td>24.82</td>
</tr>
<tr>
<td>90.0°</td>
<td>26.06</td>
<td>25.68</td>
<td>26.36</td>
<td>25.59</td>
</tr>
<tr>
<td>112.5°</td>
<td>24.07</td>
<td>24.29</td>
<td>25.59</td>
<td>23.24</td>
</tr>
<tr>
<td>135.0°</td>
<td>19.60</td>
<td>20.33</td>
<td>22.16</td>
<td>19.11</td>
</tr>
<tr>
<td>180.0°</td>
<td>8.72</td>
<td>8.22</td>
<td>9.75</td>
<td>8.90</td>
</tr>
<tr>
<td>202.5°</td>
<td>15.18</td>
<td>13.28</td>
<td>12.55</td>
<td>15.79</td>
</tr>
<tr>
<td>225.0°</td>
<td>20.73</td>
<td>19.20</td>
<td>18.79</td>
<td>21.38</td>
</tr>
<tr>
<td>247.5°</td>
<td>24.16</td>
<td>23.17</td>
<td>23.25</td>
<td>24.81</td>
</tr>
<tr>
<td>270.0°</td>
<td>24.92</td>
<td>24.54</td>
<td>25.23</td>
<td>25.59</td>
</tr>
<tr>
<td>292.5°</td>
<td>22.94</td>
<td>23.17</td>
<td>24.46</td>
<td>23.59</td>
</tr>
<tr>
<td>360.0°</td>
<td>9.45</td>
<td>8.23</td>
<td>9.03</td>
<td>8.90</td>
</tr>
</tbody>
</table>

Table 6.2: Cross sectional area for SPOT-2 (in square metres) as viewed along the incident aerodynamic flux vector.

Later 3), only minor alterations (involving the identification of SPOT-2 as an acceptable satellite) were required. As a quick visual confirmatory check that the geometry was credible and the GUESS software valid for a second satellite (having previously tested it on ERS-1 alone), tables analogous to Tables 4.1 and 4.2 were produced. These tables, 6.1 and 6.2 respectively, display the total effective cross-sectional area perpendicular to the incident flux vector over the range of angles attained in the case of SPOT-2.

Considering first the table for solar radiation (displayed over a 22.5° × 15° grid in Table 6.1), the observed and expected variations again correspond (as was the case for ERS-1) — thus providing more confirmation that the GUESS software
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works satisfactorily. For instance, the total area is smallest for those values of $\beta$ (namely $\beta = -70^\circ$) which are farthest from the value of $20^\circ$ which is the angle between the solar panels and the axis of rotation of the solar array. In contrast, where $\beta$ approximates this angle, the cross-sectional area reaches its maximum, since at this value the solar panel is contributing its largest amount; namely its full plane area.

In addition, there is a variation in area with the angle $\alpha$. However, this is less marked for SPOT-2 than for ERS-1 since there is no SAR. Thus, only that component of the total area which is contributed by the main body of SPOT-2 varies in $\alpha$ for any given value of $\beta$. Given the shape of the SPOT-2 geometric model (as illustrated in Figure 6.6), this variation means that the maximum values of the cross-sectional area will be attained when $\alpha = 0^\circ$ or $180^\circ$ — since the trapezium edges offer the minimum area when rotating about the body in $\alpha$ for a fixed $\beta$. Corresponding minima thus occur at $\alpha$ values of $90^\circ$ and $270^\circ$. Finally, we note that this table shows similar variations to those displayed by Table 4.1 for ERS-1 when $\beta = \pm 90^\circ$. As for ERS-1, these points correspond to a sun position lying on the solar axis of rotation, and the cause of this variation has been considered already in Chapter 4.

Again, similarly to ERS-1, it was found that the $-OY_Z$-axis of SPOT-2 did not deviate from the incident atmospheric flux vector by more than $\pm 5^\circ$. Thus, for the aerodynamic resistance force, the visible areas are illustrated in Table 6.2 over a $5^\circ \times 5^\circ \times 22.5^\circ$ grid in the three angles $\alpha$, $\gamma$ and $\delta$ of Figure 3.5. As in the case of direct solar radiation pressure, this illustrative table displays the variations that would be expected for SPOT-2.

The constant contribution to the total area, just over 7 square metres, arises from the body of the model. The variability is almost all due to the rotation of the solar array, hence (as for ERS-1) registers as variation with the angle $\alpha$. Thus, as expected, the maximum area is obtained when the solar panel lies perpendicular to the incident flux vector (for instance, $\alpha = 90^\circ$ or $270^\circ$ for $\delta = \gamma = 0$) and corresponding minima occur when these two are most nearly parallel ($\alpha = 0^\circ$ or $180^\circ$ for the same $\delta$ and $\gamma$). It is again emphasized that these tables are for illustrative purposes only and that they were not used in this form within the orbit determination program.
6.6 Precise orbit determinations for SPOT-2

In order to confirm that the SATAN-A adaptation works, several long-arc SPOT-2 orbits were converged over periods within May 1990 and January and February 1992. Table 6.3 summarizes the time span of each arc as well as the numbers of

<table>
<thead>
<tr>
<th>Arc Dates (MJD)</th>
<th>Number of $C_D$’s sought</th>
<th>Data included</th>
<th>observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>48016.0 – 48021.0</td>
<td>21</td>
<td>27</td>
<td>435</td>
</tr>
<tr>
<td>48021.0 – 48026.0</td>
<td>21</td>
<td>27</td>
<td>425</td>
</tr>
<tr>
<td>48628.0 – 48633.0</td>
<td>20</td>
<td>37</td>
<td>525</td>
</tr>
<tr>
<td>48633.0 – 48638.0</td>
<td>21</td>
<td>37</td>
<td>573</td>
</tr>
<tr>
<td>48638.0 – 48643.0</td>
<td>21</td>
<td>37</td>
<td>593</td>
</tr>
<tr>
<td>48645.0 – 48650.0</td>
<td>20</td>
<td>36</td>
<td>526</td>
</tr>
<tr>
<td>48667.0 – 48672.0</td>
<td>20</td>
<td>40</td>
<td>573</td>
</tr>
<tr>
<td>48672.0 – 48677.0</td>
<td>20</td>
<td>40</td>
<td>593</td>
</tr>
</tbody>
</table>


DORIS tracking beacons, passes and range-rate measurements included in the solution. Each arc was converged relative to the GEM-T3A gravity field, associated ocean tide model and MSIS83 thermospheric model in the J2000 inertial reference system. Values of solar activity Fl0.7 and geomagnetic indices $K_p$ have been plotted for the relevant months in Figures 6.7 and 6.8 respectively; highlighting the long-arc periods. In addition, each arc was converged both with and without the area tables (described above) in order to further confirm that the GUESS software works. In each case, the drag scale factors were solved for using the linear variation (saw-tooth) approach described in Section 2.5. In most instances twenty or twenty-one nodal values were solved for, the first two being separated by either six or twelve hours and the rest lying just six hours apart.

It is possible to solve realistically for so many drag scale factors for SPOT-2 due to the density of the DORIS tracking data combined with the almost global coverage that this system offers. DORIS Doppler data does not suffer from either the sporadic nature of laser range data, nor the geographical bias that arises
Figure 6.7: Solar Flux F10.7 for May 1990 and January and February 1992, emphasizing the converged long-arc periods.
Figure 6.8: Geomagnetic indices for May 1990 and January and February 1992, emphasizing the converged long-arc periods.
from the fewer laser stations. There was therefore no point in dividing the ODBs into separate geographical groups (as had been done for ERS-1 in Chapter 4). Every long-arc orbit was converged by solving for the standard initial state vector (position and velocity), multiple drag scale factors (as indicated in Table 6.3), station frequency offsets per pass, and a single solar reflectivity coefficient. The tropospheric pass corrections, \( K_{\text{trop}} \), were not sought, since it had been found that the gain in fitting the model to the data did not reflect the increased expenditure of time taken for their solution. Further, there is no real indication that this correction satisfactorily explains the error in the tropospheric adjustment in the data records. So the model may better fit the data, but does not necessarily offer a more satisfactory explanation of the satellite’s behaviour.

The RMS values presented in the column headed “with GUESS tables” of Table 6.4 may be further diminished through more rigorous rejection criteria (i.e. by

<table>
<thead>
<tr>
<th>Arc Dates (MJD)</th>
<th>Root Mean Square of fit (mm/second)</th>
<th>without GUESS tables</th>
</tr>
</thead>
<tbody>
<tr>
<td>48016.0 - 48021.0</td>
<td>1.74</td>
<td>1.64</td>
</tr>
<tr>
<td>48021.0 - 48026.0</td>
<td>1.68</td>
<td>2.19</td>
</tr>
<tr>
<td>48628.0 - 48633.0</td>
<td>1.82</td>
<td>3.51</td>
</tr>
<tr>
<td>48633.0 - 48638.0</td>
<td>1.71</td>
<td>2.62</td>
</tr>
<tr>
<td>48638.0 - 48643.0</td>
<td>1.16</td>
<td>1.20</td>
</tr>
<tr>
<td>48645.0 - 48650.0</td>
<td>1.76</td>
<td>2.33</td>
</tr>
<tr>
<td>48667.0 - 48672.0</td>
<td>1.14</td>
<td>1.68</td>
</tr>
<tr>
<td>48672.0 - 48677.0</td>
<td>2.02</td>
<td>3.75</td>
</tr>
</tbody>
</table>

Table 6.4: The Root Mean Square of fit for the SPOT-2 long-arcs both with and without GUESS generated tables in millimetres per second.

rejecting a larger number of observations). Such an approach allows RMS values of about 1.1 millimetres per second to be attained — comparable with results presented at the DORIS Day conference in Toulouse in October 1991 [Nouël, 1991]. In addition, when the tropospheric correction was solved for (once every pass), the RMS was further reduced to around the 0.7 millimetres per second range — again comparable with the results of other groups [Nouël, 1991]. This comparability of results verifies the modifications to the SATAN-A suite. Further, Table 6.4 indi-
cates that in all but the first long-arc (in May 1990) the use of Guess generated tables reduces the RMS of fit of the data to the model. Considering also the $C_D$ coefficients for each long-arc, Figure 6.9 illustrates clearly that the same pattern of drag scale factors pertains for both solution procedures. Though the absolute values of the scale factors obtained with GUESS tables are less than those without the tables, the relative variations (with respect to the mean $C_D$ value) are very similar. The only deviations from this pattern occur at the ends of the long-arc periods where the solution is not as well constrained. The existence of this pattern reflects the fact that the underlying modelled density varies in the same manner for both solution procedures. Further, the area is probably being modelled more accurately with the GUESS tables, but the two-cycle-per-revolution variation in the modelled area does not show in the $C_D$ values, obtained linearly over several revolutions.

As a further consideration, the use of GUESS tables for SPOT-2 orbits leads to lower values of the solar radiation coefficient $C_R$. Indeed, as is illustrated in

<table>
<thead>
<tr>
<th>Arc Dates (MJD)</th>
<th>Value of coefficient $C_R$ with GUESS tables</th>
<th>Value of coefficient $C_R$ without GUESS tables</th>
</tr>
</thead>
<tbody>
<tr>
<td>48016.0 - 48021.0</td>
<td>1.063</td>
<td>1.998</td>
</tr>
<tr>
<td>48021.0 - 48026.0</td>
<td>1.050</td>
<td>2.001</td>
</tr>
<tr>
<td>48628.0 - 48633.0</td>
<td>1.224</td>
<td>2.269</td>
</tr>
<tr>
<td>48633.0 - 48638.0</td>
<td>1.063</td>
<td>1.998</td>
</tr>
<tr>
<td>48638.0 - 48643.0</td>
<td>1.096</td>
<td>2.072</td>
</tr>
<tr>
<td>48645.0 - 48650.0</td>
<td>1.197</td>
<td>2.235</td>
</tr>
<tr>
<td>48667.0 - 48672.0</td>
<td>1.141</td>
<td>2.133</td>
</tr>
<tr>
<td>48672.0 - 48677.0</td>
<td>1.237</td>
<td>2.320</td>
</tr>
</tbody>
</table>

Table 6.5: The value of the solar radiation coefficient, $C_R$, solved for both with and without GUESS generated tables.

Table 6.5, the resultant values are all approximately equal to unity, indicating that the modelled solar radiation pressure force required little or no scaling in the orbital determination process. Also, the $C_R$ coefficient often absorbs along-track error arising from aerodynamic force mismodelling (as well as along-track error from other sources) Thus, the fact that $C_R \approx 1$ may imply that the modelled along-
Figure 6.9: Drag-scale factors, $C_D$, for the eight SPOT-2 long-arcs considered.
track force has seen some improvement — due to the inclusion of GUESS tables and the momentum exchange approach of Chapter 3 — in the components arising from the aerodynamic resistance force and the direct solar radiation pressure force.

However, these results do show that the orbital determination process has been successfully converted for use with SPOT-2 DORIS Doppler tracking data. Thus, the third suggested technique for refining ERS-1 long-arc orbits may now be tested; as is the aim of the next chapter.
Chapter 7

Improving ERS-1 orbits with SPOT-2 tracking data

7.1 Correcting for density mismodelling

Having modified the orbital determination programs of Chapter 2 so that SPOT-2 orbits could be determined and having produced area tables for this satellite using the GUESS software described in Chapter 3, another attempt to improve ERS-1 orbits can be made. As was discussed in Section 3.1, precise orbit determination for ERS-1 suffers from the limited available knowledge and models of atmosphere. Further, at least during the early stages of its life, during 1991 and 1992, there is a sparsity of laser tracking data, which exacerbates this problem.

Many of the techniques currently practised in an attempt to overcome both these factors involve solving for additional parameters. For example, multiple drag scale factors may be sought at diminishing intervals, often every six hours or less [Ries et al., 1991]. Another example is the increasingly common approach of solving for an explicit one-cycle-per-revolution term, often as factors of the sine and cosine of this variation,

$$\Delta \rho = \left[ C_D + \bar{S} \sin(\omega + M) + \bar{C} \cos(\omega + M) \right]$$  \hspace{1cm} (7.1)

[Shum et al., 1990]. Here, \( S \) and \( C \) are the scale factors, \( \omega \) is the argument of perigee of the satellite orbit and \( M \) is the mean anomaly of the same. Equation 7.1
gives a correction to the modelled atmospheric density in the form of a scale factor,

\[ \rho = \rho_{\text{modelled}} \Delta \rho \]

but the correction may also be applied directly to the force model by solving for slightly modified values of the coefficients, \( \overline{S} \) and \( \overline{C} \), for instance,

\[ E = -\frac{1}{2} C B A \rho \nu \nu + \overline{S} \sin(\omega + M) + \overline{C} \cos(\omega + M) \]  \( (7.2) \)

[Ehlers and Moore, 1993]. However, for ERS-1, the unfavourable spread of tracking data, often combined with an overall sparsity of the same, may mean that solution of such additional parameters is unrealistic. It is a fact that satellite laser range (SLR) data is concentrated in the northern hemisphere; mainly the U.S.A. and western Europe. This geographical bias allows the determination procedure to minimise errors around the SLR tracking stations at the expense of errors elsewhere along the arc; the existence and magnitude of which cannot be properly assessed using SLR tracking data alone. Further, where the SLR data are sparse, this problem is exacerbated by solving for additional parameters as described above. Thus, for ERS-1, it is often the case that with SLR data alone, credible drag scale factors may only be solved for on a daily, or at most half-daily, basis.

In order to ameliorate this problem for ERS-1, a recent feasibility study was conducted by CNES [Deleuze and Nouël, 1992]. This established that drag scale factors derived from the satellite SPOT-2 could be utilised to improve ERS-1 long-arc orbits. As is evident from the descriptions of ERS-1 and SPOT-2 given in Chapters 4 and 6 respectively, their orbits have many similarities. In particular, their inclination angles (98.5° for ERS-1 and 98.6° for SPOT-2) and orbital eccentricities (0.001 or less) are extremely close and the major difference lies in the 50km that separates their altitudes. For a first approximation, these orbital similarities mean that both satellites experience similar variations in the atmospheric density over a given long-arc period. Further, the quantity and spacing of the DORIS Doppler tracking data for SPOT-2 is such that drag scale factors may be realistically estimated at intervals of six hours or less.

In this chapter, a method is presented which attempts to recover information about the effect of atmospheric resistance on SPOT-2 and then to use this to
improve ERS-1 precise orbits. However, unlike the study made by CNES, this improvement is realized through employing along-track acceleration corrections; the dominant portion of the aerodynamic resistance force lying in this direction. The corrections are first verified on SPOT-2, before appropriate modifications (which allow for density variations due to the differences in position of the two satellites) are made and the corrections applied to ERS-1 orbits.

Because of the way GUESS generated tables have been seen to improve the orbits of both ERS-1 and SPOT-2, they will be used throughout this chapter as part of the usual orbital determination procedure. Thus, it will be assumed that the along-track acceleration correction represents density mismodelling rather than miscalculation of the surface area, or gas-surface interaction. The next two sections deal with the method by which the along-track acceleration corrections are derived, together with the results obtained when the derived corrections were applied to SPOT-2. The fourth section then utilises these results to improve on current ERS-1 orbits.

### 7.2 Along-track acceleration corrections

Various authors have attempted to improve on aerodynamic force modelling by the extraction of information from long-arc analyses. Moore and Rothwell [1990] and Ridgway et al. [1990] examined laser range and Doppler range-rate residuals from Seasat tracking data as a possible method of recovering relative atmospheric density corrections to an underlying thermospheric model. Alternatively, Rothwell and Moore [1991] and Nuth et al. [1991] attempted to modify selected parameters within such a model, but with only limited success due to the relative insensitivity of near circular orbits to thermospheric variability and the coarseness of the model’s atmospheric input parameters (i.e. solar activity F10.7 and geomagnetic indices Kp). Given the near continuous temporal tracking of SPOT-2 from the DORIS network, the methodology of Ridgway et al. [1990] has been modified, as detailed below.

If $\ddot{T}$ denotes the along-track acceleration due to the atmospheric resistance, i.e. the acceleration due to drag, then the change in the semi-major axis, $a$, arising
from this acceleration may be expressed [King-Hele, 1987] as

\[ \frac{da}{dt} = \left( \frac{2a^2v}{\mu} \right) \ddot{T} \]

where \( \mu \) is the product of the gravitational constant and the earth's mass. Thus, using Kepler's third equation: \( n^2a^3 = \mu \) where \( n \) is the mean motion of the satellite,

\[ \frac{dn}{dt} = -\left( \frac{3n}{2a} \right) \frac{da}{dt} \]

and hence

\[ \frac{dn}{dt} = -\left( \frac{3n^2v}{\mu} \right) \ddot{T} \]

where \( v \) is the velocity. By restricting the theory to a circular orbit, a not unreasonable approximation for ERS-1 and SPOT-2 given their low eccentricities, the orbital radius becomes equal to the semi-major axis i.e. \( a = r \). Thus, \( v = an \) and \( \mu = v^2a \), so the derivative \( \frac{dn}{dt} \) may be written

\[ \frac{dn}{dt} = -\left( \frac{3n}{v} \right) \ddot{T} \]

\[ = -\left( \frac{3}{a} \right) \ddot{T} \]  \hspace{1cm} (7.3)

It follows that, by taking small changes in both sides of Equation 7.3 (and denoting these changes by the \( \Delta \) function) we may express the along-track acceleration correction, \( \Delta \ddot{T} \), in terms of an along-track position correction, \( \Delta T \), as follows:

\[ \Delta \ddot{T} = -\frac{1}{3} \frac{a}{dt} \Delta n \]

\[ = -\frac{1}{3} \frac{d}{dt} a \Delta n \]

\[ = -\frac{1}{3} \frac{d}{dt} \Delta v \]

\[ = -\frac{1}{3} \frac{d^2}{dt^2} \Delta T. \]  \hspace{1cm} (7.4)

Continuing to follow Ridgway et al., the along-track position correction \( \Delta T \) may be determined empirically from tracking data residuals. In the context of SPOT-2, these are just range-rate residuals, \( \Delta \hat{p}(t_0) \), and may be expressed as the difference between the observed (\( obs \)) and calculated (\( cal \)) range-rates. Thus,

\[ \Delta \hat{p}(t_0) = \hat{p}_{obs}(t_0) - \hat{p}_{cal}(t_0^*) \]
where \( t_0 \) is the epoch of the observed range-rate \( \dot{\rho}_{\text{obs}} \) and the along-track correction is identified as a timing error \( \delta t \) in the epoch \( t_0^* \) for the derived range-rate, i.e. \( t_0 = t_0^* + \delta t \). Hence,

\[
\Delta \dot{\rho}(t_0) \approx \dot{\rho}_{\text{obs}}(t_0) - \dot{\rho}_{\text{cal}}(t_0) + \ddot{\rho}(t_0) \delta t
\] (7.5)

and the residual may be approximated by an offset and timing error, i.e. a bias and tilt. The required timing error is in fact the gradient of best fitting straight line through the points gained by plotting \( \Delta \dot{\rho} \) against \( \ddot{\rho} \) for each pass. One example of such a plot, taken from a single pass in the middle of a five-day SPOT-2 long-arc MJD 48628 to MJD 48633 (January 7\textsuperscript{th} to the 11\textsuperscript{th} inclusive, 1992), is illustrated in Figure 7.1.

Figure 7.1: Example slope for a single pass of range-rate residuals.

In order to compute \( \delta t \) the value of the rate of change of range-rate, \( \ddot{\rho} \) must first be determined. To this end, the file of range-rate residuals, produced by the orbit determination procedure, was constructed so that the \( i \textsuperscript{th} \) record contained an epoch, \( t_i \), a residual, \( \Delta \dot{\rho}(t_i) \), a range-rate value, \( \dot{\rho}(t_i) \) and the satellite’s relative velocity in the along-track direction, \( \dot{v}_i \). For each pass the mean values of time, \( \bar{t}_i \), and satellite velocity, \( \bar{v}_i \), were determined by taking the sample mean of the values of \( t_i \) and \( v_i \) respectively over all the records in that pass. In addition, the value of \( \ddot{\rho}(t_0) \) was computed by means of a linear approximation between adjacent values
of the range rate,

\[ \ddot{\rho} = \frac{d}{dt} \dot{\rho} \]

\[ \approx \frac{\dot{\rho}(t_{i+1}) - \dot{\rho}(t_i)}{t_{i+1} - t_i} \]

Similarly, the corresponding residual at this same average epoch was determined by averaging over the same two records,

\[ \dot{\rho} = \frac{\dot{\rho}(t_{i+1}) + \dot{\rho}(t_i)}{2} \]

For each pass thus treated, the slope, \( \delta t \), was then obtained by solving Equation 7.5 using a matrix inversion method. The value of \( \delta t \), combined with the average velocity of the same pass, \( \bar{v} \), may then be used to produce the desired along-track correction

\[ \Delta T = \bar{v} \delta t \]

which is associated with the epoch \( \bar{t} \). Thus, a set of points of the form \( (\bar{t}, \Delta T) \) is obtained over the whole of the long-arc; one for each pass within that arc. By fitting some curve through these points a second derivative may be determined which can then be used to evaluate the required along-track acceleration correction, \( \Delta \dot{T} \) from Equation 7.4.

### 7.3 Application of the above method to some SPOT-2 long-arcs

The preceding methodology was tested on three five-day SPOT-2 long-arcs in January and February 1992. The time span of each arc was chosen to avoid both SPOT-2 and ERS-1 manoeuvres so that the corrections derived for these three periods could later be modified for ERS-1 orbits. The number of DORIS tracking beacons, data passes and range-rate measurements included in the converged solutions are summarized in Table 7.1. For the sake of consistency, points which were rejected in the initial convergence of each SPOT-2 long-arc were removed from the observation file to ensure that they were not included in any of the subsequent variations.
<table>
<thead>
<tr>
<th>Arc Dates (MJD)</th>
<th>Data included</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>48628.0 - 48633.0</td>
<td>37</td>
<td>526</td>
<td>16994</td>
</tr>
<tr>
<td>48645.0 - 48650.0</td>
<td>36</td>
<td>526</td>
<td>17390</td>
</tr>
<tr>
<td>48667.0 - 48672.0</td>
<td>40</td>
<td>573</td>
<td>18843</td>
</tr>
</tbody>
</table>

Table 7.1: Summary of contributing stations, passes and range-rate measurements from SPOT-2.

As for the ERS-1 arcs of Chapter 4, the orbits were all converged relative to the GEM-T3A gravity field, associated ocean tide model and MSIS83 thermospheric model in the J2000 inertial reference system. Values of solar activity F10.7 and geomagnetic indices Kp for the relevant periods, may be seen in Figures 6.7 and 6.8 respectively of Chapter 6. The three long-arcs periods considered in this chapter lie within the highlighted regions of these figures, since they are three of the eight arcs converged in that chapter. Surface force modelling tables for SPOT-2 were derived using the GUESS software (again effected in the previous chapter). The drag scale factors were solved for using the linear variation, or saw-tooth, approach (Section 2.5) as was also used the ERS-1 long-arcs of Chapter 4. In each case, twenty nodal values were solved for, the first two separated by a twelve hour interval and the rest lying just six hours apart. All long-arc orbits were converged by solving for the standard initial state vector (for range-rate data): position and velocity, multiple drag scale factors, station frequency offsets per pass, and a single solar reflectivity coefficient.

To determine appropriate along-track acceleration corrections, the drag scale parameters for each arc were replaced by their statistical mean value, \( \overline{C}_D \); the orbits being re-computed holding all parameters fixed to obtain a set of range-rate residuals. These residuals reflect the actual difference between the modelled density scaled by the factor \( \overline{C}_D \) and that experienced by the satellite. Each pass of data was then analysed as described above to determine the set of points \((\overline{D}, \Delta T)\) for the whole of the long-arc. These are illustrated in Figure 7.2 for each of the three five-day SPOT-2 long-arcs converged.

Having obtained \( \overline{D} \) and \( \Delta T \) for each pass over the whole arc, these data were smoothed in a two stage process to reduce noise prior to fitting a curve through
Figure 7.2: All $(\bar{t}, \Delta T)$ pairs, over three converged five-day SPOT-2 long-arcs.
the resulting data. Initial attempts to fit a curve to the unsmoothed data had met with little success due to the distorting effects of outlying data points, hence the need to reduce the dataset in this way. In the first stage outliers were removed by fitting a polynomial of the form

\[ \Delta T = p(t) = \alpha_0 + \alpha_1 t + \ldots + \alpha_n t^n \]

to all remaining points and excluding values beyond a specified rejection level. The process of fitting a polynomial and rejecting outliers was repeated, for a fixed rejection level and polynomial order, until no further points were excluded.

When fitting a polynomial to a set of points, it is found empirically that the RMS of the fitted curve to the data decreases in a continuous manner with a number of sharp step-like drops separated by regions of slower change, as the order of the fitted polynomial increases. Eventually, one of two situations pertains: either a sudden increase in the RMS occurs for an increase in order, implying that the polynomial is no longer well defined, or the decreases in RMS are of a magnitude smaller than is of interest (or of benefit) when compared with the increase in computing time taken to solve for the coefficients of the fitted polynomial. The order of the rejection polynomial, used to remove the outliers in the manner described in the previous paragraph, was either the greatest value before the RMS began to increase, or some lesser value lying just after one of the sharp decreases in RMS.

The rejection level, used to determine which points were outliers, was determined by considering the data (illustrated in Figure 7.2) and picking a value which removed those points clearly lying outside the main stream. In practice, too low a rejection level tended to reject so many points, especially at the end of a long-arc, that the polynomial determined by each subsequent iteration was substantially different from the previous solution. This again led to another large number of rejected points, so the subsequent solution again differed extensively. In the worst cases, a situation arose where no points were left in the last twenty percent of the arc, effectively preventing the remainder of the method from being implemented. The choice of rejection level was made so that this event did not occur, while the worst of the outliers were still removed.

Simply removing the outliers in this manner, did not prove sufficient to satisfactorily reduce noise in the data; some further smoothing being necessary. The
method chosen consisted of averaging all remaining accepted points over each orbital revolution to produce a single point \((\dot{t}, \Delta T)\) for each orbital period throughout the long-arc. This reduction eliminated the concern about extracting a smooth second derivative from a function described by noisy discrete values exhibiting a strong once per revolution signature. The smoothed data are plotted in Figure 7.3 for the same three five-day SPOT-2 long-arcs as previously.

The next step in the process, consisted of fitting a curve through these averaged points. The main consideration was that the second derivative (required by Equation 7.4) be continuous and, preferably, smooth. Thus, each trial curve was composed of a number of polynomials or splines (of cubic order or higher). Where multiple polynomials were tested, they were spliced at the connection points by setting the first three derivatives equal, thus ensuring the required smooth second derivative. In addition, the value of the fitted curve and its first derivative were both set to zero at the start of the long-arc; since at this point it is assumed that the along-track position is correct, any errors having been absorbed into the initial state vector. Figure 7.4 shows a detail of Figure 7.3, along with two curves, one an 11th order polynomial, the other a section of the spliced polynomial solution to the first test arc (from MJD 48628 to MJD 48633). This figure illustrates the improvement in fit that may be obtained by splicing polynomials, as against using a single polynomial.

Having fitted a curve to the along-track position correction points, the second derivative, \(\frac{d^2}{dt^2}\Delta T\), was found and hence the along-track acceleration correction function derived using Equation 7.4. This function was then compared with the along-track acceleration corrections derived by differencing the actual along-track accelerations due to drag from the two SPOT-2 orbits; namely the converged orbit and that employing the fixed drag scale factor, \(C_D\). These differences were termed the expected along-track acceleration corrections, denoted \(\Delta \dot{T}_{\text{expected}}\) and are illustrated in Figure 7.5 (again for all three test arcs).

Given the method used to derive the along-track acceleration function, it was unrealistic to expect that the once-per-revolution variations in \(\Delta \dot{T}_{\text{expected}}\) would be matched. Indeed, a comparison of the expected acceleration corrections achieved both with and without GUESS tables, shows that this once-per-revolution variation, (exhibited by both curves, see Figure 7.6) is exacerbated by the twice-per-
Figure 7.3: Smoothed $(i, \Delta T)$ pairs, over the same three arcs.
Figure 7.4: Detail of smoothed data showing single versus spliced polynomial fits from the SPOT-2 arc of MJD 48628 to MJD 48633.

revolution variation in the satellite area. Thus, in order for a solution curve to be judged satisfactory (prior to testing it on a SPOT-2 orbit), it had not only to fit the along-track position correction data but also needed to possess a complementary along-track acceleration correction curve that matched the general trends exhibited by the expected corrections. Once such a fit was obtained, a set of along-track acceleration values, $\Delta \tilde{T}_{solution}$, was computed from the fitted curve, at the times required by the orbital prediction routine. These computed corrections were saved for testing in that same routine.

The orbital prediction routine, already modified slightly in various stages of this thesis, was then further adapted to read in a file of along-track acceleration corrections and to add these corrections onto the computed along-track acceleration due to drag. For each arc tested, the computed acceleration corrections were output and stored at thirty second intervals; this being the integration step length employed in the orbit determination process. In addition, the along-track acceleration due to drag was output and stored both for the initial converged orbit and for that where the drag scale factors had been set to a mean value. This enabled the computation of $\Delta \tilde{T}_{expected}$ which was used to check that the adapted orbit program actually worked by adding the expected corrections back on to the
Figure 7.5: Expected corrections, using area tables, with computed solution, for the three SPOT-2 arcs.
Figure 7.6: Comparison of expected corrections obtained with and without the use of GUESS tables from the arc starting on MJD 48628.

orbit produced from the average $\bar{C}_D$ scale factor.

For the first arc (MJD 48628 to MJD 48633) the outliers were rejected using an 11th order polynomial and a rejection level of 60 metres which resulted in five of the initial set of 526 points being excluded after just two iterations (and no further points when a larger number of iterations was used). After averaging, taking the mean motion of SPOT-2 to be 14.208377 revolutions per day, there were just 71 data points. The solution curve chosen as best fitting these data was made up of three polynomials: one of order seven, valid for the first 1.75 days, then two of order six, with the connecting point 3.75 days after the start epoch. This particular combination of polynomials was chosen after considering several variations. It was found to produce a curve which more closely matched the data (see Figure 7.4) than any other of greater simplicity (i.e. lower order polynomials, or a lesser number of polynomials).

For the second arc (MJD 48645 to MJD 48650), the rejection polynomial was of the 10th order and the rejection level was just 20 metres. There were eight points rejected from an initial 526 and, averaging over the same period again resulted in 71 smoothed values. For this second arc, the rejection polynomial was found also found to provide a satisfactory solution curve, with correspondingly
adequate along-track acceleration corrections, $\Delta \ddot{x}_{\text{solution}}$.

For the third arc (MJD 48667 to MJD 48672), the rejection polynomial was of the 12\textsuperscript{th} order and the rejection level was just 7 metres. There were thirteen points rejected from an initial 573 and, averaging over the same period resulted in 73 smoothed values. For this third arc, the solution curve was made up of four polynomials: one of order five, valid for the first day, then two of order seven, ending 3.75 days and 4.0 days, respectively, after the start epoch and finally one of order six.

The final RMS of fit of the initial SPOT-2 orbits, together with subsequent variations and confirmatory tests using both expected values and solutions for the along-track acceleration corrections, are given in Table 7.2. It should be emphasized that the addition of along-track corrections occurs after scaling so the corrections themselves remain unaltered by the re-convergence process. Considering

<table>
<thead>
<tr>
<th>Arc dates (MJD)</th>
<th>RMS of fit (millimetres/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>48628 - 48633</td>
</tr>
<tr>
<td>converged orbit</td>
<td>1.82</td>
</tr>
<tr>
<td>replacing $C_D$ with $\overline{C}_D$</td>
<td>1092.31</td>
</tr>
<tr>
<td>then adding $\Delta \ddot{T}_{\text{expected}}$</td>
<td>1.85</td>
</tr>
<tr>
<td>then re-converging</td>
<td>1.82</td>
</tr>
<tr>
<td>replacing $C_D$ with $\overline{C}_D$</td>
<td>25.81</td>
</tr>
<tr>
<td>then adding $\Delta \ddot{T}_{\text{solution}}$</td>
<td>2.20</td>
</tr>
</tbody>
</table>

Table 7.2: RMS of orbital fits for SPOT-2 (millimetres/second).

this table, the first point to note is the RMS for the orbit where $C_D$ was replaced with $\overline{C}_D$ which indicates just how much the drag scale factors absorb density and other variations in an orbit. This table also indicates that the addition of $\Delta \ddot{T}_{\text{expected}}$ to the force model produces an orbital solution which is very close to the original converged solution, confirming again that the amended program works and, further, the validity of this along-track correction procedure. In addition, it is clear from the table that the level of fit obtained in the original converged solution cannot quite be matched by adding on the simple curve approximation for the along-track acceleration corrections, $\Delta \ddot{T}_{\text{solution}}$. Rather, it proved necessary to
re-converge the orbit, effectively solving for $C_D$ again, to produce similar RMS values. This re-convergence process does not affect the along-track acceleration corrections, since these are added after scaling the uncorrected accelerations by $C_D$. It is for this reason that Table 7.4 gives differing values for the re-converged RMS of fit when differing along-track acceleration corrections are employed (one set is scaled for the height variation between ERS-1 and SPOT-2). Otherwise, if drag-scaling occurred after the corrections had been added, it might be expected that all re-converged orbits would give the same RMS of fit.

Figure 7.7 illustrates that adding on the along-track corrections resulted in a diminished variation in the drag scale factors over the long-arc period. This may imply that the variation in the error in the modelled aerodynamic resistance force is removable, with the GUESS tables providing more accurate areas and the along-track corrections absorbing the varying errors in the density model (known to be significant [Klinkrad et al., 1990]). Thus, this approach may prove useful in separating the error components even if it did not directly benefit ERS-1 orbits.

### 7.4 Employing these SPOT-2 corrections within ERS-1 orbits

The analysis of SPOT-2 in the previous section has verified that the recovered along-track acceleration correction is a fair representation of the required acceleration. This section utilises the derived acceleration time series to improve along-track modelling of ERS-1. The same three five-day long-arcs were analysed for ERS-1, Table 7.3 summarizing the SLR data employed in converging these arcs. The first two arcs with epochs MJD 48628 and MJD 48645 were resolved

<table>
<thead>
<tr>
<th>Arc Dates (MJD)</th>
<th>Data included</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stations</td>
<td>passes</td>
<td>observations</td>
<td></td>
</tr>
<tr>
<td>48628.0 – 48633.0</td>
<td>11</td>
<td>21</td>
<td>276</td>
<td></td>
</tr>
<tr>
<td>48645.0 – 48650.0</td>
<td>8</td>
<td>19</td>
<td>236</td>
<td></td>
</tr>
<tr>
<td>48667.0 – 48672.0</td>
<td>7</td>
<td>27</td>
<td>507</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3: Summary of contributing stations, passes and SLR measurements from ERS-1.
Figure 7.7: $C_D$ values for SPOT-2.
with both twelve and twenty-four hour separations for the nodal drag scale factors (thus resulting in six and eleven such factors, respectively). The third arc, start epoch MJD 48667, was determined with the twenty-four hour separation only. This was because the correlations between solution parameters indicated that the twelve-hour separation over-parameterised the model; effectively leading to a non-determinable solution set. Other than this difference in the number of drag scale factors employed, the model components used for the ERS-1 precise orbit determinations were exactly the same as for SPOT-2; namely the GEM-T3A gravity field, the MSIS83 atmosphere and GUESS surface force tables.

Again analogously to the treatment of SPOT-2, each arc was first converged on its own, then re-converged with unscaled and scaled SPOT-2 along-track acceleration corrections respectively. The scale term employed was the ratio of the mean modelled (MSIS83) atmospheric densities ($\rho$),

$$\frac{\bar{\rho}_{\text{ERS-1}}}{\bar{\rho}_{\text{SPOT-2}}}$$

which approximates the density height variation between the two satellites. One alternative to scaling in this manner may be to solve for an explicit scaling term in the determination process [Ehlers and Moore, 1993].

The RMS of fit of the several solutions for ERS-1 are displayed in Table 7.4. It is important to emphasize that these values have been obtained using satellite laser

<table>
<thead>
<tr>
<th>Arc dates (MJD)</th>
<th>RMS of fit (centimetres)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>48628 - 48633</td>
</tr>
<tr>
<td>scale factors solved for</td>
<td>6</td>
</tr>
<tr>
<td>converged orbit</td>
<td>87.28</td>
</tr>
<tr>
<td>replacing $C_D$ with $\overline{C_D}$ then adding $\Delta \tilde{T}_{\text{solution}}$ then re-converging</td>
<td>55.02</td>
</tr>
<tr>
<td>the same, after first scaling $\Delta \tilde{T}<em>{\text{solution}}$ by $\bar{\rho}</em>{\text{ERS-1}}/\bar{\rho}_{\text{SPOT-2}}$</td>
<td>43.83</td>
</tr>
</tbody>
</table>

Table 7.4: RMS of orbital fits for ERS-1 (centimetres), using only SLR tracking data in the convergence process.

range (SLR) data only and thus may suffer from geographical bias. Indeed, the
main reason why the eleven drag scale factors could not be solved for on the third arc, despite this arc possessing nearly twice as many observations as either of the other two, was due to the smaller number of stations (and hence the greater bias). Considering Table 7.4, it appears that where a daily drag-scale factor is solved for, the correction procedure works well — indeed, rather better than might have been anticipated. This is evidenced by the much diminished RMS values obtained where scaled along-track corrections are added to the converged orbit. That the procedure does not give such vast benefits for the solutions where half-daily drag scale factors are employed, may be attributed to the fact that the RMS involved are already much lower.

However, it does not do to put much faith solely in the diminished RMS since this is an automatic consequence of applying the least-squares differential correction procedure to SLR data and increasing the number of solution parameters. Indeed, a decrease in the RMS of fit, given the limited geographical spread of the laser data is a poor indicator of radial accuracy, over-parameterisation leading to biased orbits with unrealistic fits over the laser sites at the expense of orbital accuracy elsewhere. A test of radial accuracy may be provided by the use of ERS-1 altimeter data, both as a height measurement relative to some reference ellipsoid and as a crossover difference. The latter provide the more exact measure, given reliance of altimetric heights on the accuracy of the geoid adopted. However, for ERS-1 in its three day repeat cycle, the number of useful crossovers is small, as they occur predominantly over land or ice at high latitudes.

Altimetry for the three arcs was acquired from NOAA where geophysical corrections were added to the ERS-1 fast delivery data supplied by ESA. The altimeter measurements were corrected for ionospheric and tropospheric refraction, instrumental effects and solid earth and ocean tides. An altimeter bias of -70 cm was added relative to an earth radius of 6378.1363 km and flattening $f$ where $1/f = 298.257$. The geoid heights were derived from the JGM-1 gravity field complete to degree and order 70. JGM-1 is near state-of-the-art and is to be preferred, in general, to the previous GEM-T series. However, it was not available during the SPOT-2 analyses, hence the adoption of GEM-T3A for dynamic modelling. Sea-surface topography to degree and order 15 was taken from the GEM-T3 Geosat solution. An altimetric height database relative to the adopted reference ellipsoid
was achieved by incorporation of the geoid height, sea-surface topography height and altimeter bias into the corrected measurement. To reduce this dataset, 15 second normal points were then evaluated. Both altimeter and crossover data were added to the laser data to assess the orbits.

The results of fitting both crossover and altimeter data to the ERS-1 orbits are presented in Table 7.5, along with the RMS of the same fits when the original orbit

<table>
<thead>
<tr>
<th>Arc dates (MJD)</th>
<th>RMS of fit (centimetres)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48628 - 48633</td>
<td>6</td>
</tr>
<tr>
<td>scale factors solved for</td>
<td>48645 - 48650</td>
</tr>
<tr>
<td>using only SLR data</td>
<td>73.5</td>
</tr>
<tr>
<td>fit of altimetry</td>
<td>62.8</td>
</tr>
<tr>
<td>fit of crossovers</td>
<td>102.5</td>
</tr>
<tr>
<td>also including crossovers</td>
<td>62.8</td>
</tr>
<tr>
<td>fit of altimetry</td>
<td>78.5</td>
</tr>
<tr>
<td>fit of crossovers</td>
<td>61.7</td>
</tr>
</tbody>
</table>

Table 7.5: RMS of fit of altimetry and crossover data for ERS-1 (centimetres) for the original converged orbits.

was converged with crossover data as part of data contributing to the solution. The first thing to note is the apparent ambiguity of the results. For instance, using SLR data only, the first arc is poorer radially with half-daily drag scale factors than with daily ones. However, the converse is true for the second arc — and no conclusion possible at all for the third. Further, the use of crossover data in the solution obviously improves the RMS of fit of crossover data, but has a similar effect on the fit of the altimetry only for the second and third arcs.

In conclusion, several points emerge from this study. Firstly, it is clear from the above results that SPOT-2 derived along-track acceleration corrections can be used to improve sparsely tracked ERS-1 precise orbits. The ERS-1 results may be improved by scaling explicitly for density variations and also by including direct altimetric or derived crossover data in the solution process. It is suggested that the lack of a one-cycle-per-revolution signal in the derived curve may be overcome by using an additional term such as is given in Equation 7.2, solving for $\overline{S}$ and $\overline{C}$ typically once over a six day long-arc. Further, it may prove advantageous to
solve for the density height scaling factor in solution. As a final point, the method itself may prove amenable to improvement also. Thus, for instance, the rejection and smoothing procedure may be automated and the curve fitting process may be similarly adapted by using quartic or higher order splines (cubic splines having been attempted with no success). Given the vast improvement to initial RMS of fit, with no degradation of radial accuracy, it would seem that this method was worthy of such further study.
Chapter 8

Conclusions

8.1 Modifications to the SATAN-A suite

This thesis contains three main attempts to refine ERS-1 long-arc orbits as well as additional modifications to the SATAN-A suite to facilitate these attempts. The alterations to the SATAN-A suite may be summarized as follows. First, the solution of drag scale factors was altered from the previous drag and drag-rate ($C_D$ and $\dot{C}_D$) or step function options to a single saw-tooth method (incidentally retaining the drag and drag-rate option, given two nodal points). In the saw-tooth method, each drag scale factor is a node, connected to the two adjacent nodes by straight lines. This enables the scale factors to be defined continuously, thus facilitating both the dual-crossover and along-track acceleration refinement methods of Chapters 5 and 7 respectively. Indeed, the use of discontinuous drag scale factors had previously been seen to adversely affect both methods of refinement due to the production of finite discontinuities in the residuals. These jumps compromised the solution of the harmonic coefficients of Equation 5.11 and totally precluded the matching of the second derivative (of the derived solution curve) to the expected along-track correction curve as described in Section 7.3.

Secondly, an alternative model for both the aerodynamic resistance and direct solar radiation pressure forces was introduced. This was based on momentum exchange considerations (see also Klinkrad et al. [1990] and Sowter [1989]) rather than the simple deceleration approach previously employed. In order to adopt this model the GUESS area generating software was devised; the results of which could either be used to produce a total effective cross-sectional area (for use in the
original force models) or be employed with the momentum exchange approach. The application of area tables also constituted the first attempt to refine ERS-1 long-arc orbits.

Thirdly, the SATAN-A software was modified to include DORIS Doppler data which required an additional section in the correction program. Lastly, the fourth major alteration allowed the addition of explicit along-track acceleration corrections to be added during the prediction stage of the predictor-corrector process, within the skin-force subroutines. Together, these last two adaptations permitted the third attempt at ERS-1 long-arc precise orbit determination refinements to be made and tested.

8.2 A re-iteration of the main results obtained

The GUESS software was confirmed on several convex solids with ideal results, though such levels of accuracy were not expected with the more complex satellite geometries. However, the software did provide area tables for both ERS-1 and SPOT-2 which reflected the expected variations with sun position and viewing angle. Further, when employed in precise orbit determinations, these tables resulted in lower values of the RMS of fit in almost all long-arcs considered. Despite this, it is unclear exactly how accurate the tables are.

Though the variation in the drag scale factors was less with the GUESS tables for SPOT-2, this was not the case for ERS-1. However, the sparsity of the laser data for ERS-1 means that the change in pattern seen in the SPOT-2 scale factors was not really expected to be seen in those of ERS-1. This is because the drag scale factors are much more responsive to the positioning of the nodal points for ERS-1 where the data can be best described as occurring in discrete clumps. While the products $C_D A_D$ (for drag) and $C_R A_R$ (for direct solar radiation pressure) appear to be better determined with GUESS tables than without, it is still unrealistic to hope that the scale factors themselves (i.e. $C_D$ and $C_R$) no longer absorb any errors due to mismodelling of the satellite areas. However, such errors should be small in relation to other errors e.g. those due to mismodelled density.

Regardless of these considerations, it does seem from the results of the use of GUESS tables that some form of satellite area tables can effectively reduce
the orbital RMS in long-arcs. So, one should either employ any existing satellite specific tables (e.g. those for Seasat and TOPEX/Poseidon) or generate tables by some other manner, for example using the GUESS software described in Chapter 3 (as has been done for ERS-1 and SPOT-2).

Considering next the dual-crossover simulation of Chapter 5, it was shown that by equating the radial residuals with the radial error, which may be expressed as a harmonic series plus a number of secular terms (see Equation 5.11), the coefficients of such an expression could be successfully solved for. Further, the resultant solutions could be substituted back into this same equation to provide corrections to the satellite ephemeris in the radial direction. The simulation showed that such a process effectively improved orbits of both ERS-1 and TOPEX/Poseidon. Indeed, the RMS of the ERS-1 orbits was reduced to below the initial level of that for TOPEX/Poseidon. It was also seen that by considering the standard errors arising from the covariance matrix, terms which weakened the solution (for instance by being heavily correlated with other terms) could be identified and suppressed.

The results of converging several SPOT-2 long-arcs in Chapter 6 indicated that the modifications for the inclusion of DORIS Doppler data were effective, at least in the case of this satellite. This chapter further confirmed that the GUESS software was beneficial to more than one satellite (as measured by the reduced RMS of the several converged long-arcs).

Given the capability of the SATAN-A suite to process this data type (the purpose of Chapter 6 being to provide just such a capability), it was then possible to apply the along-track acceleration correction method of Chapter 7, which method also proved successful in improving ERS-1 orbital determinations. The level of improvement attained from this method was seen to be governed largely by the number of solution parameters sought for ERS-1 and the presence or lack of altimetry in the solution. Thus, given the sparse laser tracking for the ERS-1 orbits, where half-daily drag scale factors were sought, the initial RMS was lower, and the improvement with along-track acceleration correction less. However, it was found (from the altimeter residuals) that in fact solving for daily scale factors was more realistic — and even then the orbit was probably biased towards the
laser stations. It seems clear from the results of using DORIS Doppler range-rate data that if PRARE had worked, ERS-1 orbits would not have required as much refinement as they undoubtedly have.

8.3 Directions of future work

Each of the attempts to refine ERS-1 orbits has been shown to work, either in practice or in simulation. However, taking each of them in turn, several suggestions for further modifications may be made.

First considering the GUESS software, it may prove necessary to employ three angles for the direct solar radiation pressure tables (as is already the case for the aerodynamic resistance force). This is due to the fact that the solar panels do not always point as closely to the sun as is possible, but rather may be slightly off-pointing. Reasons for this variation include pre-determined mechanical movement, only approximating the a sun-pointing position, and decisions to use an alternative scheme (as with TOPEX/Poseidon where the complex pattern of yaw and solar panel rotation was designed to maximise battery life). In order to employ new tables the orbital subroutines will need changing, as will some of the GUESS routines. However, the main GUESS program will be unaltered since it already accepts three varying angles. For the SATAN-A suite, the practical application will be possible with the “sun-pointing” angle determined from the equations of motion of the solar panels (such equations must exist where the panels are moving in a preset manner). It may also be possible to incorporate a thermal radiation element, to allow for forces arising from temperature differences, particularly those experienced by the solar array.

Considering next the dual-crossover simulation, the first necessity will be to test this procedure with real data. Such studies are in fact already underway and preliminary results are mixed. Some indicate similar levels of achievement, while others find that the improvement is not as marked as in the simulation [Carnochan et al., [1993]. Further, there is potential for solving for more of the ERS-1 frequencies below the limit of two-cycles-per-revolution. Indeed, by using the covariance matrix for a constraint, rather than the elementary triangular procedure adopted in the simulation, and by considering a full thirty-five day dataset
(the ground-track repeat time), it is hoped that the high standard errors arising from the closeness of adjacent frequencies will be overcome. Further, the increasing body of work on dual-crossovers (for example Carnochan et al. [1993] and le Traon et al. [1993]) indicates yet other avenues of investigation — for instance, the possibility of their inclusion as part of the dynamic orbit determination process is also being investigated. It is hoped that such inclusion will improve sparse orbits just as altimetry was shown to by Rothwell [1989]. It should also be emphasized that the temporal problems of dual crossovers (i.e. problems arising from large time differences between intersecting groundtracks) have not been considered in the simulation, a fact which will have to be considered in dealing with real data. At the very least some restriction will need to be placed on the time difference between the ascending and descending arc. Similarly, any future work with real dual-crossover data ought to investigate the reasons behind the improvement obtained by including single-crossovers in the solution; the geographical expansion of the dataset not necessarily providing the only explanation.

Finally, the along-track acceleration correction method may be adapted so that the scaling factor is solved for, rather than given as was the case above — the ratio of the experienced average densities. In addition, the method of fitting the rejection polynomial may be automated by using an algorithm which determines the polynomial at which any further increase in order does not produce a sufficiently large decrease in the RMS of fit to merit its use. This automation could also include the choice of the rejection level (say three sample standard deviations — a common statistical measure of an outlier [Mood et al., 1982]) so that a sufficient number of outlying points be rejected without distorting the remaining dataset and without allowing outlying points to remain. In addition to these considerations, the method of fitting the solution curve ideally requires less subjectivity. This could either be attained by attempting to automate the current approach — quite difficult given the number of options (how many polynomials to use and of what order and where to splice them together) or using some variation of the spline technique. If the latter was adopted, the spline functions would need to be quartic or quintic as the second differential of the cubic spline fit provides a ragged curve, thereby providing sudden jumps in the magnitude of the computed acceleration corrections. It should not be forgotten, that however much
the method is improved, its final usefulness is limited by the availability of the
SPOT-2 tracking data.

In conclusion though, each method has been shown to offer a successful way to
refine ERS-1 orbits, though they all offer scope for further improvement through
some additional modifications.
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